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Abstract: QoS-based service selection is an important issue of service-oriented computing (SOC). A common premise of previous research is that the QoS values of services to target users are supposed all known. However, the real situation is that many of them may be missing. In this paper, we propose an enhanced CF-based QoS prediction approach to predict such missing values. Compared with existing QoS prediction methods, our proposed one has three new features: 1) adding a data normalization process to remove the impact of different QoS scale; 2) using the adjusted Euclidean Distances equation for similarity calculation to improve the prediction accuracy; and 3) using a fusion approach to predict the missing values from two sources(user and service based). An extensive performance study based on a real public dataset is reported to verify its effectiveness.
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1. Introduction

Service-oriented computing (SOC) paradigm and its realization through standardized web service technologies provide a promising solution for the seam-less integration of single-function applications to create new large-grained and value-added services. SOC attracts industrial’s attention and is applied in many domains, e.g., workflow management, finances, and e-business. With a growing number of alternative Web services that provide the same functionality but differ in quality properties, the problem of selecting the best performing candidate service is becoming more and more important. Recently, there are a number of studies [1–3] about QoS-based service selection. Their common premise is that the QoS values of all candidate services to target users are known. However, it may not be true in real world. Due to some inevitable elements, e.g., location and network environment, the QoS of the same service to different users may be different. For example, the response time for user \( u_a \) (IP: 12.108.127.136, USA) to invoke web service(WSDL:http://biomoby.org/services/ wsd/mmb.pcb.ub.es /parseFeatureASequenceFromFSOLVText, located in Spain) is 5626\( ms \), while that for user \( u_b \) (IP: 133.1.74.162, Japan) to invoke the same one is 687\( ms \). A user can hardly have invoked all services, meaning that the QoS values of some services that the user has not invoked are missing. Hence, effective approaches are urgently needed to provide accurate prediction of the QoS values of different Web services for each user without requiring real Web service invocations.

In recent years, researchers have proposed a number of QoS prediction approaches [6–9]. Inspired by the application of Collaborative Filtering(CF) [7] in product recommendation, CF has been employed to predict QoS values using Web service QoS evaluations from different users. Moreover, extensive experimental studies have shown that CF-based approaches can obtain good overall prediction precision. However, the CF-based approaches can be restricted under dense past QoS values. As can be seen from [9], the more sparse QoS values is, the more greatly prediction precision degrades. In fact, QoS values may be very sparse since users may only invoke a few of candidate services each time.

To improve the prediction accuracy under sparse QoS values, we propose an enhanced CF-based approach to predict the missing QoS values. The basic idea is that Web
service QoS values of a user can be predicted by employing past Web service QoS values of other users. As different QoS scale can impact the prediction accuracy, our approaches first normalize to make QoS values in different scale be fair on making prediction. Then, considering overestimation of the user similarities using Pearson Correlation Coefficient (PCC), we propose an improved Euclidean Distances by using the standard derivation of users or services. Finally, the final QoS is estimated by fusing predictions from two sources: predictions based on QoS of the same service to similar users and those based on QoS of similar services to the same user.

The contributions of this work are as follows: (1) We propose an enhanced CF-based QoS prediction approach via adjusted Euclidean Distances. Our approach significantly enhances the prediction accuracy under sparse QoS values; (2) We evaluate the proposed approach experimentally by employing a real-world Web service QoS dataset. It contains the records of 1,974,675 Web service invocations executed by 339 distributed service users on 5825 Web services.

The rest of this paper is organized as follows: Section 2 presents our QoS value prediction approach. Section 3 describes our experiments. Section 4 introduces related work and Section 5 concludes the paper.

### 2. Our Prediction Approach

#### 2.1. Approach Outline

Our approach consists of four key procedures: 1) Normalization, 2) Similarity Computation, 3) Similarity Neighbor selection, and 4) QoS Prediction. Normalization makes QoS values into a uniform scope based on Gaussian approach [2]. Similarity Computation calculates the user and service similarity with adjusted Euclidean Distances based on their historical experiences. Similarity Neighbor selection uses the traditional Top-K algorithm to select the similar services or users. QoS Prediction is used to predict the missing values of services according to the existing QoS values by using our approach. For the convenience of our readers, Table 1 summarizes all important notations used in this paper.

#### 2.2. Normalization

After analyzing real-world Web service QoS values, we find QoS value can be data type or ratio type. The value of ratio type property varies in a limited range, such as $0 - 100\%$, while the value of data type property may have quite different scale. A typical data type is response time, which is possible to vary in range of $[0s, 1s]$ for one kind of consumers, but in range of $[10s, 20s]$ for the other kind of consumers.

The differences in QoS scale can impact user and service similarity. To solve the problem, Data type should be normalized to make data in different range be fair on making prediction. Therefore, Gaussian approach [2] is introduced to normalize QoS values from each user separately as shown in Equation (1), where $r_{uij}$ denotes the arithmetic mean of QoS value from user $u_i$, $\sigma_i$ is the standard deviation of QoS values from $u_i$. We use $5\sigma_i$ because of the $3 - \sigma$ rule, which helps to normalize the value into the range of $[0, 1]$.

$$r_{uij} = 0.5 + \frac{r_{uij} - r_{ui}}{2 \times 3\sigma_i}$$  (1)

Given a dataset consisting of $M$ service users and $N$ Web services, the invocation records between users and services can be denoted by a $M \times N$ matrix, called the user-service matrix. A user-service matrix example is given in Table 2. Every entry in this matrix $r_{uij}$ represents a record of invocation (QoS values, e.g., response time and throughput). For example, the response time for user $u_1$ to invoke service $s_1$ is $100ms$, and the throughput is $0.13$. Then the vector $r_{u_1:s_1}$ is $(100, 0.13)$ if we consider these two QoS parameters only. If user $u_1$ has not invoked the service $s_3$, then $r_{u_1:s_3} = null$.

### Table 1 Key notations and their descriptions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition and Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_i$</td>
<td>a user</td>
</tr>
<tr>
<td>$s_j$</td>
<td>a Web service</td>
</tr>
<tr>
<td>$S_{u_i}$</td>
<td>the set of Web services have been invoked by $u_i$</td>
</tr>
<tr>
<td>$U_{s_j}$</td>
<td>the set of users have invoked $s_j$</td>
</tr>
<tr>
<td>$r_{uij}$</td>
<td>the QoS of $s_j$ to $u_i$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>similarity between objects</td>
</tr>
<tr>
<td>$P$</td>
<td>prediction result</td>
</tr>
<tr>
<td>$L$</td>
<td>the set of similar objects</td>
</tr>
<tr>
<td>$con$</td>
<td>coefficient weight</td>
</tr>
<tr>
<td>$T$</td>
<td>the number of users in training data</td>
</tr>
<tr>
<td>$g$</td>
<td>the number of Web services invoked by the user in testing data</td>
</tr>
</tbody>
</table>

### Table 2 user-service matrix

<table>
<thead>
<tr>
<th></th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>(0.4s, 0.13)</td>
<td>(1.6s, 0.23)</td>
<td>?</td>
</tr>
<tr>
<td>$u_2$</td>
<td>(2.6s, 1.44)</td>
<td>Null</td>
<td>(3.5s, 6.12)</td>
</tr>
<tr>
<td>$u_3$</td>
<td>(0.8s, 0.45)</td>
<td>(0.9s, 6.55)</td>
<td>(5.1s, 7.12)</td>
</tr>
<tr>
<td>$u_4$</td>
<td>(8s, 0.8)</td>
<td>(3.0s, 0.92)</td>
<td>Null</td>
</tr>
<tr>
<td>$u_5$</td>
<td>(4.3s, 3.3)</td>
<td>(3.5s, 2.3)</td>
<td>(1.6s, 0.95)</td>
</tr>
</tbody>
</table>

#### 2.3. Similarity Computation

This section introduces the similarity computation method of different service users as well as different Web services. Existing work [7–9] about QoS prediction uses PCC to
compute the similarity of users or services. In this paper, Euclidean Distances is introduced to define the similarity of users or services.

After analyzing real-world Web service QoS values, we find the similarity of users or services is impacted by them itself. For example, due to the reason of a fast network, the response time of service \( s_1 \) to all users, which invoked it, is lower than 200ms. In such situations, the similarity between these users is larger using Euclidean Distances. As a result, it will overestimate the similarities of users who are actually not similar but happen to have similar QoS experience on a few co-invoked Web services [4]. Also, this will impact the final prediction accuracy. In order to address the problem, we adjust the traditional Euclidean Distances by using \( d \).

The similarity between two users \( u_1 \) and \( u_2 \) based on the services they commonly invoke is computed using the following equation:

\[
\phi_{u_1,u_2} = \frac{1}{\sqrt{\sum_{s \in S} (r_{u_1,s} - r_{u_2,s})^2}} \times d_s
\]  

(2)

Where \( S^k = S_{u_1}^k \cap S_{u_2}^k \) is the set of services that are both invoked by user \( u_1 \) and \( u_2 \), \( r_{u_1,s} \) is the vector of QoS values of service \( s \) invoked by user \( u_1 \), \( r_{u_2,s} \) is the vector of QoS values of service \( s \) invoked by user \( u_2 \), and \( d_s \) is the standard deviation of QoS values of service \( s \).

In addition, the similarity between services is computed using the following equation:

\[
\phi_{s_1,s_2} = \frac{1}{\sqrt{\sum_{u \in U} (r_{u,s_1} - r_{u,s_2})^2}} \times d_u
\]  

(3)

where \( U = U_{s_1} \cap U_{s_2} \) is the set of users who both have invoked services \( s_1 \) and \( s_2 \), \( r_{u,s_1} \) is the vector of QoS values of service \( s_1 \) invoked by \( u \), \( r_{u,s_2} \) is the vector of QoS values of service \( s_2 \) invoked by \( u \), and \( d_u \) is the standard deviation of QoS values from user \( u \).

2.4. Similar Neighbor Selection

In Section 2.3, we have calculated the similarities between different users or services, and then we can choose a set of similar neighbors for target users or services. The process of selecting similar neighbor is crucial for the accuracy of prediction because the prediction of a missing value depends on the corresponding values of similar neighbor. In existing works [9], using PCC, the similarity between users or services is in the range of \([-1,1]\] with a larger value indicating that \( u_1 \) and \( u_2 \) are more similar. PCC similarities smaller or equal to 0 will be excluded. Hence, traditional Top-K algorithm is not suitable for this scenario. Different from previous research, similarities is only larger or equal to 0 using our adjusted Euclidean Distances. Therefore, we use the traditional Top-K algorithm to select the similar neighbors.

2.5. QoS Prediction

User-based prediction uses the data of similar users to predict the missing value of target service \( s \) to target user \( u \) as follows:

\[
P_u = \sum_{u_1 \in L_u} \phi_{u,u_1} \times r_{u_1,s}
\]  

(4)

Where \( P_u \) is a vector of predicted QoS values of the missing value \( r_{u,s} \) in the user-item matrix, \( L_u \) is \( u \)’s similar users. The equation of service-based prediction is as follows:

\[
P_s = \sum_{s \in L_s} \phi_{s,s_1} \times r_{u,s_1}
\]  

(5)

When \( L_u \) and \( L_s \) is not empty, predicting the missing value only with user-based methods or services-based methods will potentially ignore that the information of the similar users and similar services. They can make the prediction more accurate. Therefore, the final QoS is estimated by combining user-based method and service-based method.

Since these two predicted results are all computed based on similarities, we should compute the confidence weight of each predicted result to balance the results from these two prediction methods. The confidence weight of user-based prediction is defined as:

\[
con_u = \frac{\sum_{u_1 \in L_u} \phi_{u,u_1} \times \phi_{u,u_1}}{\sum_{u_1 \in L_u} \phi_{u,u_1}}
\]  

(6)

The confidence weight of service-based prediction is:

\[
con_s = \frac{\sum_{s \in L_s} \phi_{s,s_1} \times \phi_{s,s_1}}{\sum_{s \in L_s} \phi_{s,s_1}}
\]  

(7)

The value of confidence weight is in the range of \([0,1]\) with a larger value indicating that the corresponding result is more preferable. As the final predicted result is the aggregation of user and service based predicted results, we set the parameters \( w \in [0,1] \) to determine how our QoS prediction relies on each result. The final equation for QoS prediction is as follows:

\[
P(r_{u,s}) = w_u \times P_u + w_s \times P_s
\]  

(8)

where \( w_u \) and \( w_s \) are the weights of the user-based method and the item-based method, respectively (\( w_u + w_s = 1 \)). \( w_u \) is defined as:

\[
w_u = \frac{con_u \times w}{con_u \times (1 - w) + con_u \times w}
\]  

(9)

and \( w_s \) is defined as:

\[
w_s = \frac{con_s \times (1 - w)}{con_s \times (1 - w) + con_s \times w}
\]  

(10)

The parameter \( w \), means the participation that the corresponding prediction result takes in the final result. If \( 0 < w < 1 \), our prediction approach aggregate the final results from user and service based predicted results. If \( w = 1 \), our approach turns to be the user-based prediction approach. Similarly, if \( w = 0 \), our approach degrades to the service-based approach.
3. Experiments

In this section, we present an experimental evaluation of the proposed approach by measuring (a) performance of different approaches (UPCC, IPCC, WSRec, and Our Approach), in terms of Normalized Mean Absolute Error (NMAE) (b) Impact of the adjusted Euclidean Distances; (c) impact of the confidence weight; and (d) impact of parameter \( w \).

3.1. Experimental Setup

We have conducted our experiments using a public real-world Web service QoS dataset, which is collected by Zhibin Zheng et al. [9]. It contains the records of 1,974,675 Web service invocations executed by 339 distributed service users on 5825 Web services. The record of each invocation contains 2 parameters: Response Time and Throughput. More details about this dataset can be found in [6]. In this paper, we randomly extract 150 users, 100 Web services and use the invocation records between them as the experimental data.

Our experiments are implemented with Matlab 7.0 and mysql 5.0. They are conducted on a Dell Inspire R13 machine with a 2.27 GHz Intel Core I5 CPU and 2GB RAM, running Windows 7 OS.

3.2. Evaluation Metric

In our experiments, NMAE is used to evaluate the accuracy of prediction. Mean Absolute Error (MAE) is as follows:

\[
MAE = \frac{\sum_{u,s} |r_{u,s} - \hat{r}_{u,s}|}{N}
\]

(11)

where \( r_{u,s} \) represents the predicted QoS value of service \( s \) observed by user \( u \), \( \hat{r}_{u,s} \) stands for the expected or real QoS value and \( N \) is the total number of predictions. As we know, services QoS value range may differ so tremendously that only \( MAE \) is not objective enough. As an adjustment, \( NMAE \) normalizes the differences range of \( MAE \) by computing:

\[
NMAE = \frac{MAE}{\sum_{u,s} \frac{r_{u,s}}{N}}
\]

(12)

The smaller \( NMAE \), the more accurate QoS prediction.

3.3. Performance Comparison

We compare the proposed approach with three famous prediction methods: User-based algorithm using PCC(UPCC), Item-based algorithm using PCC(IPCC), and WSRec [9]. Note that Equation (4) and (5) are employed to calculate UPCC and IPCC, respectively. To the best of our knowledge, WSRec approach is the best one for QoS prediction at present.

As the dataset used for experiments is the set of invocation records between 150 users and 100 Web services, we create a \( 150 \times 100 \) user-service matrix, where each entry in it is a vector including two QoS values: Response Time, Throughput. During the experiment, the \( 150 \times 100 \) matrix is divided into two parts, \( N \) rows as the training matrix and the other \((150 - N)\) rows as the testing one. The users in testing matrix are called as target users. Then, the training matrix density is thinned randomly to \( m\% \) to simulate the situation in which one user in the training matrix has employed only \( m\% \) of all services. This step is used to make the situation of experiments similar to the real scenario. In addition, we vary the number of invocation records that target users can provide(in other word, the number of Web services that target users have invoked). To minimize error, each experiment is looped 50 times and the average value is reported.

Table 3 shows the prediction performance of above four approaches on Response Time and Throughput employing 5\%, 10\%, 15\%, and 20\% density of the training matrix respectively. For the users in testing matrix (target users), we vary the number of invoked Web services as 10, 20, and 30 by randomly sampling (named as g10, g20, g30 in Table 3). In addition, we consider the influence of the size of the training matrix, and vary the number of training users, i.e., \( T = 100 \) or 140. Empirically, we set \( w = 0.5 \), and \( K = 10 \) (the number of similar neighbors in Top-K Algorithm). From Table 3, we find that our prediction approach obtains smaller \( NMAE \) values, which means higher prediction accuracy in all cases, especially under the training matrix is sparse. This demonstrates that our approach gives more accurate prediction. Comparing the prediction results for cases of \( T = 100 \) and 140, we can find that the latters \( NMAE \) values are smaller, which indicates that the increase of \( T \) improves the prediction accuracy. Similarly, the increase of the density of a training matrix improves the accuracy. It can be easily explained as higher density means more training data. Furthermore, the increase of the number of invoked services (g10, g20, and g30) also improves the prediction accuracy.

3.4. Evaluation of the adjusted Euclidean Distances

To study its impact to the performance of the adjusted Euclidean Distances, we implement two versions of our prediction approach, one version employs the traditional Euclidean Distances and the other employs the adjusted Euclidean Distances for the similarity calculation. In the experiment, we set \( w = 0.5 \) and \( K = 10 \). Figure 1(a)-(d) shows the performance of the two versions on the training matrix of Response Time when \( T = 100 \) and 140, while Figure 1(e)-(h) shows that on the training matrix of
Table 3 Comparison of Prediction Accuracy (a smaller value means a better performance)

<table>
<thead>
<tr>
<th>Density</th>
<th>Methods</th>
<th>Response Time</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T=100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>g10 g20 g30</td>
<td>g10 g20 g30</td>
</tr>
<tr>
<td>5%</td>
<td>UPCC</td>
<td>0.609 0.5625</td>
<td>0.5544</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8949 0.8369</td>
<td>0.8201</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.5749 0.5552</td>
<td>0.5480</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8286 0.8261</td>
<td>0.8204</td>
</tr>
<tr>
<td></td>
<td>WSRec</td>
<td>0.5212 0.5107</td>
<td>0.4902</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7832 0.7721</td>
<td>0.7716</td>
</tr>
<tr>
<td></td>
<td>OurApproach</td>
<td>0.4391 0.4089</td>
<td>0.3794</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.67 0.6611</td>
<td>0.6604</td>
</tr>
<tr>
<td>10%</td>
<td>UPCC</td>
<td>0.5543 0.5479</td>
<td>0.547</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8391 0.8233</td>
<td>0.8167</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.4746 0.4512</td>
<td>0.4234</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7629 0.7363</td>
<td>0.7124</td>
</tr>
<tr>
<td></td>
<td>WSRec</td>
<td>0.4404 0.404</td>
<td>0.3855</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7329 0.6955</td>
<td>0.6818</td>
</tr>
<tr>
<td></td>
<td>OurApproach</td>
<td>0.3552 0.3144</td>
<td>0.3009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6295 0.5949</td>
<td>0.5793</td>
</tr>
<tr>
<td>15%</td>
<td>UPCC</td>
<td>0.5195 0.5061</td>
<td>0.4903</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7878 0.7746</td>
<td>0.7717</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.4385 0.4121</td>
<td>0.411</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7242 0.7182</td>
<td>0.6712</td>
</tr>
<tr>
<td></td>
<td>WSRec</td>
<td>0.3925 0.3855</td>
<td>0.3738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.698 0.6776</td>
<td>0.6393</td>
</tr>
<tr>
<td></td>
<td>OurApproach</td>
<td>0.3221 0.2907</td>
<td>0.2854</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5943 0.5864</td>
<td>0.5719</td>
</tr>
<tr>
<td>20%</td>
<td>UPCC</td>
<td>0.4963 0.4852</td>
<td>0.4733</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7554 0.7504</td>
<td>0.7414</td>
</tr>
<tr>
<td></td>
<td>IPCC</td>
<td>0.4093 0.3767</td>
<td>0.3674</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.701 0.6971</td>
<td>0.6625</td>
</tr>
<tr>
<td></td>
<td>WSRec</td>
<td>0.3653 0.3411</td>
<td>0.3305</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6479 0.6377</td>
<td>0.6211</td>
</tr>
<tr>
<td></td>
<td>OurApproach</td>
<td>0.3107 0.2869</td>
<td>0.2792</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5589 0.5356</td>
<td>0.5213</td>
</tr>
</tbody>
</table>

Throughput. Note that the word Given number in below figures means \( g \), and the scale of y-coordinate(it denotes \( NMAE \)) has small difference in Figure 1, Figure 2, and Figure 3 for accurately showing the value of \( NMAE \).

In Figure 1(a)-(b), \( g \) is fixed as 10. From Figure 1(a), with the density of a training matrix varying from 5% to 40%, we can find that the prediction approach with the adjusted Euclidean Distances outperforms the prediction approach with the traditional Euclidean Distances. Figure 1(b) shows the performance comparison when the number of \( T \) is 140, and the result is similar to Figure1(a). In Figure 1(c)-(d), the density of the training matrix is fixed as 10%. From Figure 1(c), we can find that the result is similar to Figure 1(a)-(b) with \( g \) varying from 5 to 35. When the number of \( T \) is 140, the improvement that the adjusted Euclidean Distances brings to our prediction approach is clearer. Moreover, from Figure 1(e)-(f), we can draw the similar conclusion with Figure 1(a)-(d).

Figure 1 shows that our prediction approach obtains better prediction accuracy. Clearly, the adjusted Euclidean Distances usage enhances the accuracy of prediction.

3.5. Impact of the confidence weight

Confidence weight determines how to make use of the predicted results from the user-based method and the service-based method. To study its impact, we also implement two versions of our prediction approach, one version employs confidence weight, while the other version does not. In the experiments, \( w = 0.5 \), \( T = 140 \), and \( K = 10 \). Figure 2(b) and (d) show the trend of Response Time and Throughput with given number change, while Figure 2(a) and (c) show
Figure 1 Impact of the Adjusted Euclidean Distances
the trend of Response Time and Throughput with training matrix density change. As shown in Figure 2, the version with confidence weight outperforms the version without confidence weight for both Response Time and Throughput.

3.6. Impact of \( w \)

The value of \( w \) stands for the weight of user or service based prediction. \( w \) makes our prediction method more feasible and adaptable to different data sets. To study its impact, we set \( K = 10 \) and \( T = 140 \). We vary the value of \( w \) from 0 to 1 with a step value of 0.1. Figure 3(a) and 3(c) show the results of \( g = 10; 20 \), and 30 with 10% density training matrix of response time and throughput, respectively. Figs. 3(b) and 3(d) show the results of \( g = 10; 20 \), and 30 of response time and throughput, with 20% density training matrix of response time and throughput, respectively.

From Figure 3, we draw the conclusion that an optimal \( w \) value improves the accuracy of the prediction while an unsuitable value makes it worse. Another interesting observation is that, in Figure 3(a), with \( g \) increasing from 10 to 30, the optimal \( w \) value shifts from 0.5 to 0.7. In Figure 3(b), the optimal \( w \) value shifts from 0.6 to 0.8 as \( g \) varies from 10 to 30. This indicates that the optimal \( w \) value is influenced by the given number. In Figure 3(d), the optimal value is 0.5. Therefore, the optimal value is not influenced by \( g \) but influenced by the nature of datasets for this example.

4. Related Work

Some important problems have been widely discussed, for example, reliability, substitutability, and adaption of service. The problem of QoS-based service selection also attracts many researchers attentions and was discussed in a number of studies recently. A common premise of previous research is that the QoS values of services to target users are all known. However, there are often missing QoS values of services to the consumer in a real situation. Therefore, a fundamental process before QoS-based service selection is to predict such missing values.

In this paper, we use a Collaborative Filtering based approach to handle this problem. It is often classified as memory-based or model-based one. In the memory-based one, all training data are stored in memory. In the prediction phase, similar objects (users or items) are sorted based on their similarities with the active object. Pearson Correlation Coefficient is widely used methods to compute the similarities between objects. Based on the data from similar users or items, a prediction result can be generated. The most analyzed examples of memory-based methods...
include user-based methods [12–14], item-based methods [15,16] and fusion methods [17]. The advantage of the memory-based methods is that they are simple and intuitive on a conceptual level while avoiding the complications of a potentially expensive model-building stage. Their drawbacks include: 1) scalability is not well; and 2) nothing is really learned from the available user profiles and very little general insight is gained. In the model-based approach, training data are used to generate a predicting model that is able to predict the missing data. The most analyzed examples include decision tree [12], aspect models [18], latent semantic models [11,19].

Limited work has been done to predict the missing QoS values. Shao et al. propose a user-based Collaborative Filtering algorithm to make similarity mining and predict the QoS of Web services from consumers experiences [8]. Zheng et al. present a hybrid approach which combines user-based and item-based approach together to predict the QoS of Web services [9]. They employ two confidence weights to balance these two predicted values. In Section 3, we have shown that our approach outperforms the WSRec approach. Chen et al. discover the great influence of a users location to the accuracy of prediction and propose a region-based hybrid Collaborative Filtering algorithm to predict the QoS of services [10].

In the paper, we also propose CF-based prediction to handle the QoS prediction problem. Before similarity computation, we introduce a data normalization process to remove the impact of different QoS scales. In the process of similarity computation, we use the adjusted Euclidean Distances equation to compute the service similarity to improve the prediction accuracy. In the process of result generation, we use a fusion approach to generate the final result from two sources (user and service based).

5. Conclusion and Future Work

In this paper, we also present a CF-based prediction approach to predict the missing QoS values. Different from the previous methods, we add a data normalization process to remove the impact of different QoS scales, adjust the traditional Euclidean Distances by using standard derivation of service and user to compute the service-based similarity, and combine the user-based approach and the service-based approach to predict the final results. The experiments based on a public dataset prove that our prediction approach outperforms the existing methods.

In our future work, the other parts in our CF-based service selection framework will be explored. Further, we will collect more QoS data of Web services to improve the scale of our experiments.
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