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Abstract—We present a new design for a 1-b full adder featuring hybrid-CMOS design style. The quest to achieve a good driveability, noise-robustness, and low-energy operations for deep submicrometer guided our research to explore hybrid-CMOS style design. Hybrid-CMOS design style utilizes various CMOS logic style circuits to build new full adders with desired performance. This provides the designer a higher degree of design freedom to target a wide range of applications, thus significantly reducing design efforts. We also classify hybrid-CMOS full adders into three broad categories based upon their structure. Using this categorization, many full-adder designs can be conceived. We will present a new full-adder design belonging to one of the proposed categories.

The new full adder is based on a novel XOR–XNOR circuit that generates XOR and XNOR full-swing outputs simultaneously. This circuit outperforms its counterparts showing 5%–37% improvement in the power-delay product (PDP). A novel hybrid-CMOS output stage that exploits the simultaneous XOR–XNOR signals is also proposed. This output stage provides good driving capability enabling cascading of adders without the need of buffer insertion between cascaded stages. There is approximately a 40% reduction in PDP when compared to its best counterpart.

During our experimentations, we found out that many of the previously reported adders suffered from the problems of low swing and high noise when operated at low supply voltages. The proposed full adder is energy efficient and outperforms several standard full adders without trading off driving capability and reliability. The new full-adder circuit successfully operates at low voltages with excellent signal integrity and driving capability. To evaluate the performance of the new full adder in a real circuit, we embedded it in a 4- and 8-b, 4-operand carry-same array adder with final carry-propagate adder. The new adder displayed better performance as compared to the standard full adders.

Index Terms—Adders, deep-submicrometer design, hybrid-CMOS design style, low-power, noise.

I. INTRODUCTION

THE DEMAND and popularity of portable electronics is driving designers to strive for smaller silicon area, higher speeds, longer battery life, and more reliability. Power is one of the premium resources a designer tries to save when designing a system. Full adders are fundamental units in various circuits, especially in circuits used for performing arithmetic operations such as compressors, comparators, parity checkers, and so on [1]. Full adders are often in the critical paths of complex arithmetic circuits for multiplication and division. These in turn form the core of any system and thereby influence the overall performance of the entire system. Enhancing the performance of the full adder can significantly affect the system performance. Fig. 1 shows the power consumption breakdown in a modern day high-performance microprocessor [2]. The datapath consumes roughly 30% of the total power of the system. Adders are an extensively used component in datapaths and, therefore, careful design and analysis is required for these units to obtain optimum performance.

At the circuit level, an optimized design is desired to avoid any degradation in the output voltage, consume less power, have less delay in critical path, and be reliable even at low supply voltage as we scale towards deep submicrometer. Good driving capability under different load conditions and balanced output avoidance glitches is also an important virtue. Since the full-adder cells are duplicated in large numbers, layout regularity, and interconnect complexity are also important.

Several logic styles have been used in the past to design full-adder cells. Each design style has its own merits and demerits. Classical designs of full adders normally use only one logic style for the whole full-adder design. One example of such design is the standard static CMOS full adder [3]. This full adder is based on regular CMOS structure with conventional pull-up and pull-down transistors providing full-swing output and good driving capabilities. The main drawback of static CMOS circuits is the existence of the pMOS block, because of its low mobility compared to the nMOS devices. Therefore, the pMOS devices need to be sized up to attain the desired performance. The input capacitance of a static CMOS gate is large because each input is connected to the gate of at least a pMOS and a nMOS device.
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This is another reason for speed degradation of static CMOS gates.

Another conventional adder is the complementary pass-transistor logic (CPL) [3]. It provides high-speed, full-swing operation and good driving capability due to the output static inverters and the fast differential stage of cross-coupled pMOS transistors. But due to the presence of a lot of internal nodes and static inverters, there is large power dissipation. The layout of a CPL cell is also not as straightforward as a static CMOS cell due to its irregular transistor arrangement.

The dynamic CMOS logic style provides a high speed of operation because the logic is constructed with only high mobility nMOS transistors. Also, due to the absence of the pMOS transistors, the input capacitance is also low, thus enhancing the speed of operation. However, it has several inherent problems such as charge sharing and high clock load. It has higher switching activity and lower noise immunity. It consumes a large portion of the power in driving the clock lines. Moreover, dynamic logic style is more susceptible to leakage. Due to these reasons, we do not include dynamic logic style in our discussions in this paper.

Some other full-adder designs include transmission-function full adder (TFA) [4] and transmission-gate full adder (TGA) [5]. These designs are based on transmission-function theory and transmission gates, respectively. These adders are inherently low power consuming. These logic styles are good for designing XOR or XNOR gates. The main disadvantage of these logic styles is that they lack driving capability. This is attributed to the fact that the inputs are coupled to the outputs. When TGA or TFA are cascaded, their performance degrades significantly.

The remaining adder designs use more than one logic style for their implementation. We call this the hybrid-CMOS logic design style. Examples of adders built with this design style are DB cell [6], NEW14-T adder [7], and hybrid pass logic with static CMOS output drive full adder [8] (we will use HPSC as an abbreviation) and new-HPSC [9] adder. Some of these full adders are shown in Fig. 2. These designs exploit the features of different logic styles to improve upon the performance of the designs using single logic style. All hybrid designs use the best available modules implemented using different logic styles or enhance the available modules in an attempt to build a low power full-adder cell. Generally, the main focus in such attempts is to reduce the numbers of transistors in the adder cell and, consequently, reduce the number of power dissipating nodes. This is achieved by utilizing intrinsically low power consuming logic styles like TFA or TGA or simply pass transistors. In doing so, the designers often trade off other vital requirements such as driving capability, noise immunity, and layout complexity. Most of these adders lack driving capabilities as the inputs are coupled to the outputs. Their performance as a single unit or in small chains is good but when large adders are built by cascading these 1-b full-adder cells, the performance degrades drastically. The performance degradation can be handled by inserting buffers in between stages to enhance the delay characteristics. However, this leads to an extra overhead and the initial advantage of having a lesser number of transistors is lost.

A hybrid-CMOS full adder can be broken down into three modules [6]. Module I comprises of either a XOR or XNOR circuit or both. This module produces intermediate signals that are passed onto Module II and Module III that generate Sum and Cout outputs, respectively. There are several circuits available in [1] and [6] for each module and several studies have been conducted in the past using different combinations to obtain many adders [1], [6], [10].

In this paper, we broadly categorize hybrid-CMOS adder designs in three categories based on their structure. We then present a new improved circuit for the simultaneous generation of the XOR and XNOR outputs to be used in module I. The new circuit is based on CPL style. We also propose a new output unit. This unit is used in module III. Using the new circuits in
module I and III, we build a new hybrid-CMOS full-adder cell. The new adder is optimized for low PDP and is compared with the classical static-CMOS, CPL, TFA, TGA, NEW14T, HPSC, and NEW-HPSC full-adder cells. The proposed full-adder design exhibits low PDP, full-swing operation, and excellent driving capabilities without trading off area and reliability. To evaluate the performance of the new full adder in a real circuit, we embedded it in a 4- and 8-b, 4-operand carry-save array adder with final carry-propagate adder. The new adder displayed better performance as compared to the standard full adders and can be cascaded without the need of buffer insertion.

II. FULL-ADDER CATEGORIZATION

We categorize hybrid-CMOS full-adder cells [11] in, broadly, three categories depending upon their structure and logical expression of the Sum output. The Sum and Carry (C\text{out}) outputs of a 1-b full adder generated from the binary inputs A, B, and C\text{in} can be generally expressed as

\[
\text{Sum} = A \oplus B \oplus C\text{in} \quad (1)
\]

\[
C\text{out} = A \cdot B + C\text{in} \cdot (A \oplus B) \quad (2)
\]

These outputs can be expressed in many different logic expressions and, thereby, determine the structure of the circuit. Based upon these different logic expressions, many full-adder cells can be conceived. Moreover, the availability of different modules, as discussed earlier, provides the designer with more choices for a 1-b adder implementation. We classify the different possible structures for full adders into three broad categories. These are as follows.

A. XOR–XOR-Based Full Adder

In this category, the Sum and Carry outputs are generated by the following expression, where \(H\) is \(A \oplus B\) and \(H'\) is the complement of \(H\). The general form of this category is shown in Fig. 3

\[
\text{Sum} = A \oplus B \oplus C\text{in} = H \oplus C\text{in} \quad (3)
\]

\[
C\text{out} = A \cdot H' + C\text{in} \cdot H. \quad (4)
\]

The Sum output is generated by two consecutive two-input XOR gates and the \(C\text{out}\) output is the output of a 2-to-1 multiplexer with the select lines coming from the output of the first module. The first module can be either a XOR–XOR circuit or just a XOR gate. In the first case, the \(H\) output of the XOR–XOR circuit is XORed with the carry from the previous stage \((C\text{in})\) in module II. The \(H\) and \(H'\) outputs are used as multiplexer select lines in module III. The \(Sum\) adders belonging to this category are presented in [12], [13].

B. XNOR–XNOR-Based Full Adder

In this category, the Sum and Carry outputs are generated by the following expression. The general form of this category is shown in Fig. 4.

\[
\text{Sum} = (A \oplus B) \oplus C\text{in} = H' \oplus C\text{in} \quad (5)
\]

\[
C\text{out} = A \cdot H' + C\text{in} \cdot H. \quad (6)
\]

In this category, module I and module II are XNOR gates and module III is a 2-to-1 multiplexer. If the first module uses a XOR–XNOR circuit, then the \(H'\) output is XNORed with the \(C\text{in}\) input to produce the Sum output. The static energy recovery full adder (SERF) [14] belongs to this category and uses a XNOR gate for module I and II and a pass transistor multiplexer for module III.

C. Centralized Full Adder

In this category, the Sum and Carry outputs are generated by the following expression. The general form of this category is shown in Fig. 5.

\[
\text{Sum} = H \oplus C\text{in} = H \cdot C\text{in}' + H' \cdot C\text{in} \quad (7)
\]

\[
C\text{out} = A \cdot H' + C\text{in} \cdot H. \quad (8)
\]

Module I is a XOR–XNOR circuit producing \(H\) and \(H'\) signals and module II and III are 2-to-1 multiplexers with \(H\) and \(H'\) as select lines. The adder in [8] is an example of this category. It utilizes the XOR–XNOR circuit presented in [7] and proposes a

---

Fig. 3. General form of XOR–XOR-based full adder.

Fig. 4. General form of XNOR–XNOR-based full adder.

Fig. 5. General form of centralized full adder.
new circuit for output module III. The simultaneous generation of $H$ and $H'$ signal is critical in these types of adders as they drive the select lines of the multiplexers in the output stage. In another case (i.e., nonsimultaneous $H$ and $H'$), there may be glitches and unnecessary power dissipation may occur. The final outputs cannot be generated until these intermediate signals are available from module I.

III. PROPOSED CIRCUITS FOR MODULE I AND III

Hybrid-CMOS full adders can be divided into three modules [6]. Module I consists of either an XOR or XNOR circuit. Module II and module III generate $S_{\text{inv}}$ and $C_{\text{out}}$. We present two new circuits, one for each module I and module III.

A. Module I

In recent times, simultaneous generation of XOR and XNOR has been widely used for module I [7], [8]. This feature is highly desirable as nonskewed outputs are generated that are used for driving the select lines of the multiplexer inside the full adder. Fig. 6(a) shows a configuration using only six transistors and is presented in [7]. This circuit has been widely used to build full-adder cells [7], [8]. The circuit has a feedback connection between XOR and XNOR function eliminating the non-full-swing operation. The existence of $V_{\text{dd}}$ and $G_{\text{dd}}$ connections give good driving capability to the circuit and the elimination of direct connections between them avoids the short circuit current component. However, when there is an input transition that leads to the input vector $AB:XX-11$ or $AB:XX-00$, there is a delay in switching the feedback transistors. This occurs because one of the feedback transistors is switched ON by a weak signal and the other signal is at high impedance state. Consider the case when the input vector AB changes from “01” to “00.” Initially, when the input AB is in state “01,” logic “0” is passed through the nMOS transistor N1 and logic “1” is passed through the pMOS transistor P2. However, when the next input state “00” arrives, a weak “0” is passed through two pMOS transistors P1 and P2 to XOR output, and XNOR output is at high impedance state since N1 and N2 are OFF. This weak “0” switches ON the feedback transistor $FB_P$, present in the feedback loop, so that the XNOR output is pulled up to logic “1,” which switches ON the feedback-backer transistor $FB_N$ to discharge the output node XOR to logic “0.” This causes the increase in delay. As the supply voltage is scaled down, this delay tends to increase tremendously. This also causes the short circuit current to rise and causes the short circuit power dissipation to increase and eventually increase the power-delay product. To reduce this problem careful transistor sizing needs to be done to quickly switch the feedback transistors.

An improved version of the circuit in [8] is presented in [9]. Two pull-up pMOS-transistors and two pull-down nMOS-transistors are added to the circuit to restore full-swing operation [see Fig. 6(b)]. The improved circuit performs successfully at low supply voltages but this comes at the expense of increased area and number of transistors. Another disadvantage of the new circuit is that each of the inputs drives four gates instead of two gates doubling the input load. This will cause slow response when this circuit is cascaded.

We propose a novel XOR–XNOR circuit using eight transistors that generates XOR and XNOR outputs simultaneously. This circuit provides a full-swing operation and can operate at low voltages. The proposed XOR–XNOR circuit is based on complementary-pass-transistor logic using only one static inverter instead of two static inverters as in the regular CPL style XOR circuit. The proposed circuit is shown in Fig. 6(c). The first half of the circuit utilizes only nMOS pass transistors for the generation of the outputs. The cross-coupled pMOS transistors guarantee full-swing operation for all possible input combinations and reduce short-circuit power dissipation. The circuit is inherently fast due to the high mobility nMOS transistors and the fast differential stage of cross-coupled pMOS transistors.

Table I indicates the functioning of the proposed circuit more clearly. For any input vector, the pMOS transistors are switched ON by a good 0 and, therefore, avoid any static power dissipation. Owing to the lower $V_{\text{th}}$ and high electron mobility of the nMOS transistors, the circuit has a faster response as compared to the previous circuit.

The proposed XOR–XNOR circuit was compared to circuits in Fig. 6(a) and (b). The simulation results at 1.8-V $V_{\text{dd}}$ and

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$H$</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>NOP</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>Bad 1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>NOP</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>Bad 1</td>
</tr>
</tbody>
</table>

TABLE I  
OPERATION OF THE PROPOSED XOR–XNOR CIRCUIT

(c) Proposed circuit.
TSMC 0.18-μm technology are shown in Table II. Fig. 7 shows the input pattern used. We consider all the possible input transitions with an output transition at every input transition. The results indicate that the performance of the proposed circuit is better than the performance of the compared circuit. The proposed circuit is 1.6× faster than the circuit in [7] but consumes more power. This is due to the CPL structure that is inherently high power consuming but is expected to be lesser than the regular CPL XNOR circuit due to the reduced number of transistors. The circuit in [9] and the proposed circuit, consume almost the same power but our circuit is 10% faster. Owing to the higher speed of our circuit, there is almost 5%–37.5% saving in PDP in this module. The proposed circuit uses only 2% more area when compared to the circuit in [7] but the circuit in [9] uses 43% more area. The increase in area is due to the addition of four more transistors, particularly the two pMOS pull-up transistors. Table II shows the area and the normalized values in parentheses. For simplicity, we will use the normalized value of area for comparison from hereon. We use the proposed circuit in module I of the new hybrid-CMOS adder design.

### B. Module III

The output of module III can be expressed as

\[ C_{\text{out}} = A \cdot H' + C_{\text{in}} \cdot H. \]  

(9)

This expression can be realized with a 2-to-1 multiplexer with \( H \) and \( H' \) as the select lines. The most common implementation of the previous expression is using transmission gates (TG). Fig. 8(a) shows the circuit for a 2-to-1 multiplexer. The problem with the TG multiplexer is that it cannot provide the required driving capability to drive cascaded adder stages. One solution to this problem is to have an output buffer as shown in Fig. 8(a). This would incur extra delay and an overhead of four transistors.

Another possibility is to use the complement of the expression, i.e.,

\[ \overline{C}_{\text{out}} = \overline{A} \cdot H' + \overline{C}_{\text{in}} \cdot H. \]  

(10)

In this case, two inverters will be required to invert the \( A \) and \( C_{\text{in}} \) inputs and one inverter at the output. This will result in unbalanced \( \Sigma \text{in} \) and \( C_{\text{out}} \) output switching times and extra delay.

A circuit based on the static-CMOS logic style is presented in [8]. This circuit overcomes the problems of the TG multiplexer design. It uses ten transistors and is shown in Fig. 8(b). This circuit possesses all the features of static CMOS logic style such as robustness to voltage scaling and good noise margins.

We propose a hybrid design for module III. We use the inherently low power consuming TG logic style and the robust static-CMOS logic style to create a new hybrid-CMOS circuit. The proposed circuit is shown in Fig. 8(c). The new circuit also utilizes ten transistors and possesses the properties of both static-CMOS and TG logic styles. The carry is evaluated using the following logic expression:

\[ C_{\text{out}} = (A + B)\overline{C}_{\text{in}} + \overline{A} \cdot \overline{B}. \]  

(11)

A transmission gate preceded by a static inverter is used to implement \((A + B)\overline{C}_{\text{in}}\) while \(H \) and \(H' \) are the complementary gate signals to this TG. This unit propagates the \( \overline{C}_{\text{in}} \) signal to the output when \( H \) is at logic “1” and \( H' \) is at logic “0.” Two pMOS pull-up transistors in series with two nMOS pull-down transistors are used to generate \( \overline{A} \cdot \overline{B} \). Complementary \( A \) and \( B \) signals are not required. When \( A \) and \( B \) are at logic “0” they switch ON both the pMOS transistors to generate \( C_{\text{out}} \) and assign it logic “1.” When \( A \) and \( B \) are at logic “1” they switch ON both the nMOS transistors to generate \( \overline{C}_{\text{out}} \) and assign logic “0.” At all other times, this section remains OFF. The static inverter at the output produces the desired \( C_{\text{out}} \) output. Table III shows the results of proposed circuit when compared to the circuit in [8].

### Table II

**Simulation Results for Proposed XOR-XNOR Circuit in 0.18-μm Technology at 50-MHz Frequency and 1.8-V \( V_{\text{DD}} \)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Tr.</td>
<td>6</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Power (μW)</td>
<td>7.524</td>
<td>8.431</td>
<td>8.750</td>
</tr>
<tr>
<td>Delay (ns)</td>
<td>0.305</td>
<td>0.210</td>
<td>0.191</td>
</tr>
<tr>
<td>PDP (e-15)</td>
<td>2.294</td>
<td>1.770</td>
<td>1.671</td>
</tr>
<tr>
<td>Area (( \lambda^2 ))</td>
<td>4455(1)</td>
<td>6384(1.43)</td>
<td>4550(1.02)</td>
</tr>
<tr>
<td>Improvement (PDP)</td>
<td>37.5%</td>
<td>5%</td>
<td></td>
</tr>
</tbody>
</table>

### Table III

**Simulation Results for the Proposed Module III Circuit in 0.18-μm Technology at 50-MHz Frequency and 1.8-V \( V_{\text{DD}} \)**

<table>
<thead>
<tr>
<th></th>
<th>Circuit in [8]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Tr.</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Power (μW)</td>
<td>1.337</td>
<td>1.437</td>
</tr>
<tr>
<td>Delay (ns)</td>
<td>0.1829</td>
<td>0.1224</td>
</tr>
<tr>
<td>PDP (e-15)</td>
<td>0.245</td>
<td>0.175</td>
</tr>
<tr>
<td>Area (( \lambda^2 ))</td>
<td>4100(1.12)</td>
<td>3648(1)</td>
</tr>
<tr>
<td>Improvement</td>
<td>40%</td>
<td></td>
</tr>
</tbody>
</table>
Due to the additional inverter in the proposed design, it consumes slightly more power as compared to the circuit in [8]. There is redundant switching at the input since the complement of $C_{\text{in}}$ is generated even if it is not propagated to the output. This can be avoided by placing the inverter after the TG but this causes a problem as charge can leak through the closed TG and cause a reversal of voltage level at the output. This tradeoff has to be made but this guarantees excellent signal integrity without any glitches. The proposed circuit is 1.5% faster than the compared one and requires slightly lesser area for the layout despite the same number of transistors. Transistor sizes for both the circuits are shown in the figure. There is an overall 40% reduction in the PDP achieved by the proposed circuit. We use the proposed circuit for module III in the proposed hybrid-CMOS full-adder design.

IV. PROPOSED HYBRID-CMOS FULL ADDER

In this section, we will present the new full-adder design based on the new circuits proposed in the Sections I–III. Before we present the new adder, we review some of the existing and most frequently used circuits that can be used in the different modules of the full adder. By using these circuits many different hybrid-CMOS full adders can be conceived. We will discuss the advantages and disadvantage of each circuit and cite some examples of the existing adders that employ them. Since we have already discussed different circuits for module I and module III, we will restrict our discussion to circuits for module II here. These circuits that can be used in module II are shown in Fig. 9. These circuits are required to generate the Sum output given inputs $H$, $H'$, and $C_{\text{in}}$. These circuits essentially perform the XOR or the XNOR function and can be used in the first module of the adder too.

Fig. 9(a) and (b) [15] uses four transistors each and generate the Sum output using $C_{\text{in}}$ and $H$ or $H'$ inputs. These circuits have been used in many adders for both module I [6], [14] and module II [14]. These circuits, however, have some threshold-loss problems. In circuit (a), for an input vector “00,” it produces a bad logic “0” as the pMOS pass transistors pass a poor logic “0” through them. Similarly, for circuit (b) for an input vector “11” the output is at a poor logic “1.” The output signal, when given to the following gate, can cause a functional failure or cause long delay in switching a transistor. This may lead to redundant power consumption and possible glitches. Fig. 9(c) and (d) are powerless/groundless XOR and XNOR circuits [16], respectively, each requiring four transistors. These circuits use the $C_{\text{in}}, H$, and $H'$ inputs to generate the Sum output. These circuits are used to build 41 ten-transistor adders in [1]. Again, these circuits also suffer from threshold-loss problems. For example in circuit (c), for the input vector “00” and “01,” the circuit produces poor voltage levels. Circuits with this problem have very poor driving capabilities and cause significant glitches.

Fig. 9(e) and (f) [17] require five transistors each and provide full-swing outputs. These circuits use all the three inputs (i.e., $C_{\text{in}}, H$, and $H'$) to generate the Sum output signal. They do not suffer from threshold loss and are good candidates for module II. Several authors have previously used this circuit in their adders [6], [10]. We classify this circuit as a hybrid-CMOS design style circuit due to the presence of a TG, pass-transistor, and static pull-down network. All these modules have either ground or power supply connections thereby eliminating direct path between ground and power supply.

Fig. 9(g) has transmission-function implementation of XOR and XNOR functions. This circuit does not have supply rails thereby eliminating short circuit current. Fig. 9(h) is essentially the complement and has an inverter to produce Sum. This provides good driving capability due to the presence of the static inverter. This circuit is one of the best performers among all the circuits mentioned before in terms of signal integrity and average power-delay product [6]. Both the circuits avoid the problem of threshold loss and have been widely used in adder implementation [8]. We employ this circuit for our full-adder design.

A. Proposed Full Adder

As mentioned earlier in Section II, the centralized full adders, both XOR and XNOR circuits are present (both in module I) that generate the intermediate signals $H$ and $H'$. These signals are passed on to module II and III along with the carry from the previous stage and the other inputs $A$ and $B$ to produce the Sum and
For the new adder, we use our two proposed circuits and one existing circuit in the three modules. The proposed adder is shown in Fig. 10.

In module I, the proposed XOR–XNOR circuit produces balanced full-swing outputs. It has high-speed operation due to the cross-coupled pMOS pull-up transistors providing the intermediate signals quickly. Since the other two modules rely heavily on the intermediate signal $H$ and $H'$ to produce the final outputs, the delay response of module I is critical. The proposed XOR–XNOR circuit is 1.7 times faster than the best available XOR–XNOR circuits. Due to this reason, the new adder is faster than the compared adders.

Module II is a transmission-function implementation of XNOR function to generate the $\Sigma I'$ followed by an inverter to generate $\Sigma I$. This provides good driving capability to the circuit. Due to the absence of supply rails there are no short circuit currents. The circuit is free from the problem of threshold loss and has the lowest PDP amongst all circuits that are used for module II [6].

Module III employs the proposed hybrid-CMOS output stage with a static inverter at the output. This circuit has a lower PDP as compared to the other existing designs. The static inverter provides good driving capabilities as the inputs are decoupled from the output. The structure of the circuit is very symmetric and, therefore, the layout is regular. Due to the low PDP of module II and module III, the new adder is expected to have low power consumption. In Sections V and VI, the simulation environment and experimental results will be discussed.

V. SIMULATION ENVIRONMENT

A. Simulation Setup

All the circuits are implemented using MAGIC 7.1 layout editor and extracted using TSMC 0.18-$\mu$m technology. Simulations are carried out using HSPICE. Parasitic capacitances are also considered in the results. To simulate a real environment, input buffers for all inputs of the test circuit are used. The transistor sizes of these buffers are chosen such that there is sufficient signal distortion as expected in an actual circuit. A minimum output load of fan-out of four inverters (FO4) is used for power and delay measurements, the value of which amounts to 5.6 fF (1.4 fF for each inverter in 0.18-$\mu$m technology). The generic simulation test bench used is shown in Fig. 11 along with the transistor sizes of each buffer.

The circuit performance of the test circuits is evaluated in terms of worst-case delay, power consumption, and power-delay product for a range of supply voltages (0.8–1.8 V) at 50-MHz frequency. The delay is calculated from 50% of voltage level of input to 50% of voltage level of resulting output all the rise and fall output transitions. For the calculation of the power-delay product, worst-case delay is chosen to be the larger delay amongst the two outputs. Different loading conditions are also considered to evaluate the performance of the test circuits (5.6–200 fF).

An input transition may or may not result in change at the output node. Even if there is no switching at the output node, some internal node may be switching. This switching activity results in some power dissipation. For an accurate result, all the possible input combinations are considered for all the test circuits. Fig. 12 shows the input stimulus used for the full-adder circuits. In Sections V-B – V-D, the simulation environment and experimental results will be discussed.

B. Noise Immunity Test Setup

Digital circuits are inherently low-pass in nature and, thus, can filter out noise pulses with high amplitude provided that noise width is sufficiently narrow. A noise pulse with sufficient width may cause unnecessary switching in a digital circuit leading to malfunction. Noise immunity curves (NIC) are used to measure the noise-tolerance of circuits to input noise pulses. The NIC of a digital gate is a locus of points $(T_{\text{noise}}, V_{\text{noise}})$, where $T_{\text{noise}}$ is the noise pulsewidth and $V_{\text{noise}}$ corresponds to the noise pulse amplitude, for which the gate just makes a logic error.

Each point on the noise immunity curve indicates that if the amplitude of the noise pulse lies above that point for that particular width then the circuit will erroneously produce an output. All points below the NIC fall in a safe zone. Hence, the higher the NIC of a gate, the less susceptible the gate is to noise.

For quantitative evaluation of noise immunity, a metric called average noise threshold energy (ANTE) derived from the NIC is used. It is a measure that can be employed to compare the noise signature of various gates. This metric is given by $\text{ANTE} = E \left( V_{\text{noise}}^2, T_{\text{noise}} \right)$, where $E()$ denotes the expectation operator. Higher ANTE value for a circuit indicates that the circuit has higher noise immunity. These noise metrics are widely implemented in [20] and [21].
Fig. 12. Input stimulus for a full-adder cell. The first three are inputs $A$, $B$, and $C_{in}$, and the remaining two are outputs. Frequency of the inputs is 50 MHz with a supply voltage of 1.8 V.

Fig. 13. Noise injection circuit [22].

For simulation purposes, we generate a noise pulse using a noise injection circuit as shown in Fig. 13 [22]. The circuit basically is a tunable delay line to provide a noise pulse of the desired width and amplitude so as to produce a glitch in the output. The amplitude and the width of the noise pulse is controlled by changing $V_{bl_{i,n}}$ and $V_c$, respectively. The amplitude of the noise pulse is constant with varying width. This noise pulse causes a progressively bigger glitch at the output of the test circuit. The NIC is plotted by finding the width of the noise pulse, for a given noise pulse amplitude, that is sufficient to cause a significant glitch in the output. This glitch must be sufficient to cause malfunction in the circuit following the circuit being tested.

C. Transistor Sizing

In order to have a fair comparison, all the simulated circuits are prototyped at optimum transistor sizing. The transistor sizes of all the simulated circuits have been included in the figures. In the circuits, the numbers depict the width ($W$) of the transistors with the minimum feature size as $2\lambda$. All the circuits have been sized to achieve best PDP. The performance of the test circuits with minimum transistor sizes was measured followed by transistor sizing as suggested in [6].

D. Real Environment Test Setup

To evaluate the performance of the full adders in a real circuit, each adder is embedded in a 4- and 8-b 4-operand carry–save array adder (CSA) with final carry–propagate adder. This adder architecture is adder intensive and forms a good test bench to test the performance of the proposed adder. The architecture for the 4-operand $n$-b CSA is shown in Fig. 14. Since it is impractical to generate all the possible input vectors for this setup, 64 random sequences are used as the input vectors. The simulations are carried for different supply voltages ranging from 1.8 to 0.9 V. This gives a fair indication of the performance of the full adders.

VI. Simulation Results and Discussion

By optimizing the transistor sizes of the full adders considered, it is possible to reduce the delay of all adders without significantly increasing the power consumption, and transistor sizes can be set to achieve minimum PDP. All adders were designed with minimum transistor sizes initially and then simulated. To achieve minimum PDP, an iterative process of re-designing and transistor sizing after post-layout simulations was carried out.

Comparison of full adders designed to achieve minimum PDP is discussed below. In particular, three subsections refer to delay, power, and PDP, respectively. In each subsection, effects of varying supply voltage and load are considered.

A. Delay Comparison

The values of delay obtained for considered values of $V_{DD}$ (0.8–1.8 V) and Load (5.6–200 fF) for all the full adders are shown in Figs. 15(b) and 16(b), respectively. To make the comparison easier, Table III shows the delay values at 1.8 V $V_{DD}$. It is apparent that amongst the existing conventional full adders, the adders without driving capability (TGA and TFA) have the smallest delays. This can also be observed from Table III as TGA and TFA are amongst the faster adders. TFA has slightly lower delay than TGA at higher supply voltages but the trend reverses at lower supply voltages. The static-CMOS full adder and
CPL full adder follow the TGA and TFA adders, CMOS steadily remaining ahead of the CPL adder at each supply voltage. For varying load conditions, TGA and TFA have the low delay at small loads, but the speed degrades significantly at higher loads. Among the existing full adders, CMOS shows the least speed degradation followed by the CPL full adder. This shows that under heavy load conditions, adders with driving capability perform better than those without it (TGA and TFA). Due to these reasons, we will compare the hybrid-CMOS adders to the conventional CMOS adder.

Among the nonconventional or hybrid-CMOS full adders, the proposed hybrid-CMOS full adder shows minimum delay at all supply voltages when compared to the CMOS, HPSC, NEW14T, and NEW-HPSC full adders. At 1.8 V $V_{DD}$, the proposed adder is 30%, 55%, 88%, and 29% faster than CMOS, HPSC, NEW14T, and NEW-HPSC full adders, respectively. At lower supply voltages, the proposed full adder is the fastest. The delay of the proposed hybrid-CMOS adder is slightly higher than TGA and TFA but with increasing load, it displays minimum speed degradation. Overall, when compared to all adders, the proposed adder has minimum speed degradation with varying load. HPSC and NEW14T adders perform poorly at low voltages [8] and this can also be shown in the results. They both share the same circuit for XOR–XNOR functions and, therefore, have the same problem of delayed response for certain input vectors transitions that were described earlier in Section III. The final outputs are heavily dependant on the performance of module I as it drives the remaining modules and, hence, suffer a great deal due to its slow response. This shows that the XOR–XNOR cells used in these designs does not scale well with reducing supply voltage. The signal integrity of these circuits is severely degraded below 1.0 V rendering them unusable. The speed degradation for both the full adders is the worst among all adders under varying voltages. NEW-HPSC adder performs well at lower supply voltages, however, the proposed adder outperforms it at all supply voltages being 30%–60% faster. When the output load is increased, the proposed adder, NEW-HPSC, and CMOS adder have the least speed degradation, the proposed adder having the best performance. TGA and TFA have the most degradation due to lack of driving capability. Overall, the proposed full adder has good speed response at different voltages owing to the proposed module I.

When output load is increased, the proposed full adder has the best performance and this is owing to the proposed module III that has good driving capability.

**B. Power Comparison**

The average power dissipation is evaluated under different supply voltages and different load conditions and is summarized in Figs. 15(a) and 16(a), respectively. Table III tabulates the values at 1.8 V $V_{DD}$. Among the conventional existing full adders, clearly CPL has the highest power dissipation. The CPL topology should not be used if the primary target is low power dissipation.

The adders without driving capabilities (TGA and TFA) always dissipate less power than others and this can be shown in the graph. Between the two, TGA dissipates lesser power than TFA and the trend continues at low voltages. The degradation in performance of the TFA is higher than the TGA as supply voltage is scaled down. Behind, but closely following the two, comes the static-CMOS full adder. Under varying output load conditions, the adder without driving capability (TGA and TFA) show more degradation as compared to the ones with driving capability (CMOS and CPL). This is as expected since the speed degradation of these designs is highest.

The static-CMOS full adder shows the best performance amongst the conventional full adders under varying load. Among the nonconventional or hybrid-CMOS full adders, the proposed full adder and NEW-HPSC adder have the least power dissipation. The proposed full adder consumes 2% lesser power as compared to the NEW-HPSC adder at 1.8 V $V_{DD}$ but when
the supply voltage is scaled down, NEW-HPSC adder consumes slightly lesser power. The performance of these adders remains invariably good under varying voltages and, therefore, they are both suitable for low voltage operation. The power dissipation of the proposed adder is roughly 25% less than the next lowest power consuming adder (TGA). With increasing output load, the power dissipation of these adders remains the least as compared to all the considered full adders. The remaining two hybrid-CMOS adders (HPSC and NEW14T) show high degradation in performance with decreasing supply voltages. Even though they perform well with varying load, they are unsuitable for operation at low voltages.

C. PDP Comparison

The PDP is a quantitative measure of the efficiency of the tradeoff between power dissipation and speed, and is particularly important when low-power operation is needed. The values of PDP is evaluated under different supply voltages and different output loads are summarized in Figs. 15(c) and 16(c), respectively. The PDP curve in Fig. 15(c) has flat minimum for intermediate values of $V_{DD}$ but the PDP curve for varying

Fig. 15. Power, delay, and PDP results for different supply voltages.

Fig. 16. Power, delay, and PDP results under different load conditions.
output load follows the same trend as delay and power dissipation curves for varying load.

Among conventional adders, the adders without driving capability (TGA and TFA) have the lowest PDP. The PDP of TFA is lesser than that of TGA for higher voltages but the trend reverses for lower voltages suggesting that from energy point of view TGA is a better choice. Among adders with driving capability, the CPL adder as expected has the highest PDP amongst the conventional adders. The static-CMOS adder has roughly 60% lower PDP as compared to the CPL adder for all values of supply voltages. Under variable output load conditions, the static-CMOS adder shows the least PDP and the least degradation with increasing load rendering it the best amongst the conventional full adders. Despite having lowest PDPs, TGA and TFA performances degrade drastically with increasing output loads. This shows that although these adders show good performance as standalone units, if cascaded or used in a high fan-out situation, they may not deliver the required performance. This is because the input is not decoupled from the output. In a real circuit, buffers have to be inserted in between two adders to assure good signal strength. This will increase the delay as well as the power consumption of the whole design.

In the case of nonconventional or hybrid-CMOS adders, the proposed hybrid-CMOS full adder displays the best PDP characteristics for both varying supply voltages and output loads. Inverters at the output of module II and module III ensure sufficient drive strength. Moreover, the power dissipation result of the proposed full adder includes the power consumed by the two output inverters, and still is less than other conventional designs. When compared to the NEW-HPSC adder, the proposed adder consumes 30% less energy. The number of transistors in the design is higher than most of the compared adders but it still provides better results. This shows that reduction in the number of transistors is not the only solution to reducing power consumption in a circuit. There is roughly 26% reduction in PDP compared to the TFA that has the lowest among the compared designs. The performance of the new full-adder cell is attributed to the proposed XOR–XNOR circuit and the novel hybrid-CMOS output module. As shown earlier, these circuits show good improvement in PDP and are faster compared to their counterparts. The remaining two hybrid-CMOS adders (HPSC and NEW14T) have poor PDP characteristics. For low supply voltages, the PDP rises drastically making them unsuitable for low-voltage operation.

D. Area and Layout Complexity

Table IV tabulates the area occupied by each adder considered at 1.8 V $V_{DD}$ in 0.18-μm technology and sized to give best PDP. The value indicated is the square of $\lambda$. The area has been normalized with respect to the adder with the smallest area. Among the conventional full adders, the CPL has the highest area. This is attributed to the highly irregular arrangement of the CPL adder and high number of transistors leading to an irregular layout and increased layout complexity. The static-CMOS full adder has less number of transistors as compared to the CPL adder and occupies much lesser area because of its highly regular structure. But it still has a higher number of transistors as compared to the remaining full adders, therefore, taking more area than the remaining adders. The TGA has 20 transistors and has slightly lesser area than the static-CMOS full adder. Although it has a lesser number of transistors, it occupies almost the same area as the static-CMOS full adder. This is because the TGA adder has higher transistor sizes to achieve minimum PDP. TFA has the least area as it has the least number of transistors amongst all the conventional full adders.

Among the nonconventional or hybrid-CMOS full adders, the NEW14T has the smallest area since it has the lowest number of transistors. The layout of this adder is somewhat symmetric but the feedback transistors need special attention when sizing is done that increases the layout complexity. The same problem is encountered in the HPSC but its layout is more regular due to the new output module proposed that is based on static-CMOS design style. Although it has eight more transistors than the NEW14T adder, it occupies only 30% more area. This is due to the regular structure of the new output stage. The proposed area occupies roughly the same area as the HPSC adder even when it has two more transistors. This is because module I does not need any special consideration while sizing. The layout is very regular owing to the new module III that is based on TG logic style and static-CMOS logic style. The proposed adder still has lesser area requirements when compared to the conventional adders and has similar area requirements when compared to other hybrid-CMOS full adders. The performance improvement in the proposed adder comes at the cost of negligible increase in area. This tradeoff can be made if area is not of the utmost importance. The NEW-HPSC adder takes the most area due to the highest number of transistors, however, the layout is very regular.

E. Simulation Results for Four-Operand CSA

All the considered full adders are embedded in a four-operand carry-save adder with operand length 4 and 8 b. Power dissipation for all considered adders is measured for each arrangement at 1.8 V $V_{DD}$ and is shown in Fig. 17(a).

A general observation made from the graph is that as the number of bits of the operands increases, the power dissipated in the CSA increases proportionally. Among the conventional full adders, the static-CMOS full adder displays the best performance. The adders without driving capability (TGA and TFA) show the poorest performance and, hence, prove that they are not suitable for cascading to form larger adders. For both 4 and 8 b, the NEW-HPSC adder has the best performance closely followed by the proposed adder. However, the energy consumption of the proposed adder is lower than the NEW-HPSC adder. We simulated at different supply voltages (1.8 to 0.9 V) for a realistic comparison. Fig. 17(b) and (c) show the PDP for 4- and 8-b
CSA architectures, respectively. The proposed full adder consumes the least energy at voltages other than 1.8 V for both configurations. It is closely followed by NEW-HPSC adder which has the best results at 1.8 V.

F. Noise Immunity Curves
The noise immunity curves and the ANTE results for the adders are shown in Fig. 18. All the hybrid designs show good noise immunity as compared to the standard designs. The HPSC adder has the highest ANTE followed by the NEW-HPSC adder. This shows that more reliable circuits can be designed using hybrid-CMOS logic design style. Among the nonconventional full adders, the proposed full adder has the lowest ANTE but it is still higher than the conventional full adders.

VII. CONCLUSION

Hybrid-CMOS design style gives more freedom to the designer to select different modules in a circuit depending upon the application. Using the adder categorization and hybrid-CMOS design style, many full adders can be conceived. As an example, a novel full adder designed using hybrid-CMOS design style is presented in this paper that targets low PDP. The proposed hybrid-CMOS full adder has better performance than most of the standard full-adder cells owing to the novels design modules proposed in this paper. It performs well with supply voltage scaling and under different load conditions. When embedded in a four-operand CSA, it outperforms all the other adders making it suitable for larger adders. The proposed adder has better noise immunity as compared to the standard adder such as static CMOS, making it suitable for deep-submicrometer operation. We recommend the use of hybrid-CMOS design style for the design of high-performance circuits.
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