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Abstract

The identification of some important retinal anatomical regions is a prerequisite for the computer aided diagnosis of several retinal diseases. In this paper, we propose a new adaptive method for the automatic segmentation of the optic disk in digital color fundus images, using mathematical morphology. The proposed method has been designed to be robust under varying illumination and image acquisition conditions, common in eye fundus imaging. Our experimental results based on two publicly available eye fundus image databases are encouraging, and indicate that our approach potentially can achieve a better performance than other known methods proposed in the literature. Using the DRIVE database (which consists of 40 retinal images), our method achieves a success rate of 100\% in the correct location of the optic disk, with 41.47\% of mean overlap. In the DIARETDB1 database (which consists of 89 retinal images), the optic disk is correctly located in 97.75\% of the images, with a mean overlap of 43.65\%.
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1. Introduction

Several eye fundus image features are commonly evaluated in computer aided-diagnosis of several retinopathologies[1], such as the retinal blood vessels, the optic disk, and the fovea. The retinal vascular segmentation can be useful, for example, to measure the narrowing of retinal vessels, which is characteristic in hypertensive patients [2] [3]. The segmentation of blood vessels is important for the detection of non-proliferative diabetic retinopathies, such as venous beading [4], [5], [6], and neovascularizations [7], [8]. Blood vessels bifurcations also can be used as control points in the retinal image registration and comparison process [9], [10]. The detection of the optic disk (papilla) can be important to qualify retina lesions, like the exudate lesions that characterize the Diabetic Macular Edema (DME) [7]. Moreover, optic disk parameters, such as its diameter, allow to detect other retina structures, like the fovea region. For example, Li et al. [11] define the fovea region as a circle located a number of optic disk diameters away from the optic disk center, in the temporal side of the optic disk. Also, based on the size and shape of the optic disk outer boundaries it is possible to diagnose glaucoma [12]. Next, we discuss representative optic disk detection approaches found in the literature. Afterwards, we briefly discuss the main features of our proposed method, and this paper organization.

1.1. Optic Disk Detection in the Literature

Retinopathologies, such as exudates and/or druses, often appear in retina images as clusters of regions with size and pixel intensities comparable to the optic disk [1]. This makes the detection of the optic disk challenging, since common features such as region size and pixel intensities are unreliable for segmenting the optic disk.

We can divide the methods available in the literature in two groups: the methods that detect the optic disk location but do not detect the optic disk
boundary (i.e. that do not segment the optic disk), and the methods that
detect the optic disk locus and the optic disk boundary (i.e. that segment the
optic disk). Next, we briefly describe these two groups of methods available in
the literature.

1.1.1. Methods that do not Segment the Optic Disk

Tobin et al. [13] proposed a method based on spatial filtering and Bayesian
classifiers to extract local features from the retinal vasculature, obtaining a
confidence image map. The point with the highest confidence value in this
confidence image map represents the optic disk center. They reported a per-
formance of 90.4% for the correct optic disk detection. However, since their
method uses the visual attributes of the vascular tree to detect the optic disk,
their method relies on the accurate detection of the vascular tree (mainly near
to the optic disk). The computational cost of their method was not presented.

Foracchia et al. [14] identified the main retinal vessels using a parametric model
and optimization techniques, and then find the optic disk center based on ge-
ometric constraints (e.g. finding the point of convergence of all vessels). They
reported 98 % of success rate for the correct optic disk detection on a dataset
with several images. Park et al. [15], proposed to locate the optic disk ac-
cording to its morphological properties (i.e. circular area with a large local
intensity variability). The local gray level variability existing in the optic disk
region was used first by Sinthanayothin et al. [16]. In the region of the optic
disk there are blood vessels characterized by low intensity pixel values, and disk
fiber tissues characterized by higher intensity pixel values. Thus, the optic disk
region typically has higher intensity variation than other eye fundus image re-
gions [16]. However, this method fails if retinopathologies (e.g. bright exudates
on a dark local background) are present in the image [17] [1]. This happens
because the retinopathologies may have a higher intensity variation than the
optic disk. Moreover, the diabetic signs (i.e. hard exudates), may appear as
clusters of regions with size, contour and pixel intensities comparable to the
optic disk [1]. Therefore, the method proposed by Park et al. [15] tends to
perform better in images without diabetic signs. They reported a success rate of 90.25% in the optic disk locus detection, but their method do not detect the disk boundaries. Youssif et al. [18] proposed to detect the optic disk using directional filters matched with the outgoing vessels. They report a success rate of 100% for the optic disk detection, but optic disk boundaries are not detected.

1.1.2. Methods that Segment the Optic Disk

Lowell et al. [19] described a method based on a specialized correlational filter to detect approximately the center of the optic disk. They find the optic disk center in almost all usable images (i.e. 96 images of a local dataset, except one), and reported excellent performance in 83% of cases in terms of optic disk contours identification. However, they describe their method as being simple, but do not discuss the computational cost. Niemeijer et al. [20] used an optimized cost function based on a point distribution model to detect retinal structures. They reported a performance of 98.4% for the correct optic disc localization, and a performance in 94% of cases in terms of correct optic disk boundary detection. Sopharak et al. [21] used morphological methods to detect the optic disk in retinal images. They do not discuss the performance for the correct optic disk detection, neither the detection of optic disk boundary performance or the computational cost. Fleming et al. [22] utilized semi-ellipsis to detect the optic disk center. They reported 98.4 % of success rate for the correct optic disk detection, but numbers to evaluate the optic disk boundary detection were not provided. Carmona et al. [23] utilize a genetic algorithm to detected the optic disk region and the optic disk contour. Their method was tested on 110 images of the retina, and achieve an excellent performance in 96% of the cases for the optic disk contours identification (i.e. having less than 5 pixels of discrepancy when compared with a reference standard). Walter et al. [17] also use a modified variance image method to detect the papilla region. They use Alternating Sequential Filters and a shade-correction operator to reduce the chance of erroneously detecting regions outside the optic disk. The optic disk segmentation is obtained using an optic disk internal point, and a circle as an
external marker, and then applying the Watershed Transformation to delimit the disk boundaries. However, the outgoing vessels crossing the optic disk can cause difficulties in the outer contour detection. As a result, Walter et al. [17] report 96.6% of accuracy for the optic disk location, and 93.10% of accuracy for the exact optic disk contours identification using a local dataset. Lupaşcu et al. [24], on the other hand, discusses the optic disk locus and boundary detection, and report 95% of success rate in correct optic disk location, and an accuracy of 70% in the optic disk boundary detection (modeling the optic disk as a circle). They utilize texture descriptors and a regression based method to find the most likely circle fitting the optic disk [24].

Therefore, there are methods available in the literature that detect the optic disk location, but do not detect the optic disk boundary. That is, most methods in the literature are not able to automatically detect the optic disk locus and the optic disk boundary. Moreover, most methods proposed to detect the optic disk boundary are influenced by the confluence of outgoing vessels crossing the optic disk region, which results in an inaccurate detection of the optic disk boundary.

In this paper, we present a new automatic method that, besides locating the optic disk, it also detects the optic disk boundary. Moreover, our method have been designed to not be negatively affected by the outgoing vessels confluence in the optic disk. Thus, the disk boundary is detected with higher precision. In addition, the computational cost of our method is competitive, and our method does not require the extraction of spatial or statistical features describing the vessels tree, as required by some methods available in the literature.

1.2. Paper Structure and Contributions

This paper presents an image adaptive method based on a model of the vascular structure to detect the optic disk region. Our approach relies on the use of mathematical morphology techniques and has two main stages, namely: 1) detection of the optic disk location; 2) detection of the optic disk boundary. The optic disk is located using information about the main vessels arcade. Thus, in Section 2.1.1 we present a method for detecting the vascular tree in the eye
fundus image. Afterwards, in Section 2.1.2, we described the three steps of the method used to detect an internal point to the optic disk and several others points in the vicinity of this internal point (based on the vascular tree detected as described in Section 2.1.1). Finally, in Section 2.2 we use all the points previously detected inside the optic disk region to identify the optic disk boundary using the Watershed Transform from Markers. Afterwards, the experimental results are discussed in Section 3, and our conclusions are presented in Section 4.

2. Materials and Methods

Our proposed method was tested on two databases of retinal images available on the internet. One of the databases is DRIVE[25], and the other is DIARETDB1 [8]. DRIVE is a database assembled in The Netherlands, and it includes 40 fundus images of 584 x 565 pixels, captured using a 45° field-of-view fundus camera. DIARETDB1 is a Finish database consisting of 89 color fundus images of size 1500 x 1152 pixels, captured using a 50° field-of-view digital fundus camera. These databases contain retina images with diabetic signs, and have a large quality variability (e.g. illumination problems). In order to save computation time, we resized the DIARETDB1 images to 640 x 480 pixels.

2.1. Proposed Method for Optic Disk Location

As mentioned before, our approach uses the vascular tree as a reference to locate the optic disk in images of the retina. This approach was designed to be robust to artifacts that are common when diabetic signs are present in the image (e.g. bright exudates clusters). Normally, the eye fundus image vessels tend to not be affected by these diabetic signs, and can be detected even when such signs exist in the image. In the following Section, we present our method for detecting the vascular tree in an eye fundus image.
2.1.1. Detecting the Vascular Tree

The central idea is to identify the foreground and background of the green channel image \( f_g \). We assume as foreground the brighter structures (e.g. exudates), and as background all the remaining structures (e.g. vessels and hemorrhage). We estimate the background region using the RMIN operator (i.e. which detects the regional minima pixels) [26], followed by a reconstruction by dilation. By detecting the regional minima in the green channel of the original image \( f_g \), we remove the bright areas that potentially are associated with diabetic lesions. In this way a new image, \( f_1 \), is obtained, from which the bright lesions have been removed, as described by Equation 1:

\[
f_1 = R_{ f_g } ( R_{ \text{MIN} ( f_g ) } ),
\]

where, \( \text{RMIN}(f_g) = R_{ f_g } ( f_g + 1 ) - f_g \), and \( R_{ f_g } ( \text{RMIN}(f_g) ) \) are the grayscale reconstruction by dilation using \( f_g \), and \( \text{RMIN}(f_g) \) as mask and marker images, respectively; \( R_{ f_g } ( f_g + 1 ) \) is the grayscale reconstruction by erosion using \( f_g \) and \( ( f_g + 1 ) \) as mask and marker images, respectively.

Figure 1(a) illustrates the green channel, \( f_g \), of a color retina image. Figure 1(b) shows a grayscale image \( \text{RMIN}(f_g) \) used as the marker image in Equation 1. The resultant image \( f_1 \) is shown in Figure 1(c). Note that \( f_1 \) virtually does not contain bright spots (i.e. bright regions that are associated to retinal lesions) in comparison with the original green channel image \( f_g \).

On the \( f_1 \) image, we apply the morphological contrast enhancement method proposed by Wirth et al. [27], as specified by Equation 2:

\[
f_2 = f_1 + \gamma_{TN}(f_1) - \phi_{TN}(f_1),
\]

where, the top-hat by opening \( \gamma_{TN} \) is an image which contains only the intensity peaks (i.e. bright regions) of \( f_1 \), and the top-hat by closing \( \phi_{TN} \) is an image that contains only the intensity valleys (i.e. dark regions) of the image \( f_1 \). Then, adding the original image with the top-hat by opening \( \gamma_{TN} \) and then, from this
resultant image, subtracting the top-hat by closing $\phi_{TH}$, the enhancement of fine details is obtained. In Equation 2, we use a non-flat structuring element with the shape of an ellipsoid to achieve our enhancement results[27]. The radius of this structuring element was set to 12 pixels and the reference height to gray level 100.

Now, in order to reduce the influence of noise and microaneurysms in the detection process, a Gaussian lowpass filtering is performed on $f_2$ with a standard deviation $\sigma = 2.5$ and a mask size of $6\sigma \times 6\sigma$ [28] [29], as specified by Equation 3.

$$f_3 = f_2 * G(x,y),$$  \hspace{1cm} (3)

where,

$$G(x,y) = \frac{1}{2\pi\sigma^2} e^{-(x^2 + y^2)/2\sigma^2}. \hspace{2cm} (4)$$

Next, we wish to extract low intensity regions (i.e. local minima) that also are elongated. These will be associated with the retinal vascular tree, and will be used later to locate the optic disk. Therefore, we enhance local minima, detect elongated local minima, and obtain a binary mask with the retinal vascular tree. To enhance local minima, we first apply a top-hat by closing [26] on the image $f_3$, as shown in Equation 5.

$$f_4 = \phi_B(\phi_{TH}(f_3)),$$  \hspace{1cm} (5)

where $B$ is a flat, diamond-shaped, structuring element larger than the maximal width of vessels. We used in this work a diamond-shaped structuring element with a side of 10 pixels. Applying the top-hat by closing transform, only the local minima (i.e. vessels) of the image $f_3$ are enhanced (see image $f_4$ illustrated in Figure 1(d)).

The next step consists of the calculation of the supremum of openings of $f_4$, by a set of linear structuring elements [29] [28]. The goal of the supremum of openings is to identify only elongated structures (i.e. vessels) in the image $f_4$. 


We use 24 linear structuring elements, each with 80 pixels of length (i.e. 1x80), designed to fit the main vessels of the arcade in the right and left eye. The supremum of openings operation is defined by Equation 6:

\[
f_5 = \left( \bigcup_{\theta=1}^{12} \gamma^{(R_{\theta})}(f_4) \right) \cup \left( \bigcup_{\theta=1}^{12} \gamma^{(L_{\theta})}(f_4) \right),
\]

where \(B_{R_{\theta}}\) are structuring elements used to detect the superior and inferior main vessels in the right eye using as angles of rotation: \(R_{\theta} = \{15^0...90^0; -15^0...-90^0\}\); and \(B_{L_{\theta}}\) are structuring elements used to detect the superior and inferior main vessels of the left eye, using as angles of rotation \(L_{\theta} = \{105^0...180^0; 195^0...270^0\}\).

The image formed by the supremum of openings consists of a set of line segments, as shown in Figure 1 (e). Now, the vascular tree is estimated by the morphological reconstruction by dilation operation [28], using \(f_4\) as a mask image and \(f_5\) as the marker image, according to Equation 7:

\[
f_6 = \mathcal{R} f_4(f_5).
\]

The resulting image \(f_6\) is illustrated in Figure 1(f)). However, \(f_6\) is a grayscale image and we wish to identify the vessel regions by logical values (i.e. value “1” for vessels and “0” for the background). Thus, applying the above described RMIN operator to get all regional minima of the \(f_6\) image, we obtain a binary image where all non-vessels structures of this image have value “1”. Thus, making an image complement, we mark as “1” the pixels that represent the vessels. Figure 1 (g) shows the resultant image \(f_7\) obtained by Equation 8, that specifies this vessel extraction process:

\[
f_7 = \left( \text{RMIN}(f_6) \right)^c.
\]

The morphological skeleton[30] of the binary image \(f_7\) was then obtained as shown below:

\[
f_8 = \text{SKEL}(f_7).
\]
where, SKEL represents the skeletonization process of the image $f_7$.

![Figure 1](image_url)

Figure 1: Steps for vessel segmentation: (a) Original image $f_g$. (b) Image marker derived from RMIN operator. (c) $f_1$: background image derived from Equation 1. (d) $f_4$: Top-hat by closing of image $f_3$. (e) $f_5$: Supremum of openings of $f_4$. (f) $f_6$: Reconstruction of image $f_5$ using image $f_4$ as mask image. (g) $f_7$: image: Complement of the regional minima of the image $f_6$. (h) $f_8$: skeleton image. (i) $f_9$: image obtained after 20 pruning cycles on image $f_8$.

Finally, the last step for detecting the vascular tree is an image pruning of $f_8$. The pruning algorithm uses the hit-or-miss templates suggested in [30] to detect and to remove all binary image endpoints of $f_8$ image. For example, to remove 20 pixels at each endpoint, 20 sequential pruning cycles are needed. We call $f_9$ the image containing the pruned morphological skeleton. Figure 1(i) shows $f_9$ image obtained after 20 cycles of the pruning algorithm on the $f_8$ image (the number of pruning cycles was determined experimentally).

The flowchart in Figure 2 illustrates the algorithm, step-by-step, used to obtain a binary image, which represents the skeleton of the retinal vascular tree.
2.1.2. Locating the Optic Disk

Given the detected vascular tree image $f_0$ (see an illustration in Figure 1 (i)), the algorithm to locate the optic disk is described step-by-step below.

**Step 1.** In this step, we find the optic disk position, that is, if it is located in the right or in the left image side. An iterative method is proposed for this task and its pseudo code is shown in Algorithm 1.
Algorithm 1: pseudo code to find the optic disk position.

**Input**: pruned image ($f_9$)

**Output**: optic disk position

1. $f_9^{(1)}$ = binary image $f_9$ with holes filled;
2. $f_9^{(2)}$ = skeletonized image of $f_9^{(1)}$;
3. for $i = 3$ to $n$ do
   4. $f_9^{(i)}$ = pruning of the previous $f_9^{(i-1)}$ image;
   5. Find the centroid ($C_x, C_y$) of the above $f_9^{(n)}$ image;
   6. Find the endpoints of the $f_9^{(n)}$ image using hit-or-miss templates;
   7. Find the most distant endpoint ($E_x, E_y$) from centroid point ($C_x, C_y$);
   8. if $C_x > E_x$ then
      9. the arcade is located in the left side and the optic disk is in the right side;
   10. else
      11. the arcade is located in the right side and the optic disk is in the left side;

The purpose of the Algorithm 1 is to reduce the image $f_9$ to a curve that represents the inferior and superior arcade, as illustrated by Figure 3 (f), find the centroid and the endpoint of this curve most distant from the centroid, and finally in which image side the optic disk is located. In order to obtain the curved shape of the external vessel arcade, firstly we fill all the holes of the image $f_9$ (line 1, of the Algorithm 1). Figure 3 (a) illustrates that a hole occurs in the skeleton image $f_9$ as a result of the interweaving of vessels, as indicated by the white arrows. Figure 3 (b), illustrates when all these holes are filled, and their pixels are assigned to “1”. Equation 10, shows the closing-of-holes operator proposed by Dougherty and Lotufo [30], which is used to fill all the holes in the binary image $f_9$.

$$f_9^{(1)} = \left( R_{g_{hole}}(f_{hole}) \right)_c,$$

where, $f_{hole}$ is a marker image of same size as $f_9$, but whose foreground pixels are located only in the image margins (i.e. $f_9(0, 0)$). The mask image $g_{hole}$ is the complement of the original image $f_9$. Thus, using $f_{hole}$ and $g_{hole}$, a reconstruction by dilation $R_{g_{hole}}$ is performed. Then, the complement of this reconstructed image $\left( R_{g_{hole}} \right)_c$, results in an image with all holes filled.

Next, the morphological skeleton of the image $f_9^{(1)}$ (image with holes filled
according to line 1 of Algorithm 1) is obtained. The morphological skeletoniza-
tion performed on image $f_9^{(1)}$ results in the removal of the areas represented by
the holes of $f_9^{(1)}$. This step is shown in line 2 of Algorithm 1, and the resultant
image $f_9^{(2)}$ is illustrated in Figure 3 (c). Next, we perform $n$ (i.e. $n = 100$ in
all our experiments) pruning cycles on the skeletonized $f_9^{(2)}$ image (line 4 of
Algorithm 1), and obtain the image $f_9^{(n)}$ illustrated by Figure 3 (f). Thus, now
it is possible to obtain the external vessel arcade centroid point $(Cx, Cy)$ using
image $f_9^{(n)}$. The centroid of the $f_9^{(n)}$ image $(Cx, Cy)$ is a reference point close
to the optic disk region, and is calculated according to Equation 11:

$$
Cx = \frac{\sum_{i=1}^{\kappa} x_i}{\kappa}, \quad Cy = \frac{\sum_{i=1}^{\kappa} y_i}{\kappa},
$$

where, $x_i$ and $y_i$ are the coordinates of pixel $f_9^{(n)}(x_i, y_i)$ in the binary image
$f_9^{(n)}$, and $\kappa$ is the number of pixels set to “1” in this binary image, that is, the
number of external vessels arcade pixels.

Figure 3: Detecting the arcade curve: (a) Original image $f_9$ where the white arrows are
indicating two holes. (b) $f_9^{(1)}$ image (from Algorithm 1) with all their holes filled. (c) $f_9^{(2)}$
image (from Algorithm 1) which is the skeleton of the image $f_9^{(1)}$. (d) $f_9^{(n)}$ image after 20
pruning cycles. (e) $f_9^{(n)}$ image after 40 pruning cycles. (f) $f_9^{(n)}$ image after 100 pruning
cycles indicating the centroid point and the most distant endpoint from the centroid.
Anatomically, most part of the vessel arcade curve is located in the temporal side of the optic disk. The temporal side is the opposite side of the optic disk, that is, if the optic disk is in the right side of the image (i.e. as illustrated in Figure 3), the temporal side is located in the left side of the image. Then, using the centroid \((C_x, C_y)\) as a reference point for the optic disk location, and another point, namely \((E_x, E_y)\), which represents the endpoint of the vessel arcade curve in image \(f_9^{(n)}\) most distant to the centroid (see line 5 and 7 of Algorithm 1), we can find the optic disk position (i.e. left or right image side). If the column position of the centroid point \((C_x, C_y)\) has a higher value than the column position of the most distant endpoint \((E_x, E_y)\) (see Figure 3 (f)), then the optic disk is in the right side of the image. Otherwise, the optic disk is in the left side of the image. This step is shown in line 8 of the Algorithm 1.

However, it shall be observed that the Algorithm 1 also will work properly on optic disk centered images, whose temporal arcades are outside of the image. In the case of these images, the Algorithm 1 attempts to identify the optic disk position using the superior and inferior nasal arcades (i.e. the arcades that are located in the opposite side of the temporal arcades).

**Step 2.** Given the optic disk position (i.e. if optic disk in the right or left image side), we locate approximately the optic disk. This can be done removing less important vessels from \(f_9\) (i.e. the pruned image illustrated in Figure 1 (i)). It is important to note that image \(f_9^{(n)}\) (see Figure 3 (f)) cannot be used for the approximate optic disk localization, because the procedure that removes the image holes (by filling holes followed by a morphological skeletonization) changes the original location of the main vessels arcade curve and of its center (i.e. the main vessels arcade center). Thus, we exclude all vessels located in the temporal side of the centroid \((C_x, C_y)\) of the image \(f_9\) using a vertical line as a reference (see Figure 4 (a)). The pixel where this vertical line crosses the main vessels arcade in the binary image \(f_9\) also is removed (i.e. receives value "0"), now making part of the background of the image \(f_9\), and cutting the external arcade curve in different connected sets of pixels. This reference vertical line
is drawn passing through the \((C_x, C_y)\) centroid of the image \(f_9\), and causes a rupture in the main vessels arcade since all pixels belonging to this vertical line are assigned to “0”.

![Figure 4](image)

(a) Pruned \(f_9\) image with a vertical line \((f_m^{10}\) marker image) in the foreground; (b) \(f_{10}\) image showing the rupture in the vessels of the skeleton caused by subtraction between \(f_9\) image and the \(f_m^{10}\) marker image; (c) The vertical line (foreground of the \(f_m^{10}\) image), is moved (translated) some positions in the optic disk direction; (d) Image \(f_{11}\) obtained from the binary reconstruction by dilation using the translated vertical line as a marker image and the \(f_{10}\) as mask image.

The white arrows in Figure 4(b) show the exact locations where the main vessels arcade are interrupted. We call \(f_{10}\) the image with the vessels interrupted by the vertical line, and in which there may be several connected binary regions (i.e. vessels arcade fragments). In the next step, the vertical line is translated towards the optic disk image side (since we already know the side of the optic disk, see step 1) In our experiments the horizontal translation was set to 10 pixels, as shown in Figure 4 (c). As illustrated in Figure 4, the optic disk is at the right side of the image, and at this stage the vertical line is now located at the right side of the pixel where the vessels arcade was interrupted (the opposite would be true if the optic disk was in the left side of the image).

Continuing the explanation of our algorithm based on the example of Figure
4, next we perform a binary image difference between the image depicted in Figure 4 (c) and the image $f_{10}$ (see Figure 4 (b)), and obtain a binary image where only the vertical line is present. We call this binary image, where only the vertical line is present, the marker image $f_{m10}^{m}$. Finally, using a reconstruction by dilation with $f_{m10}^{m}$ as a marker image, and using the image $f_{10}$ as the mask image, we obtain only the portion the vessels arcade in the image $f_{10}$ located nearer to the optic disk. Figure 4 (d) shows the image $f_{11}$ obtained from this binary reconstruction by dilation defined by Equation 12:

$$f_{11} = R_{f_{10}}(f_{m10}^{m}).$$

**Step 3.** In this step, we describe how the optic disk is located in the image $f_{11}$. A new centroid $(C'_{x}, C'_{y})$ is calculated for the reconstructed image $f_{11}$ (see Figure 4(d) and Figure 5(a)). Next, all the holes (the closed areas formed by interweaving of vessels) of the binary image $f_{11}$ are filled using the closing-of-holes operator previously described in Equation 10. Let $f_{12}$ be the image $f_{11}$ after holes filling, as illustrated by Figure 5 (b). Next, the image $f_{12}$ is skeletonized (see Figure 5 (c)) and then pruned (see Section 2.1.1) to remove small tree branches (see Figure 5 (d)), and obtain the image foreground skeleton. We call this pruned image $f_{13}$ (it is illustrated in Figure 5 (d)), and has been obtained using $\beta$ pruning cycles (i.e. $\beta = 40$ in all experiments). Next, we follow an horizontal line starting at $(C'_{x}, C'_{y})$ and move towards the optic disk searching for an internal point of the optic disk. The intercept of this horizontal line and the main vessels arcade fragment of the image $f_{13}$, provides this optic disk internal point. This point is likely to be inside the optic disk because the horizontal line intercepts the main vessels arcade close to its central part (i.e. inside the optic disk). Figure 5 (e) illustrates this horizontal line intersection point with the fragment of the main vessels arcade in image $f_{13}$, and Figure 5 (f) shows image $f_{13}$ and the detected internal disk point overlayed on the green channel.

However, it shall be observed that in some cases, the horizontal line will
not intercept the central part of the main vessel arcade at a single point. This effect is caused by the pruning algorithm we used, which does not guarantee the elimination of less relevant vessels in the vicinity of the optic disk center. So, in these cases, first we calculate the average position of all intercepted points, and then we use this average position as the internal optic disk point. Nevertheless, since we do not need an internal optic disk point located exactly on the optic disk center, this average position tends to be sufficient for the desired accuracy.

Let the detected internal optic disk point be \((I_x, I_y)\). Next, \((I_x, I_y)\) will be used to locate the optic disk boundary adaptively in the vicinity of \((I_x, I_y)\). The optic disk boundary is detected by a region growing method, using as seeds the pixels connected to \((I_x, I_y)\) on the main vessels arcade fragment in \(f_{13}\), as explained in Section 2.2.

### 2.2. Proposed Method for Optic Disk Boundary Detection

In this Section, we discuss how to use the point internal to the optic disk \((I_x, I_y)\), and the main vessels arcade curve fragment of \(f_{13}\) in the neighborhood of \((I_x, I_y)\), to detect the boundaries of the optic disk. Algorithm 2, describes the proposed method step-by-step.

In order to find the optic disk boundary, we use the Watershed Transform from Markers [30], with internal and external markers. As internal markers, we use a list of \(k\) pixels of the main vessels arcade of \(f_{13}\) in the vicinity of \((I_x, I_y)\) (in our experiments, \(k = 20\), above and below \((I_x, I_y)\)). As external markers, we use a circle of constant diameter, centered at each pixel of \(\{K_i(I_x, I_y)\}\), where \(i = 1, ..., k\). Then, using the Watershed Transform from Markers with the internal and external markers as parameters, several optic disk boundary shapes are obtained. That is, in our case, we obtained 20 boundary shapes, each one centered at one internal marker \(\{K_i(I_x, I_y)\}\). Figure 6 (a),(b),(c),(d) shows four of these boundary shapes (appearing as white irregular contours). Among the \(k\) boundary shapes, we select that one with the highest compactness and largest area as an estimate of the optic disk boundary shape. The compactness of a shape can be calculated using the formula presented in the Equation 13 [31],
Figure 5: Main stages to find an internal optic disk point according to our approach: (a) $f_{11}$ image with its centroid indicated by the white arrow. (b) Resultant $f_{12}$ image obtained by the closing-of-holes operator performed on the image $f_{11}$. (c) Image obtained after performing a skeletonization on the image $f_{12}$. (d) $f_{13}$ image obtained by pruning the skeletonized version of the image $f_{12}$. (e) Point where the main vessels arcade fragment is intercepted by the horizontal line. (f) The intercepted point likely to be internal to optic disk $(I_x, I_y)$.

Below:

$$Compactness = \frac{C^2}{A},$$

(13)

where, $C$ is the boundary shape perimeter and $A$ the shape area. The optic disk boundary shape of Figure 6 (d) represents the shape with the highest compactness and largest area. Thus, it is selected as an estimate of the optic disk boundary and will be used later to identify the refined estimate of the optic disk boundary. Using this estimated boundary shape, we obtain new internal and external markers. We do a morphological erosion on this selected boundary shape, and use it as a new internal marker. We experimentally chose a diamond...
Algorithm 2: pseudo code to find the optic disk boundaries

Input: \( K \) pixels of the main vessels arcade of \( f_{13} \) in the vicinity of \((I_x, I_y)\)

Output: boundaries of the optic disk

\[
\begin{align*}
&\text{foreach } \{K_i(I_x, I_y)\} \text{ do} \\
&\quad \text{1. On the red image channel (of the original color image), remove large peaks using a} \\
&\quad \quad \text{morphological opening;} \\
&\quad \text{2. Reconstruct the previously morphological opened image;} \\
&\quad \text{3. Find the morphological gradient of the previously reconstructed image;} \\
&\quad \text{4. Select the } \{K_i(I_x, I_y)\} \text{ point as an internal marker;} \\
&\quad \text{5. Draw a circle of predefined size, centered in the } \{K_i(I_x, I_y)\} \text{ point, and use it as an} \\
&\quad \quad \text{external marker;} \\
&\quad \text{6. Perform the Watershed Transformation from Markers on the above gradient image} \\
&\quad \quad \text{using these markers;} \\
&\quad \text{7. Get the optic disk boundary and the shape area returned by the previously} \\
&\quad \quad \text{described Watershed Transform;} \\
&\quad \quad \text{8. Calculate the compactness criterion;} \\
&\quad \quad \text{9. Select the optic disk boundary with the highest compactness and largest area;} \\
&\quad \quad \text{10. Perform a morphological erosion on this selected optic disk boundary and use it as a} \\
&\quad \quad \text{new internal marker;} \\
&\quad \quad \text{11. Draw a new circle of predefined size, centered in the above eroded optic disk boundary,} \\
&\quad \quad \text{and use it as a new external marker;} \\
&\quad \quad \text{12. Perform a new Watershed Transformation from Markers using the markers found in the} \\
&\quad \quad \text{previous step;} \\
&\quad \quad \text{13. Output the refined estimate of the optic disk boundary obtained using the Watershed} \\
&\quad \quad \text{Transformation in the previous step.}
\end{align*}
\]

structuring element of size 10 to perform this erosion. The white filled shape in Figure 6 (e) depicts an example of this internal marker. As external marker, we use a circle centered in the previous internal marker. The radius of this circle must be larger than the optic disk radius to ensure that the entire optical disk is within the circle. We used a radius equal to 70 pixels in our experiments, and the largest white circle in Figure 6 (e) represents this external marker. Thus, using the Watersheds Transform from Markers with these new two markers (i.e. internal and external), a refined optic disk boundary estimate is obtained. The middle shape in Figure 6 (e) (i.e. the white shape with irregular contour) represents this refined estimate of the optic disk boundary. Figure 6 (f) shows the final boundary overlayed on the green channel.

Algorithm 2 is based on the proposed work of Walter et al. [17], but with four differences. The first difference consists on the number of internal markers we used. Walter et al. use a single point as internal marker, but we use a list of promising points as internal markers (i.e. \( \{K_i(I_x, I_y)\} \)). The use of a single point as an internal marker to find the optic disk boundary may be problematic, since
several vessels may be located in the neighborhood of this point. For example, if the internal marker point is located far from optic disk center, and it is located in the neighborhood of large vessels, the Watershed Transform from markers [30] may detect these vessels as part of the disk boundary. Walter et al. [17] try to minimize this problem by applying several morphological operators, but it requires to know in advance the vessels width to choose a suitable structuring element (since a constant structuring element size may cause the segmentation to fail). The second difference refers to the preliminary optic disk boundary that our proposed method detects. Walter et al. detect only the final optic disk boundary, but our method detects a list of promising boundaries. The third difference refers to the analysis step implemented by our method, since it detects the preliminary boundary shape (i.e. from a list) with the highest compactness and largest area. Finally, the fourth difference consists in the fact
that we use the preliminary boundary shape as a new internal marker, which is used to detect the refined estimate of the optic disk boundary.

3. Experimental Results

We tested our method on the 40 images of the DRIVE database, and on the 89 images of the DIARETDB1 database. The same parameter values are used in our method for these two image databases, i.e., in the vascular tree detection, in the optic disk localization, and in the optic disk boundary detection.

First, we evaluated the optical disk location performance, and after that we evaluated the disk boundaries identification performance. Using the DRIVE database, our method correctly located the optic disk in 100% of the images, and using the DIARETDB1 the success rate for the localization of the optic disk was 97.75% (i.e. 87 correct optic disk detections in a total of 89 images).

The reason for the failure in only two images was due to an incorrect identification of the vascular tree by the method described in Section 2.1.1. Due to the large amount of opaque lesions (e.g. hemorrhages) just between the end of the main vessels arcades, the semi-ellipses shape of the arcades could not be detected. Thus, for this reason, the method to find the optic disk locus failed.

Table 1 summarizes the results obtained by methods available in the literature and by our proposed method in relation to the optic disk location (using DRIVE and DIARETDB1 databases). The results indicate that our method provides promising results compared to other available techniques. To achieve these results, we considered correct all optic disk locations detected within the borders of the optic disk marked manually. Moreover, it shall be observed that in order to obtain results for both databases, we have implemented and tested all methods presented in Table 1.

In terms of optic disk location and optic disk boundary detection, our approach tends to have a low computation complexity when compared with other methods reported in the literature. This happens because we do not use the variance calculation nor morphological alternating sequential filters with large
Table 1: Success rate in the optic disk location using the proposed method and other methods available in the literature (DRIVE and DIARETDB1 databases).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Detection Performance (DRIVE database)</th>
<th>Detection Performance (DIARETDB1 database)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sopharak et al. [21] - Mathematical Morphology</td>
<td>95%</td>
<td>59.55%</td>
</tr>
<tr>
<td>Walter et al. [17] - Mathematical Morphology</td>
<td>77.5%</td>
<td>92.43%</td>
</tr>
<tr>
<td>Stapor et al. [32] - Mathematical Morphology</td>
<td>87.5%</td>
<td>78.65%</td>
</tr>
<tr>
<td>Seo et al. [33] - Labeling and Canny</td>
<td>95%</td>
<td>80.89%</td>
</tr>
<tr>
<td>Lupușcu et al. [24] - Circle that fits the optic disk</td>
<td>95%</td>
<td>86.51%</td>
</tr>
<tr>
<td>Kande et al. [34] - Geometric active contour model</td>
<td>95%</td>
<td>88.76%</td>
</tr>
<tr>
<td>Our proposed method</td>
<td>100%</td>
<td>97.7%</td>
</tr>
</tbody>
</table>

*a* We have implemented all methods, and tested them on the DRIVE and DIARETDB1 databases.

*b* We considered correct all automatically detected optic disk location that is within the borders of the optic disk marked manually.

For all images of the DIARETDB1 database, for example, our method, takes 18.05 minutes (see Table 2) and the approaches proposed by, for example, Walter *et al.* [17] and Kande *et al.* [34], take 174.49 (average time of 117.63 seconds per image) and 108.05 (average time of 72.84 seconds per image) minutes, respectively. In this way, our method can be seen as an interesting option to handle large image sets. Our experiments were performed using a PC-based system with Intel(R) Core(TM)2 Quad CPU, clock of 2.40 GHz, and 4 GB of RAM memory. It shall be observed that the above mentioned performance numbers relate to measurements based on our implementations of the method in Table 1.

Table 2: Computational cost of our proposed method using the DIARETDB1 dataset

<table>
<thead>
<tr>
<th></th>
<th>average time per image (seconds)</th>
<th>total time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optic disk location</td>
<td>7.89</td>
<td>11.70</td>
</tr>
<tr>
<td>Optic disk boundary detection</td>
<td>4.28</td>
<td>6.35</td>
</tr>
<tr>
<td>Total</td>
<td>12.17</td>
<td>18.05</td>
</tr>
</tbody>
</table>

Next, we evaluate of the optic disk boundary detection in both databases. We use the area overlap and the mean absolute distance (MAD) [11, 35] to evaluate the segmentation results obtained by our method. In our work, the optic disk center and contour of each image has been labeled by four ophthalmologists as suggested in [19]. Afterwards, the mean labeled contour was calculated, and then it was used as ground truth. The area overlap between the ground truth optic disk region and the optic disk region obtained by our proposed method
was estimated (see Equation 14).

\[
\text{overlap} = \frac{TP}{TP + FN + FP}. \tag{14}
\]

where, TP, FN, and FP are the occurrences of true positive, false positive and false positive pixels respectively. In addition, we also use the mean absolute distance (MAD)\cite{11,35} to measure the boundary detection accuracy between our method and the approach proposed by literature. Figure 7 shows an intuition of the true positives, false positives, false negatives, and the true negative areas. The left circle of Figure 7 represents the optic disk manually segmented, and the right circle illustrates the optical disk that was automatically segmented.

![Figure 7: Areas used to find the overlap measure.](image)

Table 3 shows the results obtained (i.e. in terms of area overlap and MAD) by our method using the DRIVE and the DIARETDB1 database in detail. According to Table 3, our method achieves a mean overlap of 41.47% and 43.65% on the DRIVE and DIARETDB1, respectively. Table 3 summarizes the optic disk boundary identification results achieved by methods proposed in the literature, and by our method, indicating that our method significantly improves on the results achieved by other methods proposed in the literature. It shall be observed that our method potentially can provide the highest overlap, with one of the smallest MAD values. Also, our method can detect the optic disk in all images of the DRIVE database, and detects the optic disk in more images of the DIARETDB1 database than other methods available in the literature.

The method proposed by Walter et al.\cite{17}) has a lower correct optic disk
Table 3: Success rate for the identification of the optic disk rim according to the proposed and other methods of the literature using the DRIVE and DIARETDB1 databases.

<table>
<thead>
<tr>
<th>Methods</th>
<th>DRIVE database</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>average</td>
<td>± standard deviation</td>
<td>average</td>
<td>± standard deviation</td>
<td>overlap</td>
<td>deviation</td>
<td>MAD</td>
<td>deviation</td>
</tr>
<tr>
<td>Sopharak et al. [21]</td>
<td>17.98%</td>
<td>6.23%</td>
<td>20.94</td>
<td>15.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walter et al. [17]</td>
<td>30.03%</td>
<td>13.22%</td>
<td>12.39</td>
<td>8.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seo et al. [33]</td>
<td>34.60%</td>
<td>9.71%</td>
<td>11.19</td>
<td>4.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kande et al. [34]</td>
<td>28.68%</td>
<td>7.88%</td>
<td>17.42</td>
<td>8.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stapor et al. [32]</td>
<td>32.47%</td>
<td>15.17%</td>
<td>9.85</td>
<td>6.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lupasçu et al. [24]</td>
<td>40.35%</td>
<td>8.43%</td>
<td>8.05</td>
<td>7.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Our proposed method</strong></td>
<td><strong>41.47%</strong></td>
<td><strong>8.33%</strong></td>
<td><strong>5.74</strong></td>
<td><strong>5.28</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>DIARETDB1 database</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average</td>
<td>± standard deviation</td>
<td>average</td>
<td>± standard deviation</td>
<td>overlap</td>
<td>deviation</td>
<td>MAD</td>
<td>deviation</td>
<td>MAD</td>
</tr>
<tr>
<td>Sopharak et al. [21]</td>
<td>29.79%</td>
<td>9.81%</td>
<td>16.31</td>
<td>5.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walter et al. [17]</td>
<td>37.25%</td>
<td>11.86%</td>
<td>15.52</td>
<td>5.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seo et al. [33]</td>
<td>35.33%</td>
<td>7.65%</td>
<td>9.74</td>
<td>4.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kande et al. [34]</td>
<td>33.18%</td>
<td>5.29%</td>
<td>8.35</td>
<td>3.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stapor et al. [32]</td>
<td>34.10%</td>
<td>9.98%</td>
<td>6.02</td>
<td>5.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Our proposed method</strong></td>
<td><strong>43.65%</strong></td>
<td><strong>10.91%</strong></td>
<td><strong>8.31</strong></td>
<td><strong>4.05</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

boundary detection rate because, as they describe in [17], the influence of outgoing vessels cause optic disk contour irregularities. They tried to improve it by to reducing the vessels influence using a morphological closing with a large hexagonal structuring element, but it was not sufficient as the results show. The structuring element must be bigger than the maximal vessel width to be effective, and this poses difficulties since the vessels vary in widths in different images; besides, it is challenging to identify the vessels width with precision. This is illustrated in the images of Figure 8. It shall be observed that if the structuring element used is too large, besides decreasing the performance of the method, it does not guarantee that all traces of the vessels are removed. Moreover, a very large structuring element may deform the boundary of the optic disk.

In our approach, we use a large region as internal marker (e.g. as the solid
white area in Figure 6 (e) for detecting the optic disk boundary with a Watershed Transform. This large internal marker reduces the vessels influence on the detection of the optic disk boundary, improving the segmentation reliability.

In all images of Figure 8, it is possible to see that the large blood vessels inside the optic disk did not affect the identification of the optic disk boundaries. However, the images (g),(h),(i),(k),(l) and (l) in Figure 8 illustrate the major drawback of our approach. In the images (h),(k),(l) the distortion in the boundary identification occurred due to internal marker, which was selected to detect the final optic disk contour (line 11, of the Algorithm 2). This selected internal marker, even after a morphological erosion, exceeded the disk boundary limit and caused the distortion in the boundary identification in these images.

For example, in Figure 8 (h), the internal marker exceeds the disk in the south direction. As a result, the boundary located below the part of the disk

Figure 8: Classification of the results using our approach. (a),(b),(c),(d),(e),(f): good; (g),(h),(i),(j),(k),(l): bad optic disk segmentation
center was wrongly detected. When an internal marker has a shape that exceeds
the disk boundary, part external to the disk is marked as an internal region
causing then the contour distortion. In the images (g),(i) and (j) of the Figure 8
the contrary happened, that is, the internal marker automatically selected was
very small and did not cover the area where vessels were predominant.

Thus, the bad segmentation results reported by our method were not caused
by a wrong location of the internal point. They were caused by the selected
contour shape which exceeded the disk boundary limit when it was used as
internal marker.

The boundary detection accuracy of our method was evaluated with the
mean absolute distance (MAD) too. The MAD [35, 11], performs a contour-
based analysis of the disk and does not use area regions like the overlap metric
uses. The MAD is computed using the optic disk ground truth images as refer-
ences. A zero MAD value indicates perfect boundary detection, in other words,
an exact matching between the boundary of the optic disk labeled manually
and the automatic methods. The bigger the MAD value, the worst is the accu-
ricy in the detection of the disk contour. For example, the MAD obtained for
the first image of the DRIVE database was of 2.63 pixels using our approach
and of 4.48 pixels using the method proposed by Walter et al. [17]. So, for
this first image we achieve a better segmentation because we are nearer of the
ground truth contour of the optic disk. Table 3 summarizes the average MAD
achieved by methods proposed in the literature, and by our method, indicating
that our method report the lowest average MAD on the DRIVE database and,
consequently the best optic disk boundary identification. On the DIARETDB1
database the method proposed by Stapor et al. [32] achieve the lowest average
MAD however, our overlap value was largest.

Since several retinal images of the DRIVE database contain large confluenes
of vessels located within and crossing the optic disk region, the method proposed
by Walter et al. was not able to detect accurately the optic disk contour in
most retinal images of this dataset (i.e. resulting in large MAD values). As the
method of Walter et al. uses a single point as internal marker to detect the optic
disk, the outgoing vessels of large width cause optic disk contour irregularities. Moreover, as they use a circle of fixed radius centered on the internal point as external marker, the external region to the optic disk may be wrongly detected causing then the contour distortion. The method proposed by Kande et al. [34] is also very negatively influenced by blood vessels in the optic disk region, which resulted in a high average MAD. Figures 9 and 10 show the performance of our approach for all images of the DRIVE and DIARETDB1 databases, respectively. As it can be observed in Figures 9 and 10, a similar MAD distribution is found for both databases, and small MAD values are more frequent.

Figure 9: Proposed method histogram for all images of the DRIVE database according to MAD measure (the measured standard deviation is 5.28).

Figure 10: Proposed method histogram for all DIARETDB1 images using the MAD analysis (the measured standard deviation is 4.05).
Figure 11 illustrates the robustness of our method in various situations, such as varying illumination and acquisition conditions, and different diabetic lesions.

![Figure 11: The detection of the optic disk boundaries in various situations. (a),(b) Detected optic disk boundary on an image containing diabetic lesions. (b),(c),(f) Detected optic disk boundary on images containing varying illumination conditions. (d),(e),(f) Detected optic disk boundary on images taken under varying acquisition conditions (i.e. on optic disk centered images).](image)

4. Conclusions and Future Work

This paper introduces a new adaptive method based on mathematical morphology to identify some important optic disk features namely, the optic disk locus and the optic disk rim.

The proposed method was tested on two publicly available databases, DRIVE and DIARETDB1. For the DRIVE database, we obtained correct optic disk location in 100% of the images, 41.47% of mean optic disk overlap. For the
DIARETDB1 database, the optic disk was correctly located in 97.75% of the images with a mean overlap of 43.65%. This results indicate that an improvement has been obtained over others methods proposed by literature. Specially because our method tries not only to detect the optic disk, but also to detect the optic disk contour (i.e. boundaries), without having to assume any predefined shape (e.g. a circle of a predefined size). In order to evaluate our results quantitatively, the optic disk segmentation results were compared to other approaches using quantitative measures such as Mean Absolute Distance (MAD) and area overlap, confirming the benefits offered by our approach. Furthermore, our method has been designed to detect optic disk features even when diabetic lesions or illumination artifacts are present in the retina image. However, it was verified experimentally that large opaque lesions (e.g. large hemorrhages) tend to reduce the vascular tree visibility, and may impact negatively on our method results.

The experimental results are promising, and the proposed method appears to be robust to the different imaging conditions existing in both image databases tested, since the same parameter values were used in all experiments. Besides, the method does not require a vessels elimination stage in order to reduce the vessels influence in the optic disk location or in the detection of its rim. Usually, the optic disk location requires some parameter fine tuning in most methods available in the literature, but this additional parameter adjustment is not necessary in our method. On the other hand, our proposed approach requires the computation of specific preprocessing stages (e.g. enhancement and smoothing steps to detect the vascular tree).

Future work will concentrate on the detection of other important retina structures, like the fovea, based on the optic disk boundary detection obtained with the method proposed in this paper.
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