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ABSTRACT

This paper presents a new descriptor for texture classification. The descriptor is rotationally invariant and blur insensitive, which provides great benefits for various applications that suffer from out-of-focus content or involve fast moving or shaking cameras. We employ an Undecimated Dual-Tree Complex Wavelet Transform (UDT-CWT) [1] to extract texture features. As the UDT-CWT fully provides local spatial relationship between scales and subband orientations, we can straightforwardly create bit-planes of the images representing local phases of wavelet coefficients. We also discard some of the finest decomposition levels where are most affected by the blur. A histogram of the resulting code words is created and used as features in texture classification. Experimental results show that our approach outperforms existing methods by up to 40% for synthetic blurs and up to 30% for natural video content due to camera motion when walking.

Index Terms— texture, classification, blur, Undecimated DT-CWT, overcomplete wavelet transform

1. INTRODUCTION

Images and videos captured with hand-held or moving cameras often exhibit blur due to incorrect focus or slow shutter speed, e.g. in low light conditions or with fast camera motion. Blurring effects generally alter the spatial and frequency characteristics of the content and this may reduce the performance of a classifier or an image retrieval process, particularly in the areas of texture where strong structures, such as edges, are not distinguishable.

It is well-known that image blurring is an ill-posed problem, despite being simply expressed with a matrix–vector multiplication as in Eq. 1.

\[ I_{\text{obv}} = D I_{\text{idl}} + \varepsilon \]  

Here \( I_{\text{obv}} \) and \( I_{\text{idl}} \) are vectors containing the observed and ideal images, respectively. Matrix \( D \) represents blur, while \( \varepsilon \) represents noise. Various approaches have attempted to solve this problem by modelling it as a point spread function (PSF) which is generally unknown. \( D \) is considered as a convolution matrix, and deconvolution can be employed with an iterative process to estimate \( I_{\text{idl}} \) [2]. Unfortunately the blur estimation and blind deconvolution processes are highly complex, so are not appropriate in many cases, particularly for real time applications and for large datasets. Therefore, we propose texture features which are robust to image blurring as opposed to attempting to deblur the textures.

Several techniques for classification and recognition have been proposed for blurred images [3, 4]. However, they normally include a deconvolution process in their framework. To the best of our knowledge, only one research group has proposed blur invariant features. Ojansivu and Heikkilä have proposed a blur-insensitive texture descriptor using the local phase of Fourier transforms [5, 6]. In practice, the neighbouring pixels are highly correlated in real images leading to dependency between the Fourier coefficients. Therefore, their method requires a decorrelation mechanism. We, instead, employ wavelets which have decorrelation (whitening) properties [7], i.e. correlations between two wavelet coefficients decay exponentially with the distance between them. Wavelet transforms decompose an image into a sum of localised functions with various spatial scales. They also lend themselves to low complexity implementation.

Wavelets are an efficient tool for capturing texture information as their decompositions provide information about image structure, strong persistence across scales and compressible properties. As a result, wavelets have been used in many texture-related applications [8, 9]. Here, we employ the undecimated dual-tree complex wavelet transform (UDT-CWT) developed by Hill et al. [1]. This is an overcomplete version of the DT-CWT [10] which provides shift-invariance and increased directional selectivity over traditional discrete wavelet transform; hence, it has been used for rotation invariant texture classification for a decade [11].

The proposed method extracts texture features from the UDT-CWT domain. We employ the local phase of each decomposition level to create bit-planes. However, we do not exploit all decomposition levels because the frequency properties of the finer levels are changed by blurring more than those of the coarser levels. We therefore do not include some of the finest levels in the stack of bit-planes. The bit-plane representation can be simply created because the UDT-CWT does not suffer from the problem of mis-alignment between features in the image and features in the bases. Our method can also straightforwardly be combined with a wavelet-based
denoising technique [12] leading to robustness for both blur and noise which generally appear in images and videos taken with commercial digital cameras.

The remainder of this paper is organised as follows. The UDT-CWT and the proposed method are described in Section 2 and Section 3, respectively. The performance of the method is evaluated on a set of images in Section 4. Finally, Section 5 presents the conclusions and future work.

2. UNDECIMATED DUAL-TREE COMPLEX WAVELET TRANSFORM (UDT-CWT)

The dual-tree complex wavelet transform (DT-CWT) was first formulated by Kingsbury [13]. It employs two different real discrete wavelet transforms (DWT) to provide the real and imaginary parts of the CWT. Two fully decimated filter bank (FB) trees are produced, one for the odd samples and one for the even samples generated at the first level. The next decomposition levels are processed using low-pass/high-pass filter pairs, \( \{b_0[n], b_1[n]\} \) and \( \{g_0[n], g_1[n]\} \) for the first and second FBs, respectively, where \( n \in \ell^2(\mathbb{Z}) \). As a result, the DT-CWT increases directional selectivity over the DWT and is able to distinguish between positive and negative orientations giving six distinct sub-bands at each level, corresponding to \( \pm 15^\circ, \pm 45^\circ, \pm 75^\circ \).

Hill et al. developed the undecimated dual-tree complex wavelet transform (UDT-CWT) [1], where subsampling of the DT-CWT is avoided by using the upsampled q-step filters which are defined recursively as in Eq. 2.

\[
G^{(l+1)}[n] = G^{(l)}[n] \uparrow 2 = \begin{cases}
    G^{(l)}[n/2] & \text{if } n \text{ is even} \\
    \frac{1}{2} G^{(l)}[n/2] & \text{if } n \text{ is odd}
\end{cases}
\]

where \( G^{(l+1)}[n] \) is a UDT-CWT filter at level \( l + 1 \) and \( G \in \{h, g\} \), \( \kappa \in \{0, 1\} \). \( G^{(l)}[n] \) is a non upsampled q-step filter. The undecimated version fully achieves a one-to-one spatial relationship between co-located coefficients in different sub-bands and decomposition levels.

3. ROBUST TEXTURE FEATURES

3.1. Blur image analysis

Ignoring noise and applying the Fourier transform, \( F(\bullet) \), to the convolution model of Eq. 1 (\( i_{\text{obs}} = d \ast i_{\text{idl}} \)), lower case letters are used here for 2D matrices), the magnitude and phase are as shown in Eq. 3.

\[
|F(i_{\text{obs}})| = |F(d)| \cdot |F(i_{\text{idl}})| \quad (3a)
\]
\[
\angle F(i_{\text{obs}}) = \angle F(d) + \angle F(i_{\text{idl}}) \quad (3b)
\]

As \(|F(d)| \leq 1\), the magnitudes of the blurred image in the frequency domain are always decreased. If the blur PSF \( d \) is centrally symmetric, \( \angle F(d) = 0 \) for all \(|F(d)| \geq 0\), i.e.

\[
\angle F(i_{\text{obs}}) = \angle F(i_{\text{idl}}) \quad (4)
\]

In the ideal case, the phase is very robust to the blur. Although the cross-section of the PSF is rectangular in practice, \( \angle F(d) \) is still close to zero at its centre.

DT-CWT coefficients possess similar properties to Fourier coefficients. The complex phases of its coefficients correspond to the angles of dominant directional features in their support regions. When the image is blurred, the phase response is slightly expanded from the centre (e.g. ridge or edge in the image) and the change of the phase is still approximately linearly proportional to the displacement in a direction orthogonal to the subband orientation.

Fig. 1 and Fig. 2 show frequency responses in the wavelet domain of a step function and its blurred version created using a Gaussian blur kernel with a standard deviation of 1. In Fig. 1, the solid and dashed lines are the magnitudes and phases, respectively, whereas they represent the real and imaginary coefficients in Fig. 2. The red signals are generated from the blurred image, while the blue signals are from the sharp image. Fig. 1 shows that the phases are approximately linear around the centre and the phases of sharp and blurred images are not significantly different, while the difference of the magnitudes is noticeable. Fig. 2 reveals that the coarser levels are more robust than the finer levels. The magnitudes of both real and imaginary parts have decreased because of the blur kernel, but the phases have only changed slightly. The coefficients of the finer levels have been affected more; therefore, they should not be included in the descriptors. The finer levels also exhibit higher noise proportional to structure information [15]. This means our proposed method should also be more robust to noise.

3.2. Undecimated complex wavelet-based descriptors

We denote \( w_s^l[n] \) as a wavelet coefficient of subband \( s, s \in \{1, \ldots, 6\} \) at level \( l \in \{1, \ldots, L\} \), where \( L \) is the total number of decomposition levels. We also assume that the real and imaginary parts of the transform’s outputs are treated as separate coefficients so that \( G_{\kappa} \) is a real matrix thereby producing real values for the real and imaginary parts. That is, \( w = G_{\kappa} x, w_s^l[n] \in \mathbb{R} \) for a real image \( x \).

In order to generate descriptors, we extract texture information from the wavelet decomposition from level \( l_0 \) to level
We evaluated our texture features using both synthetic blur and real motion blur. In both cases, the classifier was trained using sharp images and then tested with blurred images, allowing assessment of the performance of the descriptors – specifically how they cope with the frequency alterations caused by the blur kernels. We employed a support vector machine (LIBSVM for MATLAB platform) [16] for the classification process. The results of the classification are compared to those of the local binary pattern (LBP) [17] and rotation invariant LPQ (riLPQ) [5] methods.

4. RESULTS AND DISCUSSION

We tested our proposed method using $L = \{3, 4\}$ and $l_0 = 2$, while using 12 and 36 orientations for the riLPQ method.

Fig. 3 shows the classification results of the Gaussian blur case. The result where $\sigma = 0$ means that the blur kernel was not employed, so the test images were sharp. Our proposed UDT-CWT with $L = 4$ (total 392 features) gave the best classification accuracy and very robust results when the test images were very blurred. The proposed UDT-CWT with $L = 3$ gave worse results but provided better computational cost (total 96 features). The riLPQ with 32 orientations (total 256 features) gave worse results and required more computational time than our UDT-CWT with $L = 3$. The LBP (total 59 features) gave the worst results here, since the blur kernel decreased the difference between the intensity values amongst pixel neighbours.

The classification results of the motion blur case are shown in Fig. 4, which plots the average values of all 5 angles. The UDT-CWT descriptors with $L = 4$ shows significantly better results than the others with up to 40% improvement in classification accuracy for larger blurs. We also tested the DT-CWT method with $l_0 = 1$ and found that the classification accuracy is decreased by 10% at a motion length of 5 pixels. This supports our proposal of discarding the finest decomposition level.

4.1. Synthetic blur

We employed the grayscale Outex_TC_00000 dataset [18], which includes 480 images of size 128×128 pixels. There were total of 24 classes, with 20 images per class. The experiments were created with 100 test problems and each result was the mean of these problems. Each problem randomly selected half of the dataset for training – this was pre-defined by [14]. The other half of the images were artificially blurred using i) a Gaussian lowpass filter with several standard deviations $\sigma$, ii) the linear motion of a camera with various ranges of movement in 5 directions (5, 23, 45, 75 and 86 degrees). The first case implies an out-of-focus problem, whilst the second case often occurs in general use of hand-held cameras. We tested our proposed method using $L = \{3, 4\}$ and $l_0 = 2$, while using 12 and 36 orientations for the riLPQ method.

For each subband, a histogram of $q_s$ is obtained with $2^{2(L-l_0+1)}$ bins. The frequency of each bin is used as one feature leading to a total of $6 \cdot 2^{2(L-l_0+1)}$ features for all 6 subbands. The histogram of each subband is individually created so that the features overcome asymmetric blur kernels, e.g. motion blur. Note that wavelets also possess decorrelation properties; hence, a whitening transform, as used in the local phase quantization (LPQ) method [5], is not required.
Fig. 3. Average classification accuracy when using Gaussian blurred textures

Fig. 4. Average classification accuracy when using motion blurred textures

Fig. 5. Classification accuracy per frame of video captured while walking

Fig. 6. Subjective results of sharp (left) and blur (right) frames. The label 1 (green), label 2 (red) and label 3 (blue) are the areas classified as hard surfaces, soft surfaces and unwalkable areas, respectively.

5. CONCLUSIONS AND FUTURE WORK

This paper presents a new rotationally invariant and blur insensitive texture descriptor. The texture information is extracted using the undecimated dual-tree complex wavelet transform (UDT-CWT) which provides shift-invariance and directional selectivity. The descriptor is computed from the binary pattern of the phase of the coarse decomposition levels. The proposed features have been tested with synthetically blurred images using Gaussian and motion blur kernels, as well as videos exhibiting real motion blur. The classification results show that our method significantly outperforms the existing methods, particularly for images with high motion blur. In the future, the interlevel relationship of complex wavelets will be included to improve a blur robustness and simultaneously remove noise.
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