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Abstract—Differentiated Services (DiffServ)-aware network potentially can provide the next generation platform for multimedia support in the Internet. In this work we look at improving bandwidth allocation in such a network. We study how to implement bandwidth predicting and policing in a DiffServ aware network using fuzzy logic. A token bucket fuzzy logic bandwidth predictor for real time variable bit rate traffic class is proposed. Here, the AF traffic class is associated with real time variable bit rates traffic. The fuzzy logic bandwidth predictor facilitates bandwidth predicting and dynamic policing based on the class based packet aggregates. This improves the admission control of connections to the network. A simulation study was performed for the fuzzy logic predictor using Network Simulator-2. The simulation results show that the fuzzy logic predictor gave commendable bandwidth prediction value compared to a deterministic bandwidth allocation for the traffic class.
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I. INTRODUCTION

In traditional traffic control, traffic parameters from deterministic or statistical models based on Markov-based techniques are used to estimate the condition of the network and amount of resources required to sustain as well as accept new connections. It is often quite difficult to model the traffic conditions and patterns accurately resulting in estimates being given for worst-case scenarios which results in over-booking of network resources and low network utilization especially for bursty traffic [1]. Fuzzy logic has been used to tackle many of the ATM problematic traffic management issues such as admission control, policing, traffic shaping, and congestion control, among others. Many of the proposed solutions to these problems were simple and very successful in demonstrating their effectiveness either as “stand-alone” or in augmentation with conventional approaches as discussed by [2, 3, and 4].

A connection admission control scheme that uses fuzzy logic in an IP over MPLS network was proposed by [5]. A fuzzy controller was used to decide whether to admit or reject connections or to supply a new bit rate that’s within the network’s ability. The fuzzy inputs were the link occupation and demand request and the output is the link rate. This work did not incorporate the aspects of Quality of Service (QoS) requirements such as service class and QoS bounds in allocating bandwidth. Another work proposed the development of a fuzzy logic-based DiffServ model to implement the differentiated services in the internet. A fuzzy meter is used that is based on dynamic rate leaky bucket mechanism with Random Early Discard (RED) [6]. The fuzzy meter detects violation of traffic by comparing the metered traffic to its profile and remarks the traffic to a lower class upon violation detection. The lowest class would be the best effort Internet traffic. The issue of bandwidth allocation is not addressed here since the bandwidth remains a constant based on the average rate chosen by the DiffServ provider.

In [7], a framework that offers QoS in a DiffServ domain using policy-based management and fuzzy logic techniques was proposed. The QoS controller reconfigures all DiffServ nodes according to ingress traffic and domain policies. The fuzzy controller comprised of a scheduler controller and conditioner controller. The scheduler controller takes the weight of the scheduler, the packet delay in the queue and the discard rate as the fuzzy inputs and the weight of the Weighted Round Robin scheduler as the fuzzy output. Two traffic classes were used, i.e. the Expedited Forwarding (EF) class and the best effort (BE) class. The EF class has a higher priority than BE class. The EF class is associated with real time applications and the BE class is associated with traditional non-real time internet traffic. Here the study focused on bandwidth sharing between higher and lower priority traffic. Whereas the conditioner controller takes the token bucket rate, the bucket level for the EF class, the discard rate in the EF queue and the maximum queue delay inside core nodes as the fuzzy inputs and the EF class sending rate which is the token bucket rate as the fuzzy output. The conditioner controller requires 4 types of different inputs that require constant updating and monitoring.
Our work introduces the fuzzy logic predictor for gauging bandwidth requirements for the real time variable bit rate traffic. The predicted bandwidth will be used as the token bucket policing rate and can be fed back as the actual bandwidth reserved by the network for admission control decision making. The fuzzy predictor is simple in construct with only two fuzzy inputs and one output.

Section II describes the fuzzy logic bandwidth prediction and policing components. Section III presents the simulation work and Section IV explains the simulation fuzzy logic predictor. We present our conclusion in Section V.

II. FUZZY LOGIC BANDWIDTH PREDICTION AND POLICING

Fuzzy logic is a set of mathematical principles for knowledge representation based on degree of membership rather than crisp membership of classical binary logic. Fuzzy logic is based on the theory of fuzzy sets, where an object’s membership of a set is gradual rather than just a member or not a member of the set [8].

A fuzzy logic based predictor component is proposed for real time variable bit rate traffic. The predictor predicts the actual bandwidth required by the traffic aggregates instead of allocating peak rate bandwidth to it. Once the bandwidth is predicted, the bandwidth value can be used to tune the traffic class token bucket rate and thus the token bucket policer is able to service actual bandwidth requirements of the AF traffic class in the network. The bandwidth value can also be made available to the admission control component to be used in gauging the actual available traffic class bandwidth.

The fuzzy logic predictor predicts the amount of bandwidth required by the traffic class based on the average rate and available bandwidth of the traffic class. The fuzzy inputs are the ratio of the average measured bandwidth over the peak rate bucket rate denoted by \( \text{Avgrate} \) and the ratio of available bandwidth over the peak rate denoted as \( \text{Avaibw} \) as shown in Figure 1. The output is the utilization weightage denoted by \( \text{Util} \).

The universe of parameters, \( Y \), for the fuzzy predictor is represented by the following linguistic variables,

\[ Y = \{ \text{Avgrate}, \text{Avaibw}, \text{Util} \} \]

And the linguistic values, are given below:

\[ S(\text{Avgrate}) = \{ \text{L, M, H} \} \]
\[ S(\text{Avaibw}) = \{ \text{L, M, H} \} \]
\[ S(\text{Util}) = \{ 1, 2, 3, 4, 5 \} \]

where L = Low, M = Medium and H = High

The input membership functions for both inputs are based on the membership functions of Figure 2. The membership functions use triangular and trapezoidal functions again based on the simplicity of these kinds of functions. The linguistic truth values are represented by the Low, Medium and High linguistic variables.

The input membership value assignments can be mathematically described as follows:

\[ \text{Avgrate} = \frac{\text{MeasuredAvgRate}}{\text{PeakRate}} \]  

\[ \text{Avaibw} = \frac{\text{PeakRate} - \text{MeasuredAvgRate}}{\text{AFPeakRate}} \]  

The fuzzy rules are shown in Table 1. The fuzzy engine has seven rules that relate the two inputs with the fuzzy output. The construction of the rules are based on logical reasoning of how the system can track bandwidth usage. Rules 1 and 2 indicates that bandwidth usage is low since \( \text{Avgrate} \) is low and \( \text{Avaibw} \) is high or medium. Here the output weightage is the lowest. As \( \text{Avgrate} \) becomes higher and \( \text{Avaibw} \) becomes lower, the output weightage increases. This increment reaches a maximum when the \( \text{Avgrate} \) is high and \( \text{Avaibw} \) is low and medium. The instances when \( \text{Avgrate} \) is low and \( \text{Avaibw} \) is low, and \( \text{Avgrate} \) is high and \( \text{Avaibw} \) is high are omitted since these cases would not happen.

<table>
<thead>
<tr>
<th>Rules</th>
<th>Avgrate</th>
<th>Avaibw</th>
<th>Weightage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L</td>
<td>M</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>L</td>
<td>H</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>M</td>
<td>L</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>M</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>H</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>H</td>
<td>L</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>H</td>
<td>M</td>
<td>5</td>
</tr>
</tbody>
</table>
To obtain a single crisp solution for the output variable, the Sugeno inference process is used. Figure 3 shows the output singletons based on Sugeno’s method where 1 represents the lowest weightage value and 5 the highest. For defuzzification the weighted average of the singletons are obtained. This value is then mapped to a prediction factor, as in Table 2. The prediction factors are chosen based on several evaluation runs. It is found that setting a baseline at 20% above the average rate gave satisfactory performance response. An increment of 0.01% are then added for each higher weights. The prediction factor is then added to the average rate to peak rate ratio and multiplied to the current token bucket rate to give the new token bucket rate and bandwidth prediction value.

The fuzzy logic based token bucket policer comprise of a rate estimator, a fuzzy predictor, a summer and a multiplier as depicted in Figure 4. The output of the multiplier is fed back to the token bucket policer for rate adjustment.

A rate estimator is used to get the running average bandwidth. The rate estimator used is based on Time Sliding Window (TSW) algorithm [9]. This rate estimator takes into account burstiness and smooths out its estimate to approximate the longer-term measured sending rate of the traffic stream.

The fuzzy logic predictor is used to predict the bandwidth based on the available bandwidth and average rate, both calculated using the measured average rate of the TSW algorithm. As illustrated in Figure 4, once the fuzzy predictor obtained the prediction factor it will be summed up with the calculated average rate value. Then it would be multiplied by the adaptive rate value to get the required token bucket rate. The mathematical relationship is as follows:

\[ \text{New Token Bucket Rate} = \left( \text{PF} + \text{Avgrate} \right) \times \text{Adaptive Rate value} \]  

where \( \text{PF} \) is the prediction factor obtained from the fuzzy predictor.

The Adaptive Rate value is the current token bucket rate value. The adaptive rate value will take on the value of New Token Bucket Rate after each evaluation cycle. This process is a continuous real time process.
TABLE 2
PREDICTION FACTOR MAPPING

<table>
<thead>
<tr>
<th>Range of WA</th>
<th>Prediction Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>WA ≤ 1.5</td>
<td>0.20</td>
</tr>
<tr>
<td>1.5 &lt; WA ≤ 2.5</td>
<td>0.21</td>
</tr>
<tr>
<td>2.5 &lt; WA ≤ 3.5</td>
<td>0.22</td>
</tr>
<tr>
<td>3.5 &lt; WA ≤ 4.5</td>
<td>0.23</td>
</tr>
<tr>
<td>4.5 &lt; WA</td>
<td>0.24</td>
</tr>
</tbody>
</table>

III. SIMULATION WORK

The network model used to test the fuzzy logic predictor is shown in Figure 5. Three DiffServ traffic types are used in the investigation. The traffic models are based on DiffServ Expedited Forwarding (EF) [10] per hop behaviour, the Assured Forwarding (AF) per hop behaviour and the best effort (BE) Internet traffic. Each traffic class has 10 flows each.

The PHB that have been identified suitable to cater for real time traffic with deterministic rate is the EF PHB. EF PHB should provide a low-loss low-latency, low-jitter, guaranteed bandwidth, end-to-end service through DiffServ domains [10].

To end hosts the service received is equivalent to a “virtual leased line”. In this work, the EF traffic class is modeled using a Constant Bit Rate (CBR) traffic generator and UDP transport protocol. The CBR traffic generator generates traffic according to a deterministic rate while UDP provides a connectionless data transfer platform.

The real time variable bit rate model is associated with AF PHB here. The AF PHB provides better than best effort forwarding assurance [11]. AF traffic types are assumed to carry video streaming traffic that has adaptive traffic rates such as MPEG-4. Pareto on and off distribution with UDP protocol is used to represent real time variable bit rate traffic.

The BE traffic is modeled using an exponential traffic with TCP transport protocol. The exponential traffic generator generates traffic according to an exponential on/off distribution. Packets are sent at a fixed rate during on periods, and no packets are sent during off period. Both on and off periods are taken from an exponential distribution. The exponential-TCP traffic combination provides a means of representing non-real time traffic, i.e. the traditional best effort internet traffic [12]. The traffic parameters are shown in Table 3 and the token bucket parameters are given in Table 4.

IV. SIMULATION RESULTS

The investigation involves incorporating the fuzzy predictor at the AF ingress edge, i.e. node E2 in Figure 5. The network simulator ns-2 [12] is used for modeling and simulation work. Matlab’s fuzzy logic toolbox [13] is used to develop the fuzzy predictor engine. Three sets of simulation work are conducted to investigate the effect of changing AF traffic mean rates to the fuzzy bandwidth prediction ability. The mean rates used are 25%, 50% and 75% of the peak rate and obtained by adjusting the traffic burst time.

![Figure 5. Network Model for policing in a DiffServ-aware Network.](image-url)
TABLE 3
DIFFSERV AND BEST EFFORT TRAFFIC PARAMETERS

<table>
<thead>
<tr>
<th>Type of Service</th>
<th>Traffic Rate (kbps)</th>
<th>Traffic type and Packet Size</th>
<th>Traffic parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>EF premium</td>
<td>284</td>
<td>UDP 200 bytes</td>
<td>Constant bit rate</td>
</tr>
<tr>
<td>AF assured</td>
<td>Adaptive 384</td>
<td>UDP 200 bytes</td>
<td>Pareto with burst time: 0.5s, idle time: 0.5s and Hurst parameter: 1.2</td>
</tr>
<tr>
<td>BE best effort</td>
<td>512</td>
<td>TCP 576 bytes</td>
<td>Exponential with burst time: 0.5s, Idle time: 0.5s</td>
</tr>
</tbody>
</table>

TABLE 4
TOKEN BUCKET PARAMETERS

<table>
<thead>
<tr>
<th>Type of Service</th>
<th>Token Bucket Rates (kbps)/flow</th>
<th>Bucket Size (Bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 EF flow</td>
<td>Peak rate 284</td>
<td>50000</td>
</tr>
<tr>
<td>10 AF flows</td>
<td>Peak Rate 384 (Becomes dynamic with the fuzzy predictor)</td>
<td>50000</td>
</tr>
<tr>
<td>10 BE flows</td>
<td>Mean rate 256</td>
<td>50000</td>
</tr>
</tbody>
</table>

Figure 6. Bandwidth utilization and fuzzy prediction at AF ingress edge when mean rate in 25% of peak rate.

Figure 7. Bandwidth utilization and fuzzy prediction at AF ingress edge when mean rate in 50% of peak rate.

Figure 8. Bandwidth utilization and fuzzy prediction at AF ingress edge when mean rate in 75% of peak rate.

At the beginning of the simulation run, the token bucket rate is set to a peak rate of 384kbps/flow. The token bucket rate then changes with changes in predicted bandwidth value that comes from the fuzzy predictor as the simulation progresses. The simulation runs are conducted for 3000s and the results for the last 500s are shown in Figures 6, 7 and 8 which comprised of fuzzy predictions and actual bandwidth utilization of the AF traffic aggregate when mean rates are varied at 25%, 50% and 75% of the peak rate respectively. It is observed that the fuzzy predictor is able to track the bandwidth utilizations by having the same trends in all three cases. In Figure 8, where the mean rate is 75%, the fuzzy predictor is seen to be limited to 384kbps. No losses are detected in all three investigations showing that the lowering of the token bucket rate does not affect the AF traffic performance. The EF and BE traffic incur no losses as well. Therefore, adapting the bandwidth in the AF traffic class does not affect other traffic classes too.
Table 5 presents the average bandwidth savings observed on the AF traffic. The bandwidth saving value is obtained by comparing the traffic mean rate to the deterministic peak rate value. A 53.2% of bandwidth savings is obtained when the AF mean rate is 25% and 26.8% is bandwidth savings is obtained when the AF mean rate is 50%. The savings get lesser at higher mean rates when it draws near to the peak rate bandwidth limit. This can be seen in the instance when the AF mean rate is 75%, the bandwidth savings is just 4%. More bandwidth savings means more connections can be accepted into the network by admission control and network resources are better utilized. The improved network performance increases efficiency and in the long run reduces network costs by optimal usage of resources.

<table>
<thead>
<tr>
<th>Mean rate (% of adaptive rate)</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted token bucket rate (average in Mbps)</td>
<td>1.798</td>
<td>2.81</td>
<td>3.68</td>
</tr>
<tr>
<td>% average bandwidth savings from peak rate of 3.84Mbps</td>
<td>53.2</td>
<td>26.8</td>
<td>4.6</td>
</tr>
</tbody>
</table>

V. CONCLUSION

A fuzzy logic predictor is proposed that is able to track the bandwidth usage and give feedback to the token bucket to adopt the new rates as well as informing the admission control component the amount of used bandwidth of the AF class. A study is made on the fuzzy predictor algorithm by varying the mean rates of the source traffic. Results show that the fuzzy predictor is successful in feeding bandwidth prediction value to the token bucket policer enabling dynamic policing through bandwidth prediction. The bandwidth redeemed reaches 53% for low mean rates and becomes smaller for higher mean rates, i.e. mean rates that are closer to the peak rate.
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