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Abstract

We present a dual tableau system, $\mathcal{RLK}$, which is itself a deterministic decision procedure verifying validity of $K$-formulas. The system is constructed in the framework of the original methodology of relational proof systems, determined only by axioms and inference rules, without any external techniques. Furthermore, we describe an implementation of the system $\mathcal{RLK}$ in Prolog, and we show some of its advantages.
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1 Introduction

Relational dual tableau systems are based on Rasiowa-Sikorski diagrams for first-order logic [14]. The common language of most of relational dual tableaux is the logic of binary relations which is a logical counterpart to the class RRA of (representable) relation algebras introduced by Tarski [16]. The formulas of the classical logic of binary relations are intended to represent statements saying that two objects are related. Relations are specified in the form of relational terms. Terms are built from relational variables and/or relational constants with relational operations of union, intersection, complement, composition, and converse.

Relational dual tableaux are powerful tools for verification of validity as well as for proving entailment, model checking (i.e., verification of truth of a statement
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in a particular fixed finite model), and satisfaction (i.e., verification that a statement is satisfied by some fixed objects of a finite model). A comprehensive survey on applications of dual tableaux methodology to various theories and logics can be found in [13]. Dual tableaux are deduction systems alternative to other formalisms such as tableaux, Gentzen sequent calculi, resolution or Hilbert-style systems. A discussion of relationships between dual tableaux and those systems is presented in [13].

The main advantage of relational methodology is the possibility of representation within a uniform formalism the three basic components of formal systems: syntax, semantics, and deduction apparatus. Hence, the relational approach provides a general framework for representation, investigation, and implementation of theories with different languages and/or semantics.

The last years, modal logics have become very popular and extremely useful in many areas of computer science, thus many efforts have been made to design effective and simple-to-use decision procedures for decidable modal logics. Modal logics could be very helpful in modelling dynamic and reactive systems such as bio-inspired systems and can be applied to soft-computing scenarios [3, 4, 10, 15]. For example, some Description Logics are syntactic variants of modal logics and have applications in bio-inspired systems [17], and Connectionist Logics [2] combine the strengths of modal logics and neural networks. In this paper we focus on logic \(K\) which is the minimal normal and decidable modal logic. We present a relational proof system in dual tableau style for the logic \(K\), we show its soundness and completeness, and that it is itself a deterministic decision procedure for \(K\). Finally, we described its implementation in Prolog. In the literature decision procedures for logic \(K\) have been intensively studied over the years [5, 9]. The most popular decision procedures for logic \(K\) are based on tableau systems. However, the methodology of tableau systems does not provide any method for finding direct proofs of valid formulas. Furthermore, the most of tableaux for modal logics provide algorithms deciding unsatisfiability, but they are nondeterministic in nature. Thus, they use some heuristic techniques combined with intelligent backtracking, backjumping or simplifications, but all these techniques are external to the tableau itself. We present a dual tableau system, \(RLK\), which is itself a decision procedure verifying validity of \(K\)-formulas. The system is constructed in the framework of the original methodology of relational proof systems, determined only by axioms and inference rules, without any external techniques. In addition, the nice feature of the system \(RLK\) is its uniqueness: it generates in a deterministic way only one proof tree for a given formula. The system \(RLK\) presented in this paper determines an essential improvement of the system given in [7, 12]. In the construction of the system \(RLK\) we use special dual clause representation of modal formulas and we reduce the number of the rules, hence the system is more effective than the system described in [7].

The paper is organized as follows. In Section 2, we present the relational formalization of modal logic \(K\). In Section 3, we present \(RLK\)-dual tableau system, its rules and axioms. Soundness and completeness of the system are studied in Section 4. The implementation of the system is presented in Section 5. Final remarks
and prospects of future work are described in Section 6.

2 Relational formalization of logic $K$

In this section, we define the relational logic, $RL_K$, appropriate for expressing $K$-formulas in their dual clause representation. Recall that the vocabulary of language of logic $K$ consists of: the symbols from the set $\mathcal{V} = \{p_1, p_2, p_3, \ldots\}$, which is an ordered countable infinite set of propositional variables indexed with natural numbers; the classical propositional operations of negation $\neg$ and conjunction $\wedge$; and the modal propositional operation $\Diamond$ called the possibility operation. The set of $K$-formulas is the smallest set including the set of propositional variables and closed with respect to all the propositional operations. We call formulas of the form $p$ or $\neg p$ classical literals and we use letters like $a, b, c$ (possible with indices) as their meta-representations. By $\neg a$ we denote the formula $\neg p$ if $a = p$, and $p$ if $a = \neg p$. A $K$-model is a structure $\mathcal{M} = (U, R, m)$ such that $U$ is a non-empty set (of states), $R$ is a binary relation on $U$, $m$ is the meaning function such that $m(p) \subseteq U$, for every propositional variable $p \in \mathcal{V}$. The relation $R$ is referred to as the accessibility relation. The satisfaction relation is defined as usual in modal logics. Thus, $\mathcal{M}, s \models \varphi$ denotes the fact that a formula $\varphi$ is satisfied in a model $\mathcal{M}$ by a state $s$. A $K$-formula $\varphi$ is said to be true in a $K$-model $\mathcal{M} = (U, R, m)$, $\mathcal{M} \models \varphi$, whenever for every $s \in U$, $\mathcal{M}, s \models \varphi$, and it is $K$-valid whenever it is true in all $K$-models.

Now, we introduce special dual clauses representing modal formulas. The relational representation of modal formulas is a key tool in the construction of the system presented in this paper. A simple dual clause is a $K$-formula either of the form $a_1 \land \ldots \land a_m, \Diamond a \land b, \neg \Diamond a \land b$, or $\neg a$, where $a, b, a_1, \ldots, a_m$ are classical literals and $m \geq 1$. Simple dual clauses of the form $a_1 \land \ldots \land a_m, m \geq 2, \Diamond a \land b, \neg \Diamond a \land b$ are referred to as conjunctive dual clauses. A dual clause is a $K$-formula of the form $\Diamond^a \phi$, where $\phi$ a simple dual clause and $s \geq 0$. Although the vocabulary of the $K$-language does not contain disjunction, we will consider the meta-disjunction of dual clauses $\phi_1 \lor \ldots \lor \phi_r$. The meta-disjunction $\phi_1 \lor \ldots \lor \phi_r$ is said to be $K$-valid if and only if for every $K$-model $\mathcal{M} = (U, R, m)$ and for every $s \in U$ there exists $i \in \{1, \ldots, r\}$ such that $\mathcal{M}, s \models \phi_i$. The following result states that every $K$-formula can be transformed into an equivalent meta-disjunction of dual clauses. It is a dual form of the result from [11]. In fact, it can be proved that it is true for any normal modal logic.

Theorem 1 For every $K$-formula $\varphi$, there exists a finite set $\{\phi_1, \ldots, \phi_r\}$ of dual clauses, such that $\varphi$ is $K$-valid if and only if the meta-disjunction $\phi_1 \lor \ldots \lor \phi_r$ is $K$-valid. Moreover, the set $\{\phi_1, \ldots, \phi_r\}$ can be obtained in quadratic time.

For a $K$-formula $\varphi$, its corresponding meta-disjunction of dual clauses, ensured by Theorem 1, is referred to as its dual clause representation and denoted by $\text{form}(\varphi)$. 
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Now, we define the relational logic $\text{RL}_K$. The vocabulary of the language of $\text{RL}_K$ consists of the symbols from the following pairwise disjoint sets: $\mathcal{OV} = \{z_0, z_1, \ldots\}$, an ordered countable infinite set of object variables indexed with natural numbers; $\mathcal{RV} = \{P_1, P_2, \ldots\}$, an ordered countable infinite set of relational variables indexed with natural numbers; $\{R\}$, the set consisting of the relational constant $R$ representing the accessibility relation from K-models; and $\{-, \cap, ;\}$, the set of relational operations, where $-$ is the complement operation, $\cap$ is the intersection operation, and $;$ is the composition operation. The set of relational terms is defined as follows. To begin with, the set of terms of the form $P$ and $-P$, for a relational variable $P$, is referred to as the set of relational literals. We will use letters like $A, B, C$ (possible with indices) as their meta-representations. By $-A$ we denote the term $-P$ if $A = P$, and $P$ if $A = -P$. The set of simple relational terms, $\text{SRT}$, is the smallest set which includes relational literals and satisfies the following two conditions: if $A_1, \ldots, A_m$, $m \geq 1$, are relational literals, then $A_1 \cap \ldots \cap A_m \in \text{SRT}$; and if $A$ and $B$ are relational literals, $(R; A) \cap B, -(R; A) \cap B, -(R; A) \in \text{SRT}$. Terms of the form $A_1, \ldots, A_m$, $m \geq 2$, $(R; A) \cap B$, and $-(R; A) \cap B$ are referred to as conjunctive terms. The set of relational terms, $\text{RT}$, is the smallest set which includes simple relational terms such that, if $T \in \text{SRT}$, then $R^*; T \in \text{RT}$, where $R^*; T$ is defined as usual. $\text{RL}_K$-formulas are of the form $z_iTz_0$, where $z_i, z_0$ are object variables, $i \geq 1$, and $T$ is a relational term. A formula of the form $z_iAz_0$, for a relational literal $A$, is called a literal formula. A formula $z_iTz_0$, where $T$ is a simple relational term (resp. a conjunctive term) is referred to as a simple formula (resp. conjunctive formula).

An $\text{RL}_K$-model is a structure $\mathcal{M} = (U, R, m)$, where $U$ is a non-empty set, $R$ is a binary relation on $U$, and $m$ is the meaning function such that: $m(P) = X \times U$, where $X \subseteq U$, for every relational variable $P$; $m(R) = R$, i.e., $R$ is the interpretation of the relational constant $R$; $m$ extends to all the compound relational terms as usual. Let $\mathcal{M} = (U, R, m)$ be an $\text{RL}_K$-model. A valuation in $\mathcal{M}$ is any function $v: \mathcal{OV} \rightarrow U$. An $\text{RL}_K$-formula $z_iTz_0$ is satisfied in an $\text{RL}_K$-model $\mathcal{M}$ by a valuation $v$, $\mathcal{M}, v \models z_iTz_0$ whenever $(v(z_i), v(z_0)) \in m(T)$. A formula is true in $\mathcal{M}$ whenever it is satisfied by all the valuations in $\mathcal{M}$, and it is $\text{RL}_K$-valid whenever it is true in all $\text{RL}_K$-models. A finite set of $\text{RL}_K$-formulas $\{\varphi_1, \ldots, \varphi_n\}$ is $\text{RL}_K$-valid whenever for every $\text{RL}_K$-model $\mathcal{M}$ and for every valuation $v$ in $\mathcal{M}$ there exists $i \in \{1, \ldots, n\}$ such that $\mathcal{M}, v \models \varphi_i$.

Now, we define the translation of K-dual clauses into relational terms. The translation starts with a one-to-one assignment of relational variables to the propositional variables. More precisely, for every $i \geq 1$, we define $\tau'(p_i) = P_i$. Then the translation $\tau$ of K-dual clauses is defined inductively as follows: $\tau(p) = \tau'(p)$, for any propositional variable $p \in \mathcal{V}$; $\tau(\neg \phi) = \neg \tau(\phi)$; $\tau(\phi \land \phi') = \tau(\phi) \cap \tau(\phi')$; $\tau(\phi^\circ) = (R; \tau(\phi))$. Clearly, the translation $\tau$ is well defined, that is for every K-dual clause $\phi$, there exists a relational term $T$ such that $\tau(\phi) = T$. Furthermore, the translation $\tau$ assigns to each K-dual clause a right ideal relation, i.e., a relation which is of the form $X \times U$, for some $X \subseteq U$. Therefore, if $\mathcal{M}, v \models z_iTz_0$, for some $i \geq 1$ and a relational term $T$, then for every $x \in U$, $(v(z_i), x) \in m(T)$. 
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Hence, the variable $z_0$ represents elements of the universe $U$. The following result states the relationships between modal formulas and their relational representation.

**Theorem 2** For all $K$-dual clauses $\phi_1, \ldots, \phi_r$, $r \geq 1$, $\phi_1 \lor \ldots \lor \phi_r$ is $K$-valid iff 
$$\{z_1 \tau(\phi_1)z_0, \ldots, z_1 \tau(\phi_r)z_0\}$$

is $RL_K$-valid.

Given a $K$-formula $\varphi$ such that $form(\varphi) = \phi_1 \lor \ldots \lor \phi_r$, $r \geq 1$, we define its translation as 
$$\tau(\varphi) \overset{\text{df}}{=} \{z_1 \tau(\phi_1)z_0, \ldots, z_1 \tau(\phi_r)z_0\}.$$ 
Thus, the translation $\tau$ transfers every $K$-formula into a finite set of $RL_K$-formulas. Due to Theorem 1 and Theorem 2, we get:

**Theorem 3** For every $K$-formula $\varphi$, $\varphi$ is $K$-valid iff $\tau(\varphi)$ is $RL_K$-valid.

Now, we define a kind of lexicographical order on the set of all conjunctive terms. Although there are many ways of defining an order on all terms, to get a deterministic dual tableau, we need only an order on conjunctive terms. Let terms $A$ and $B$ be relational literals. Then $A < B$ whenever either of the following holds: $A = P_i$ and $B = P_j$ and $i < j$, or $A = P_i$ and $B = -P_j$, or $A = -P_i$ and $B = -P_j$ and $i < j$, where $P_i, P_j$ are relational variables and $i, j \in \mathbb{N}$. Let $m, k > 1$ and let $A_1, \ldots, A_m, B_1, \ldots, B_k$ be relational literals. Then $A_1 \land \ldots \land A_m < B_1 \land \ldots \land B_k$ whenever either $m < k$ (i.e., the length of $A_1 \land \ldots \land A_m$ is less than the length of $B_1 \land \ldots \land B_k$) or $m = k$ and there exists $i \in \{1, \ldots, m\}$ such that $A_i < B_i$ and $A_j = B_j$ for all $j < i$. For all relational literals $A, B, C$, and $D$, we define $(R; A) \land B < (R; C) \land D$ (resp. $-(R; A) \land B < -(R; C) \land D$) if either $A < C$ or $A = C$ and $B < D$. Finally, let $m \geq 1$. For all relational literals $A_1, \ldots, A_m$, $A, B, C$, and $D$, we require $A_1 \land \ldots \land A_m < (R; A) \land B < -(R; C) \land D$. Now, we extend the order $<$ to all $RL_K$-conjunctive formulas. We define: $z_i \phi z_0 < z_j \psi z_0$ if and only if either $i < j$, or $i = j$ and $\phi < \psi$. The following proposition is a direct consequence of the above definition.

**Proposition 4** The set of all $RL_K$-conjunctive formulas is well ordered by $<$.

If $X$ is a finite set of $RL_K$-formulas, then an $RL_K$-conjunctive formula $z_i \phi z_0$ is said to be minimal with respect to $X$ whenever $z_i \phi z_0 < z_j \psi z_0$, for all $RL_K$-conjunctive formulas $z_j \psi z_0 \in X$.

## 3 Relational dual tableau for modal logic $K$

In this section, we present a relational dual tableau, $RLK$, which can be used for verification of validity of $K$-formulas in their dual clause representation. The system $RLK$ is determined by axiomatic sets of $RL_K$-formulas and rules which apply to finite sets of $RL_K$-formulas. The axiomatic sets take the place of axioms. A finite set of $RL_K$-formulas is said to be $RL_K$-axiomatic whenever it is a superset of $\{z_i T z_0, z_i - T z_0\}$, for some $i \geq 1$ and $RL_K$-term $T$. Sets which are not axiomatic are referred to as non-axiomatic. Clearly, every axiomatic set is $RL_K$-valid.
The rules of $\mathcal{RLK}$-system have the following general form: 
\[ (\star) \quad \frac{\Gamma}{\Gamma_1 \mid \ldots \mid \Gamma_n}, \]
where $\Gamma, \Gamma_1, \ldots, \Gamma_n, n \geq 1$, are finite non-empty sets of $\mathcal{RL}_K$-formulas. A rule of the form $(\star)$ is applicable to a finite set $Y$ if and only if $Y = \Gamma$ and there exists $i \in \{1, \ldots, n\}$ such that $\Gamma_i \neq Y$, that is, an application of a rule must introduce a new formula. If $n > 1$, then a rule of the form $(\star)$ is an $n$-fold branching rule. In a rule, the set above the line is referred to as its premise and the set(s) below the line is (are) its conclusion(s). A variable $z_i, i \geq 1$, which appears in a conclusion of a rule and does not appear in the premise, is called a new variable introduced by an application of a rule. $\mathcal{RLK}$-dual tableau consists of decomposition rules ($\land$) and ($K$) which are described below.

For any finite set $X$ of $\mathcal{RL}_K$-formulas, for every $i \geq 1$, and for all formulas $\varphi_1, \ldots, \varphi_m, m \geq 2$,
\[ (\land) \quad X \cup \{z_i(\varphi_1 \land \ldots \land \varphi_m)z_0\} \quad z_i(\varphi_1 \land \ldots \land \varphi_m)z_0 \text{ is minimal with respect to } X \]
\[ (K) \quad X \cup K_1 \cup K_2 \quad \text{where } X \text{ does not contain any conjunctive formula; } K_1 \text{ and } K_2, \text{ for } i \in \{1, 2\}, \text{ are defined as follows.} \]

\[ K_1 \overset{\text{def}}{=} \{z_m - (R; A_j)z_0\}_{j \in J_1}, \text{ where } J_1 = \{0, \ldots, m-1\} \text{ for } m \geq 1, A_j \text{ are relational literals for every } j \in J_1, \text{ and } n \geq 1 \text{ is such that for every } i \geq 1 \text{ and for all relational literals } B, \text{ if } z_i - (R; B)z_0 \in X, \text{ then } i > n; \]

\[ K_2 \overset{\text{def}}{=} \{z_n(R^{m_j}; T_j)z_0\}_{j \in J_2}, \text{ where } J_2 \text{ is a finite (possibly empty) set of indices, } s_j \geq 1, \text{ and } T_j \text{ are simple relational terms; } \]

\[ G_1 = \{z_{n_1} - A_1 z_0, \ldots, z_{n_1 + m_1 - 1} - A_{m_1 - 1} z_0\}, \text{ where } n_1 \geq 1 \text{ is the smallest index such that object variable } z_{n_1} \text{ does not occur in the premise of the rule } (K); \]

\[ G_2 = \{z_{n_1}(R^{n_1 - 1}; T_j)z_0, \ldots, z_{n_1 + m_1 - 1}(R^{n_1 - 1}; T_j)z_0\}_{j \in J_2}. \]

Given a finite set of $\mathcal{RL}_K$-formulas $\{z_i T_1 z_0, \ldots, z_i T_n z_0\}, i, n \geq 1$, successive applications of the rules result in a tree whose nodes consist of finite sets of $\mathcal{RL}_K$-formulas. More precisely, an $\mathcal{RLK}$-proof tree of $\{z_i T_1 z_0, \ldots, z_i T_n z_0\}$ is a tree such that: $\{z_i T_1 z_0, \ldots, z_i T_n z_0\}$ is the root of the tree, each node except the root is obtained by an application of a rule to its predecessor node, and a node does not have successors whenever its set of formulas is $\mathcal{RL}_K$-axiomatic or none of the rules applies to it. Observe that the rule ($K$) can be applied to a finite set of the form $X \cup K_1 \cup K_2$ only if the rule ($\land$) cannot be applied to it. Thus, the algorithm for applications of the rules is as follows: first, check whether the rule ($\land$) applies to a set, if not try to apply the rule ($K$). Furthermore, due to the order on formulas, on each step of the construction of the tree, a formula (resp. formulas) to which the rule ($\land$) (resp. ($K$)) can be applied is uniquely determined. A branch of an $\mathcal{RLK}$-proof tree is closed if it contains a node with an $\mathcal{RL}_K$-axiomatic set of formulas. An $\mathcal{RLK}$-proof tree is closed if and only if all of its branches are closed. A finite set of $\mathcal{RL}_K$-formulas is $\mathcal{RLK}$-provable whenever there is a closed $\mathcal{RLK}$-proof tree of it, which is then referred to as its $\mathcal{RLK}$-proof. Observe that every $\mathcal{RLK}$-proof tree is finite. Furthermore, the rules of $\mathcal{RLK}$-dual tableau guarantee that:

**Theorem 5** Let $X = \{z_i T_1 z_0, \ldots, z_i T_n z_0\}, i, n \geq 1$, be a finite set of $\mathcal{RL}_K$-formulas. Then, the set $X$ has exactly one finite $\mathcal{RLK}$-proof tree.
4 Soundness and completeness

In this section we study soundness and completeness of $\mathcal{R\ellK}$-system. A rule of the form $\Gamma_1 | \ldots | \Gamma_n$ is said to be $\mathcal{R\ellK}$-correct whenever $\Gamma$ is $\mathcal{R\ellK}$-valid if and only if for every $i \in \{1, \ldots, n\}$ the set $\Gamma_i$ is $\mathcal{R\ellK}$-valid. In the proof of soundness, we use the fact that the rules of $\mathcal{R\ellK}$-dual tableau are $\mathcal{R\ellK}$-correct, that is they preserve and reflect validity of sets of its premise and conclusions:

**Proposition 6** The $\mathcal{R\ellK}$-axiomatic sets are $\mathcal{R\ellK}$-valid and the $\mathcal{R\ellK}$-rules are $\mathcal{R\ellK}$-correct.

The proof of the above proposition is omitted, because of the lack of space.

**Theorem 7 (Soundness)** Let $\Phi = \{z_i T_{i0}, \ldots, z_i T_n z_0\}$, for $i, n \geq 1$, be a finite set of $\mathcal{R\ellK}$-formulas. Then, if $\Phi$ is $\mathcal{R\ellK}$-provable, then it is $\mathcal{R\ellK}$-valid.

**Proof** Let $\Phi = \{z_i T_{i0}, \ldots, z_i T_n z_0\}$, for $i, n \geq 1$, be a finite $\mathcal{R\ellK}$-provable set of formulas. Then, there exists an $\mathcal{R\ellK}$-proof tree of $\Phi$ such that each of its branches is closed, that is it ends with an $\mathcal{R\ellK}$-valid set of formulas. Thus, by Proposition 6, going from the bottom to the top of the tree, we conclude that $\Phi$ is $\mathcal{R\ellK}$-valid.

**Theorem 8 (Completeness)** Let $\Phi = \{z_i T_{i0}, \ldots, z_i T_n z_0\}$, for $i, n \geq 1$, be a finite set of $\mathcal{R\ellK}$-formulas. Then, if $\Phi$ is $\mathcal{R\ellK}$-valid, then it is $\mathcal{R\ellK}$-provable.

The proof of the above theorem follows from the proof of the analogous theorem presented in [7]. Now, by Theorems 3, 7, and 8, we get:

**Theorem 9 (Soundness and Completeness)** For every $K$-formula $\varphi$, $\varphi$ is $K$-valid iff $\tau(\varphi)$ is $\mathcal{R\ellK}$-provable.

The above theorem and Theorem 5 imply:

**Theorem 10** $\mathcal{R\ellK}$ is a sound and complete decision procedure for the logic $K$.

5 Implementation of the prover

In this section, we outline the new prover developed in Prolog based on the theoretical foundations presented in this paper. A key point for improving the efficiency of our prover is the management of the modal clauses. Then, we establish the algorithm to translate modal formula to modal clauses, following the ideas presented in [8]. After this, we translate the modal clauses to relational terms, as defined above. We use $p, q, \ldots$ or $\lnot p, \lnot q, \ldots$ to be classical literals; $a, b, c, \text{etc.}$ denote classical literals; and $\psi, \varphi$ to represent the non classical literals.

First, we translate the modal formulas to negative normal form, $nnf$, and then the translation of a modal formula in $nnf$ to modal clauses is obtained by the following algorithm, where $\Box^s$ represents $\Box \ldots \Box$. 
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**Function** \( m2c(\psi) \) Modal 2 Clauses

Output: set of modal clauses - translation of \( \psi \)

begin
  if \( \psi \) is modal clause then
    return \( \psi \)
  else
    switch the value of \( \psi \) do
      case \( \psi \) is \( \square \[ a, \phi \] \) or \( \square \[ a, \Diamond \phi \] \)
        return \( \Diamond [ a, \square (p) ] \), \( m2c(\square [ a, \phi ]) \) or respectively
        return \( \square [ a, \Diamond (p) ] \), \( m2c(\square [ a, \Diamond \phi ]) \)
      case \( \psi \) is \( \square \[ a_1, \ldots, a_h, \phi_1, \ldots, \phi_k \] \)
        introduce \( h \) new primitive propositions \( p_1, \ldots, p_k \)
        return \( \square [ a_1, \ldots, a_h, p_1, \ldots, p_k ] \), \( m2c(\square [ -p_1, \phi_1 ]) \), \( m2c(\square [ -p_k, \phi_k ]) \)
      case \( \psi \) is \( \square (p \rightarrow q) \rightarrow (\square p \rightarrow \square q) \)
        return \( m2c(\square (p \rightarrow q)) \), \( m2c(\square (\square p \rightarrow \square q)) \)
    end
  end
end

---

**Example**

The modal formula \( \square (p \rightarrow q) \rightarrow (\square p \rightarrow \square q) \) is translated to relational clauses as follows.

\[
\text{formulaLogic}(\text{implication}(\text{square}(\text{implication}(p, q))), \quad \text{implication}(\text{square}(p), \text{square}(q))).
\]

First, to modal clauses

\[
\text{rclause}(\text{square}(1, \text{or}(\text{not}(p), q))).
\]

\[
\text{rclause}(\text{square}(1, p)).
\]

\[
\text{rclause}(\text{diamond}(1), \text{not}(q)).
\]

Second, modal clauses to relational clauses.

\[
\text{rel}([1], \text{comp}(r, \text{opp}(q))), x, y).
\]

\[
\text{rel}([1], \text{comp}(r, \text{opp}(q))), x, y).
\]

When the translation to relational clauses from modal clauses is obtained, the proof process runs as follows. Prolog builds a tree representing the proof process. First, it sorts the relations in the root node and applies a rule following the order defined above. After the application of the rule, it checks if there is an axiomatic set in any node of the tree. The process is repeated until either all nodes are closed, or none of the rules is applicable. The formula is valid whenever all the nodes are closed. A formula is represented as the Prolog fact \( \text{rel}([1], T, z_1, z_0) \). In node 1, it stores the formula \( z_1 T z_0 \). The rules of \( RLK \) are translated to clauses in Prolog. We emphasize that the efficiency of the prover presented in this paper is because we have an efficient set of input formulas that allow us to have only two rules in the prover: \( (K) \) and \( \text{intersection} \) rules. The inference engine is executed recursively until all the leaves are closed. The formulas are ordered and the rules are applied. If a rule includes new formulas in a leaf, the engine of the prover adds these relations in the adequate position in order to preserve the ordering defined previously. The engine of the prover uses the mechanism of pattern machine of Prolog to detect if exists an axiomatic set in any leaf of the tree. In this case, it deletes the corresponding leaf and informs the user. Then, the prover detects if the formula is valid or not valid.

**Example**

The modal formula \( \square (p \rightarrow q) \rightarrow (\square p \rightarrow \square q) \) from the previous example, is proved by \( RLK \) implementation by applying only 2 rules. Our previous
version RePML\textsubscript{K} applied 7 rules, and Lotrec and TWB applied 9 and 7 rules, respectively [1, 6, 12].

\begin{verbatim}
[rel(1), opp(comp, opp(q))), x, y],
rel((1), compir, opp(p)), x, y],
rel((1), compir, inter((p, opp(q))), x, y)]
\end{verbatim}

K Rule

\begin{verbatim}
[rel((1), q, w1, y), rel((1), opp(p), w1, y),
rel((1), inter(p, opp(q))), w1, y)]
\end{verbatim}

Intersection Rule

\begin{verbatim}
rel((1), 1, p, w1, y) | rel((1), q, w1, y),
rel((1), opp(p), w1, y),
rel((1), opp(q), w1, y)
\end{verbatim}

Axiomatic set (close leaf): \{1, 2\}

Variables used: \{w1, x, y\}

Total Rules applications: 2

used_rules[[1], k, rel(opp(comp, opp(q))), x, y], ...
used_rules[[1], inter, rel((1), inter(p, opp(q))), w1, y]]

Finally, consider Figure 2 where we show the result of a small comparative of the number of rules applied by our prover RLK, Lotrec, TWB, and RePML\textsubscript{K}. Observe that we improve the number the applied rules in all the cases.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Modal formula & Lotrec & TWB & RePML\textsubscript{K} & RLK & Output \\
\hline
\&p \rightarrow \&p & 1 & 3 & 1 & 1 & valid \\
\&p \rightarrow \&[\&\neg q \lor \&q) & 6 & 5 & 6 & 2 & valid \\
\\neg(\&p \land \&\neg p) & 4 & 3 & 3 & 1 & valid \\
\\neg(\&p \land \lor(\&q \land \&\neg q)) & 4 & 5 & 3 & 2 & valid \\
\&[a \rightarrow b] \rightarrow (\&a \rightarrow \&b) & 7 & 7 & 6 & 2 & valid \\
\neg\neg\neg\neg p \rightarrow \neg p & 7 & 8 & 8 & 1 & valid \\
\&p_1 \rightarrow p_1 & 1 & 1 & 2 & 0 & not valid \\
\&p_1 \rightarrow \&\&p_1 & 6 & 3 & 6 & 2 & not valid \\
\\neg\&p_1 \rightarrow \&\neg\&p_1 & 4 & 3 & 6 & 2 & not valid \\
\hline
\end{tabular}
\end{table}

Figure 2: Comparative of number of rules applied in provers for modal logic K.

6 Conclusions and future works

We have presented a sound and complete dual tableau system, RL\textsubscript{K}, which is itself a deterministic decision procedure for modal logic K. The system RL\textsubscript{K} does not use any external technique such as backtracking, backjumping, etc. An advantage of general methodology of relational approach to deduction is modularity. We expect similar modularity in the construction of relational decision procedures. Thus, the system presented in the paper can be seen as the common core of all relational decision procedures for modal logics. We are already working on extensions of RL\textsubscript{K}-system in order to get decision procedures for other normal modal logics, in particular for those in which the accessibility relation is assumed to be reflexive or symmetric or transitive. It seems that reflexivity and transitivity case can be solved within our approach. We implemented this system in Prolog and it works very well with the formulas we have introduced. We are also working on an user friendly front-end in order to improve its educational capabilities. Last, but not least, we have planned an exhaustive comparison with the best know provers for modal logic.
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