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SUMMARY This paper describes a new interface for a barge-in free spoken dialogue system combining an adaptive sound field control and a microphone array. In order to actualize robustness against the change of transfer functions due to the various interferences, the barge-in free spoken dialogue system which uses sound field control and a microphone array has been proposed by one of the authors. However, this method cannot follow the change of transfer functions because the method consists of fixed filters. To solve the problem, we introduce a new adaptive sound field control that follows the change of transfer functions.
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1. Introduction

In human-machine communication based on a spoken dialogue system, it is vital that user’s speech reaches the dialogue system to enable smooth communication. However, the user usually makes an utterance before the dialogue system finishes responding. Such a situation, in which a user and a system utter simultaneously is referred to as barge-in [1]. In the state of barge-in, the recognition performance of the user’s speech is degraded because the response sound of the dialogue system is inputted into the microphone for recording the user’s speech.

In order to eliminate the response sound, an acoustic echo canceller is commonly used. Many types of acoustic echo cancellers have been proposed, e.g., single-channel, stereophonic, and integrated with a beamformer [2]–[4]. However, the acoustic echo canceller has the inherent problem that the accurate adaptation is difficult in the barge-in situation (this is also called “double-talk problem”). Because of the problem, the conventional acoustic echo canceller should stop the adaptation in the barge-in duration; this implies that the elimination performance is likely to degrade when the change of transfer functions arises in the barge-in duration. In order to solve the problem of the acoustic echo canceller, one of the authors has proposed the Multiple-Output and Multiple-No-Input (MOMNI) method [5] which combines sound field control and microphone array techniques. Although the MOMNI method is robust against the change of transfer functions, there still exists the drawback that the MOMNI method cannot adaptively follow the change of transfer functions because the method consists of fixed filters.

To improve the MOMNI method, in this paper, we introduce a new adaptive algorithm of sound field control, in which the changes in the room conditions can be adaptively detected and reflected in the construction of the inverse filters used for the sound field control. The feasibility of the proposed algorithm is demonstrated in an experiment performed in a real room.


We describe the MOMNI method shown in Fig.1. The MOMNI method consists of two main parts, namely, sound field control and a microphone array.

2.1 Sound Field Control

In Fig. 1, $S_m$ ($m = 1, \cdots, M$) is the loudspeaker which acts as a secondary sound source, and $C_n$ ($n = 1, \cdots, N$) is the microphone which acts as a control point. $C_1$ and $C_2$ are located in the vicinity of the two external auditory meatus of a user, and $C_3, \cdots, C_{K+2}$ ($K = N-2$) are placed in each microphone element for recording the user’s speech. The intended signals to be reproduced at each control point are represented by

$$X(\omega) = [X_R(\omega), X_L(\omega), X_{mic1}(\omega), \cdots, X_{micK}(\omega)]^T,$$ (1)

where $X_L(\omega)$, $X_R(\omega)$ and $X_{mic}(\omega)$ ($k = 1, \cdots, K$) are the signals to be reproduced at the left and right ears of a user, and at microphone $C_{k+2}$, respectively. Similarly, the observation signals at each of the control points are described as

![Fig. 1 Configuration of conventional MOMNI method.](image)
\[ Y(\omega) = [Y_R(\omega), Y_L(\omega), Y_{\text{mic1}}(\omega), \ldots, Y_{\text{micK}}(\omega)]^T. \]  \tag{2}

If the \(N \times M\) matrix composed of the room transfer function \(G_{nm}(\omega)\) \((N < M)\) between the secondary sound source \(S_m\) and the control point \(C_n\) is denoted by \(G(\omega)\), and the \(M \times N\) inverse filter matrix \([6]\) is expressed as \(H(\omega)\), \(Y(\omega)\) is denoted by

\[ Y(\omega) = G(\omega)H(\omega)X(\omega), \]  \tag{3}

where \(G(\omega)H(\omega) = I_N(\omega)\), and \(I_N(\omega)\) is the \(N \times N\) identity matrix.

In Eq. (2), the response sounds of a dialogue system are reproduced at both ears of the user \([- [Y_L(\omega), Y_R(\omega)] = [X_L(\omega), X_R(\omega)]\) and silent zones are materialized at each microphone element \([- Y_{\text{mic1}}(\omega), \ldots, Y_{\text{micK}}(\omega)] = [0, \ldots, 0]\). Thereby, we can actualize the sound field which gives a user the response sound while preventing it from mixing into the observation signal at each microphone element.

2.2 Microphone Array Based on Delay-and-Sum Array

In multichannel speech enhancement, the delay-and-sum array is commonly used. To obtain the user’s speech at array output, we compensate for the delay at each element and add the signals together to reinforce the target signal arriving from the look direction. The phase compensation filter \(A_k(\omega)\) \((k = 1, 2, \ldots, K)\) at the \(k\)-th element of a delay-and-sum array is designated as

\[ A_k(\omega) = (1/K)e^{-j\omega\tau_k}, \]  \tag{4}

where \(\tau_k\) is the arrival time difference of the target signal between the source and the position of the \(k\)-th element. Thus, the array output \(Y_{\text{mic}}(\omega)\) is given by

\[ Y_{\text{mic}}(\omega) = \sum_{k=1}^{K} A_k(\omega)Y_{\text{mick}}(\omega). \]  \tag{5}

2.3 Inverse Filter Design for Sound Field Control

In a multipoint control system based on loudspeakers, we must consider the influence of the room transfer functions. For this reason, we design the inverse filter \(H(\omega)\) by applying the least norm solution (LNS) in the frequency domain \([7]\) so that the input signal \(X_L(\omega)\) is observed only at \(C_n\). In the case where the rank of \(H(\omega)\) is not decreased, since the solution of \(H(\omega)\) is indeterminate, we adopt the Moore-Penrose generalized inverse matrix as the inverse filter which provides the LNS \([5]\).

2.4 Response Sound Elimination Error When Changing Room Transfer Functions

The MOMNI method which uses fixed inverse filter coefficients is proved to be robust against the change of room transfer functions \([5]\). Assume that the fluctuation \(\Delta G_{nm}(\omega)\) caused by the change of transfer functions is added to the transfer function \(G_{nm}(\omega)\). Since the observation signal \(Y'(\omega)\) denotes

\[ Y'(\omega) = (G(\omega) + \Delta G(\omega))H(\omega)X(\omega), \]  \tag{6}

the elimination error of response sound at the array output is represented as

\[ \Delta Y_{\text{mic}}(\omega) = \sum_{k=1}^{K} A_k(\omega) \left( \sum_{m=1}^{M} \Delta G_{k+2m}(\omega) \right) \left( H_{m1}(\omega)X_R(\omega) + H_{m2}(\omega)X_L(\omega) \right), \]  \tag{7}

Denoting the matrix norm of \(H(\omega)\) by \(\|H(\omega)\|\), Eq. (7) can be rewritten as

\[ \Delta Y_{\text{mic}}(\omega) = \|H(\omega)\| \cdot \frac{1}{K} \left\{ \sum_{k=1}^{K} \sum_{m=1}^{M} \Delta G_{k+2m}(\omega) \left( H_{m1}(\omega)X_R(\omega) + H_{m2}(\omega)X_L(\omega) \right) \right\}, \]  \tag{8}

where \(H_{m1}(\omega) = H_{m2}(\omega)/\|H(\omega)\|\). It is assumed that \(\Delta G_{nm}(\omega)\) is the Gaussian random variable with the variance \(\sigma^2\). Furthermore, since \(H_{m1}(\omega)\) is normalized by \(\|H(\omega)\|\), and is independent from the change of \(M\), the variance in \(\cdot\) of Eq. (8) can be expressed as \(\eta \sqrt{M \cdot K} \sigma\), where \(\eta\) is an appropriate constant. Additionally, \(\|H(\omega)\|\) is proportional to \(1/M\) because \(\|H(\omega)\| \approx 1/\|G(\omega)\| \propto 1/M\). Therefore, in the report in \([5]\), the following relation holds in the elimination error of response sound, \(\varepsilon(\omega)\), as

\[ \varepsilon(\omega) = \Delta Y_{\text{mic}}(\omega) \propto (1/M) \cdot (1/K) \cdot \sqrt{M \cdot K} = 1/\sqrt{M \cdot K}. \]  \tag{9}

Equation (9) shows that the elimination error of response sound is inversely proportional to \(\sqrt{M \cdot K}\). Therefore, if the number of transfer channels between loudspeakers and microphones is increased, the MOMNI method becomes more robust against the change of transfer functions than an acoustic echo canceller.

3. Proposed Technique for Response Sound Elimination

Although the MOMNI method is robust against the change of transfer functions, we cannot estimate the changed transfer functions. Therefore, we propose the Adaptive Sound Field Control (ASFC) method. The ASFC method is a new interface for a barge-in free spoken dialogue system which follows the changed transfer functions. Figure 2 depicts the configuration of the proposed ASFC method.

3.1 Adaptive Algorithm for Transfer Function Estimation

The procedure for estimating the transfer functions using observed signals is as follows.

[step 0] The initial value \(G^{[0]}(\omega)\) of the estimated transfer
where the observation signal $Y'$ at the control points is expressed as

$$Y'(\omega) = G'(\omega)H(\omega)X(\omega).$$  

Similarly, the estimated signal $\hat{Y}^{[i]}(\omega)$ is depicted in

$$\hat{Y}^{[i]}(\omega) = \hat{G}^{[i]}(\omega)H(\omega)X(\omega),$$

where $i$ is the number of iterations, and $\hat{G}^{[i]}(\omega)$ is the estimated transfer function of $G'(\omega)$. In the estimation process, we derive $\hat{G}^{[i]}(\omega)$ that minimizes the squared error between $Y'(\omega)$ and $\hat{Y}^{[i]}(\omega)$. When we define the error signal $E(\omega)$ as

$$E(\omega) = [E_L(\omega), E_R(\omega), E_{\text{mic}1}(\omega), \ldots, E_{\text{mic}K}(\omega)]^T,$$

where $E_L(\omega)$, $E_R(\omega)$ and $E_{\text{mic}}(\omega)$ are the error signals at each of the control points, $E^{[i-1]}(\omega)$ can be given by

$$E^{[i-1]}(\omega) = Y'(\omega) - \hat{Y}^{[i-1]}(\omega) = (G'(\omega) - \hat{G}^{[i-1]}(\omega))H(\omega)X(\omega).$$

However, we cannot actually calculate the error in the neighborhood of both ears of a user because the microphones for observing the changed transfer functions are not placed at $C_1$ and $C_2$. Hence, the error signals, $E_L(\omega)$ and $E_R(\omega)$, are set to be zero (i.e., $[E_L(\omega), E_R(\omega)] = [0, 0]$). We regard $\|E^{[i-1]}(\omega)\|^2$ as the cost function to be minimized in this algorithm. From Eq. (14), the partial differentiation of the squared error $\|E^{[i-1]}(\omega)\|^2$ with respect to $\hat{G}^{[i-1]}(\omega)$ is given by

$$\frac{\partial \|E^{[i-1]}(\omega)\|^2}{\partial \hat{G}^{[i-1]}(\omega)} = -E^{[i-1]}(\omega)(H(\omega)X(\omega))^H.$$

Thus, the modification amount of $\hat{G}^{[i-1]}(\omega)$ in a normalized least-mean-squares (NLMS) method is denoted by

$$\Delta \hat{G}^{[i-1]}(\omega) = \frac{\alpha}{\|H(\omega)X(\omega)\|^2 + \beta} \cdot E^{[i-1]}(\omega)(H(\omega)X(\omega))^H, \quad (16)$$

where $\alpha (0 < \alpha < 2)$ is a step-size parameter, and $\beta$ is a minimal positive constant that is nonzero in the denominator term on the right-hand side of Eq. (16).

The $i$-th estimated transfer function $\hat{G}^{[i]}(\omega)$ can be updated, as shown below:

$$\hat{G}^{[i+1]}(\omega) = \hat{G}^{[i]}(\omega) + \Delta \hat{G}^{[i]}(\omega). \quad (17)$$

[step 2] If $\hat{G}^{[i]}(\omega)$ derived from Eq. (17) is converged, we return to step 1 and update the estimated transfer function in the next frame repeatedly.

[step 3] We design the new inverse filter $\hat{H}(\omega)$ based on $\hat{G}^{[i]}(\omega)$ via LMS.

4. Experiments and Results

In this section, we present two experiments comparing the conventional method (acoustic echo canceller and MOMNI method) and the proposed method (ASFC method). In order to verify the applicability of the proposed method, we simulate an adaptation process based on the change of transfer functions and evaluate the performance of each method, on the basis of the response sound elimination experiment and the speech recognition experiment.

4.1 Experimental Conditions

In this experiment, we premise that the fluctuation of transfer functions is caused by changes in the interference, i.e., a life-size mannequin. The interference is arranged under the assumption that another person who is not a user approaches the user, which is a very common occurrence in real environments.

We measured thirteen kinds of impulse responses as follows: twelve patterns are for the states where the interference is allocated, and the other pattern is for the state where
the interference does not exist. Figure 3 shows the arrangement of the apparatuses. As shown in Fig. 3, we place the HATS (Head And Torso Simulator), which has an average human head and upper body, at the user’s position.

The impulse responses used in this experiment are measured in an acoustic experiment room, where the reverberation time is approximately 200 ms, with 48 kHz sampling and 16 bit resolution. The primary sound source is the loudspeaker used as the spoken dialogue system in the acoustic echo canceller.

The inverse filters of the transfer system, in which the number of secondary sound sources is \( M \) (\( M = 12 \) or 16) and the number of control points is \( N \) (\( N = 3, 4, 6, \) or 8) (hereafter, we label the transfer system, the \( M-N \) system), are designed. Also, the passband range is 150–4000 Hz. We use a circular microphone array with eight elements, and we select the elements which are equally spaced. It is worth noting that the distance between the primary source and the microphone array is shorter than those of the secondary sources and the microphone array, and consequently the time causality does not hold in this sound reproduction. Indeed, the inverse filters used in this experiment contains an appropriate time delay, and this causes a slight latency in the reproduced sound. However, such kind of latency is not so harmful and can be acceptable, especially in the spoken dialogue interface.

First, the interference shifts to one of twelve positions (hereafter we designate this change as “First Change”), and we estimate the changed transfer functions and design inverse filters. In the estimation, we use every one-second sound cut from the response sound, which is an adequate time length for the adaptation. The step-size parameter \( \alpha \) in Eq. (16) is 0.1, which is optimized experimentally, \( \beta \) is \( 1.0 \times 10^{-6} \), and the number of iterations, \( i \), is 10.

Finally, it is assumed that the interference moves from one position to the other positions in the state of barge-in (hereafter we designate this change as “Second Change”), and therefore we apply the MOMNI method and stop estimating.

The filter coefficient of the acoustic echo canceller is constructed without a specific adaptive algorithm. In this experiment, in the case of no existence and after the first movement of the interference, we assume that the echo canceller can estimate the filter coefficient precisely under the ideal condition without error.

4.2 Response Sound Elimination Experiment

4.2.1 Evaluation of Response Sound Elimination

To evaluate the response sound elimination performance, we calculate the echo return loss enhancement (ERLE); this is given by

\[
ERLE = 10 \log_{10} \frac{\sum_\omega |Y_{\text{micref}}(\omega)|^2}{\sum_\omega |E(\omega)|^2}, \tag{18}
\]

where \( Y_{\text{micref}}(\omega) \) is the response sound reproduced at a critical microphone assigned by us, and \( E(\omega) \) is the error signal derived from Eq. (9). In “First Change” situation, we average each ERLE which is obtained from the twelve interference patterns. In “Second Change” scenario, we should consider \( 12 \times 11 = 132 \) patterns which correspond to the total possible movements from “First Change” (12 patterns) to “Second Change” (12 – 1 patterns). Thus, we average 132 ERLEs as the resultant ERLE score in “Second Change.”

As the response sound from the dialogue system, we use a female utterance selected from the ASJ database [8]. Although the sampling frequency of the response sound is 16 kHz, we use the signal from which the frequency component above 4 kHz is eliminated.

4.2.2 Experimental Result and Consideration

Figures 4–7 show the ERLEs with the adaptation process and without adaptation in each \( M-N \) system. In each figure, the vertical axis is expressed as the interference position with time passing, and the horizontal axis is designated as ERLE.

As compared with the results of the conventional acoustic echo canceller, the proposed ASFC method can achieve the improvement of the ERLE by more than 6 dB
in all $M$-$N$ systems when we cannot estimate the changed transfer functions, such as in the barge-in situation. The response sound elimination performance is also improved in the MOMNI method if the number of transfer channels ($M \cdot K$) increases. The theoretical performance of ERLE is expressed as [5]

$$ERLE_{\text{theory}} \propto \xi + 10\log_{10}(1/(1/(M \cdot K)))$$

$$= \xi + 10\log_{10}(M \cdot K),$$

(19)

where $\xi$ is a suitable constant. We can see the good agreement of the results with the theory in Eq. (19). In addition, as compared with the result of the MOMNI method, it is shown that the proposed ASFC method can improve the ERLE by more than 6 dB when the changed transfer functions are estimated. If we cannot estimate the changed transfer function, the response sound elimination performance is approximately equivalent to that of the MOMNI method. In summary, the performance of the proposed ASFC method is superior to or equal to that of the MOMNI method throughout the changes of the interference.

4.3 Speech Recognition Experiment

4.3.1 Evaluation of Speech Recognition Performance

The effect of the elimination of response sound is evaluated with a large vocabulary continuous speech recognition task. In order to evaluate the speech recognition performance, we adopt the Word Accuracy (WA) as an evaluation score. WA is defined as follows:

$$WA[\%] = \frac{N - S - D - I}{N} \times 100,$$

(20)

where $N$ is the total number of words in the test speech, $S$ is the number of substitution errors, $D$ is the number of deletion errors, and $I$ is the number of insertion errors. Table 1 lists the experimental conditions for speech recognition. We average each WA which is obtained from 200 people in total.

The speech signal which is obtained by superimposing the elimination error of response sound, $E(\omega)$, on the user’s speech is used for the speech recognition experiment, where the power ratio of the response sound and the user’s speech at the microphone is set to 0 dB. We use the PTM (Phonetic Tied Mixture model based on triphones) which is independent from speakers and is generated from clean speech.

4.3.2 Experimental Result and Consideration

Figures 8 and 9 show the WA with the adaptation process and without adaptation in each $M$-$N$ system. In each figure, the vertical axis is expressed as the interference position with time passing, and the horizontal axis is designated as WA.

For example, as compared with the results of the conventional acoustic echo canceller, by applying the proposed ASFC method, we can confirm that the improvement in WA
of 24.4% (in the 12-3 system) is obtained when we cannot estimate the changed transfer functions, such as in the state of barge-in. In addition, as compared with the result of the MOMNI method, it is shown that the proposed ASFC method can improve the WA by 15.8% (in the 12-3 system) when the changed transfer functions are estimated. If we cannot estimate the changed transfer function, the performance is approximately equivalent to that of the MOMNI method.

5. Conclusion

We proposed an ASFC method which is an interface for the barge-in free spoken dialogue system based on adaptive sound field control and a delay-and-sum microphone array. As the result of two comparative experiments on response sound elimination and speech recognition, the performance of the ASFC method was enhanced further than that of the MOMNI method when the transfer functions after change could be estimated. Also, in the barge-in situation, the performance of the ASFC method was prominently improved in comparison with that of an acoustic echo canceller. From these results, the applicability of the proposed ASFC method is ascertained.

References