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Background and Motivation 

l  Background 
l  Traditional IR models assume that the relevance of a document is 

independent of the relevance of other documents. 
 

l  Aspect search in biomedical IR 
l  In many cases, the desired information of a question (query) asked by 

biologists is a list of a certain type of entities covering different aspects 
that are related to the question, such as genes, proteins, diseases, 
mutations, etc. 

l  TREC 2007 Genomics tracks’ “aspect retrieval” : to study how a 
biomedical retrieval system can support a user gather information 
about the different aspects of a topic. 

l  Diversity evaluation: Aspect Mean Average Precision (Aspect MAP). 

l  Motivation: promoting ranking diversity for biomedical IR 

High redundancy and low diversity. 
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Related Work 

l  Carbonell et al. introduced the maximal marginal relevance 
(MMR) method, which attempts to maximize relevance while 
minimizing similarity to higher ranked documents. 

l  Zhang et al. presented four redundancy measures. They 
modeled relevance and redundancy separately. Since they 
focused on redundant document filtering, experiments in their 
study were only conducted on a set of relevant documents. 

l  Zhai et al. validated a subtopic retrieval method based on a risk 
minimization framework. Their subtopic retrieval method 
combines the mixture model novelty measure with the query 
likelihood relevance ranking. 



Related Work 

l  Rianne Kaptein et al. employed a top down sliding window to 
diversify ranked list of retrieved documents and diversity 
according to some diversity indicators. 

l  Genomics aspect retrieval conducted by Huang et al. 
demonstrated that the hidden property based re-ranking 
method can achieve promising and stable performance 
improvements. 

l  Yin et al. proposed a cost-based re-ranking method to promote 
ranking diversity. This method concerns with finding the 
passages that cover more different aspects of a query topic. 

l  University of Wisconsin re-ranked the passages using a 
clustering-based approach named GRASSHOPPER to promote 
ranking diversity. 



Related Work 

l  Consider the aspects of user query and retrieved documents 
mainly on word level. 

l  For example, given two retrieved passages: 
l  the first one is related to some disease research, in which kidneys 

of white rats are used as experimental materials;  
l  the second one is relevant to subject of kidney transplantation. 

l  Two Reasons: 
l  Firstly, one or more co-occurrence words in a passage are used to 

identify the aspect. 
l  Secondly, words in a passage are considered as independent to 

each other. 

 It is insufficient to identify aspect on word level. 



Contribution 

l  Our contribution is three-fold.  
l  First, to the best of our knowledge, this is the first study of 

adopting topic model to biomedical IR.  
l  Second, some transformations with topic distribution for  

retrieved passages are made.  
l  Third, two re-ranking algorithms based on “N-size slide 

window” are proposed, which take both passage novelty and 
relevance into account.  
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Aspect Discovery 

LDA Model 

Dirichlet 
parameter 

Per-passage 
aspect distribution 

Per-word aspect 
assignment Observed word 

Asepct 
hyperparameter 

Asepcts 



Aspect Distribution  
Transformation 

Aspect 
distribution matrix 

Hypothesis: T normal distributions   i∈[ 1,T ] 

A new matrix 

Measuring the passage 
importance for each aspect 



Re-ranking with  
N-size Slide Window 
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Test Collection and  
Evaluation Measures 

l  TREC 2007 Genomics Track Collections 
n  Full-text biomedical literature corpus. 
n  36 topics from the 2007 Genomics track;  
n  Topics are in the form of questions asking for lists of specific 

entities that cover different portions of full answers to the 
topics.   

l  Evaluations Measures 
n  Aspect MAP; Passage2 MAP; Passage MAP; Document MAP 

                              Major measures in 
                           Genomics tracks 

Diversity evaluation 



IR Baseline Runs 

l  NLMinter 
l  It achieved the highest Aspect MAP, Passage2 MAP and 

Document MAP in 2007 Genomics track. 

l  UniNE2 
l  Its performance was above average among all results 

reported in 2007 Genomics track. 
 



Experimental Results 



Results Analysis 

l Impact of Parameter  β
αl Impact of Parameter and T 



Results Analysises 
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Conclusion and Future Work 
l  We propose an approach which employs LDA to promoting 

ranking diversity for biomedical IR. 
l  The first study of adopting topic model to biomedical IR.  
l  Transformations with topic distribution for retrieved passages are 

made.  
l  Two re-ranking algorithms based on “N-size slide window” are 

proposed. 
 

l  We intend to extend this work by exploring both more complex 
models and more sophisticated algorithms. 

l  We also plan to further improve our approach to solve the 
diversification in the other application fields, such as SNS, 
recommendation system, etc. 



Thank you! 

Questions? 
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