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Abstract

With the exponential growth of both the amount and diversity of the information that the web encompasses, automatic classification of topic-specific web sites is highly desirable. In this paper we propose a novel approach for web site classification based on the content, structure and context information of web sites. In our approach, the site structure is represented as a two-layered tree in which each page is modeled as a DOM (Document Object Model) tree and a site tree is used to hierarchically link all pages within the site. Two context models are presented to capture the topic dependences in the site. Then the Hidden Markov Tree (HMT) model is utilized as the statistical model of the site tree and the DOM tree, and an HMT-based classifier is presented for their classification. Moreover, for reducing the download size of web sites but still keeping high classification accuracy, an entropy-based approach is introduced to dynamically prune the site trees. On these bases, we employ the two-phase classification system for classifying web sites through a fine-to-coarse recursion. The experiments show our approach is able to offer high accuracy and efficient process performance.

1 Introduction

In recent years web page or hypertext document categorization methods such as Bayesian classification [1], decision-tree induction [2] and SVM [3,4] have been widely studied, however, the classification of complete web sites has not yet been investigated except in [5,6,7]. With the exponential growth of both the amount and diversity of the information that the web encompasses, automatic classification of topic-specific web sites is highly desirable because sites have some obvious advantages in content coherence [7], comparatively low dimension of analysis space and content stability [6]. Hence, this paper will focus on how to design a both effective and efficient web site classification algorithm. The goal of our work is to develop an intelligent topic-specific web resource analysis tool, iExpert, for Chinese Science Digital Library Project.

Existing web site classification algorithms [5,6,7] all treated whole pages as atomic indivisible nodes with no internal structure. But as a matter of fact, pages are more complex and have more topics, many of which are much noisy from the perspective of the query, such as in banners, navigation panels, and advertisements, etc [9]. Hence pages should be further divided into some finer-grained logic snippets [9], such as DOM (Document Object Model [8]) nodes. And the DOM nodes should be treated as the fundamental analysis units in web site classification.

Meanwhile, the content organization structure and local contexts of web sites are also important for web site classification. Typically, there are three representation models of web sites in web site classification algorithms: the superpage [5], topic vector [6], and the tree [6] or graph [7] representation. Comparatively, though difficult to be constructed, the tree representation is more suitable...
for capturing the essence of the link structure. Hence this paper will propose a two-layered tree model of web sites based on the structure and context information.

Since many classification algorithms must be performed offline, the efficiency of web site classification crucially depends on the download amount of web pages. The experiment result shown in Figure 1 enlightens us that some sampling algorithm must be introduced into the web site classification procedure for downloading only a small part of a web site but still achieving high accuracy.

Figure 1. Comparison in process time between the search, download and classification phases on the baseline system given different sizes of seed sets and a fixed three levels of pages to be downloaded.

Base on the above considerations, this paper proposes a novel approach for web site classification based on the content, structure and context information of web sites. Our approach represents the site structure as a two-layered tree in which each page is modeled as a DOM tree and a site tree is used to hierarchically link all pages within the site. Two context models are presented to characterize the topic dependence relationships in the site, and the HMT model is utilized as the statistical model of the site tree and the DOM tree. In a fine-to-coarse recursion, the HMT-based classifier is applied iteratively to DOM trees and site tree to obtain the final classification result of the web site. Furthermore, for further improving the classification accuracy, we will also introduce an entropy-based approach to dynamically prune the web site trees and a text-based DOWN-TOP denoising procedure to remove the noisy DOM nodes or pages. The system design of our approach is illustrated in Figure 2.

We evaluate our approach on physics web site mining tasks given different seed sets. The seed sites are also used as training samples. The baseline system is based on the superpage classification approach with a fixed download depth. Experiments show that our approach has average 12.7% improvement in classification accuracy and 38.2% reduction in process time over the baseline system.

Compared with the previous web site classification algorithms presented in [5,6,7], the two-layered tree representation and two-phase HMT-based classification are the main features of our approach. Experiments also show our approach obtains marked improvements both in classification accuracy and process performance over these existing algorithms.

This paper is organized as follows. Section 2 proposes the two-layered tree model of web sites. Section 3 simply reviews the HMT model and then presents the HMT-based classification algorithm. In section 4 we discuss the text-based denoising procedure and entropy-base pruning strategy. Thereafter, experiments and their results will be described. Finally, Section 6 concludes this paper.

2 The Two-Layered Tree Model of Web Sites

The representation model of web sites directly affects the efficiency of the web site classification algorithm. The superpage method just represents a web site as a set of terms or keywords [5]. As discussed in [6], this method performs poorly and is only suitable for constructing baseline systems. Analogously, the topic vector approach [6] that represents a web site as a topic vector (where each topic is defined as a keyword vector), is essentially a two-phase keyword-based classification. On the other hand, the tree-based representation model [6] can effectually utilize the semantic structure of sites and local contexts, and more importantly, transform the sampling size problem of web sites to the pruning problem of site trees. However, the previous tree-based web site classification method [6] still employed the keyword-based text classifiers for the pre-classification of pages and thus the noises within pages would affect the final classification accuracy of web sites. Therefore, this paper
proposes a two-layered tree representation model for web sites. The model is based on the following propositions:

Proposition 1 (Tree Structure Assumption): The structure of most web sites is more hierarchic than network-like [6]. Furthermore, each HTML/XML page can be represented as a DOM tree [8].

Thus, we define the web site as follows:

Definition 1 (Site Structure Model): A web site can be represented as a site tree \( T(P, E) \), where \( P = \{p_1, \ldots, p_n\} \), root \( p_1 \) is the starting page of the site, and \( \forall p_i \in P \) is a HTML/XML page within the site. Furthermore, \( p_i \) can be represented as a DOM tree, i.e., \( p_i = DOM, (DN, DE) \).

A link between \( p_i \) and \( p_j \) is represented by the directed edge \( (p_i, p_j) \in E \), where \( p_i \) is the parent node of \( p_j \) and \( p_j \) is one of the children of \( p_i \).

To build the web site tree, a breadth-first search will be performed. In our application, we only sample the pages located “below” the starting page. For example, if the URL of the starting page is http://phys.cts.nthu.edu.tw/en/index.php, we only sample the pages shared the base URL http://phys.cts.nthu.edu.tw/en/.

In hyperlink environment, links contain high-quality semantic clues to a page’s topic, and such semantic information can help achieve even better accuracy than that possible with pure keyword-based classification [10]. In this paper we refer to the semantic information surrounding links in a page as the context of the page, and generalize this concept to the classification of DOM nodes. Therefore, according to Markov Random Field (MRF) theory [11], we have the following proposition:

Proposition 2 (Context Assumption): In web site classification, context is treated as node set and environment information topically related to the analysis node. Context information is helpful to improve the classification accuracy of analysis nodes [10,11,15].

Thus we define the following two kinds of context models used in web site classification:

Definition 2 (Page Context Model \( PC \)): Each web page or hypertext is topically related to its in-linked and out-linked pages \([1,11]\). In site tree \( T(P, E) \), \( p_i \) ’s parent node \( p_j \) is one of its in-link page, \( p_i \) ’s children \( (p_{i1}, \ldots, p_{in}) \) are its out-link pages, then the page context model of \( p_i \) is \( PC(p_i) = \{p_j, p_{i1}, \ldots, p_{in}\} \), where

\[
P(C_{p_i} | \{C_{p_j} | p_j \neq p_i\}) = P(C_{p_i} | C_{p_{i1}}, C_{p_{i2}}, \ldots, C_{p_{in}})
\]

(1)

Definition 3 (DOM Context Model \( DC \)): Each DOM node is topically related to its parent and children nodes. Namely, the DOM context model of \( DN_j \) is \( DC(DN_j) = \{p(DN_j), DN_{j1}, \ldots, DN_{jn}\} \), where

\[
P(C_{DN_j} | \{C_{DN} | DN \neq DN_j\}) = P(C_{DN_j} | C_{p(DN_j)}, C_{DN_{j1}}, \ldots, C_{DN_{jn}})
\]

(2)

The above site structure model and context models constitute our web site representation model. The model represents the structure of web sites as a two-layered tree \( T((DOM, (DN, DE)), E) \), and captures the topic dependencies (NOT link structure) between nodes according to context models \( PCs \) and \( DCs \), as shown in Figure 3.

Figure 3. The two-layered tree model of web sites. Black and white nodes represent nodes and their topical class attributes, respectively.

Based on this representation, we can apply the two-phase classification architecture for web site classification. The two-phase classification exploits the topic dependencies between nodes within DOM trees and site trees to obtain the final classification results of web sites. Meanwhile, this representation model enables us to purify the content of web sites at both the DOM node and page levels so as to further reduce the affect of noise information on the classification results. The following sections will further discuss the details.

3 The HMT-Based Classification Algorithm
The above site representation model includes two kinds of tree structures, i.e., the site tree and the DOM tree. Both in the page context model of site trees and the DOM context model of DOM trees, the parent and children nodes together constitute the context of the analysis node. Hence, we cannot choose the 1-order Markov Tree in [6], which only models the context of the analysis node as its parent node, but the Hidden Markov Tree (HMT) model proposed in signal processing field as the statistical model of these trees.

### 3.1 The HMT Model

The HMT was initially introduced to model the statistical dependencies between wavelet coefficients in signal processing [12, 14, 15]. Meanwhile, M. Diligenti et al also proposed the Hidden Tree Markov Model (HTMM) for learning probability distributions defined on spaces of labeled trees [13, 17]. In the essence of statistics, the two models have no differences. Hence this paper uses HMT as their general designation and applies it on the web site classification. In the following, we will give a brief review of HMTs (See Figure 4) according to [12].

![Graph Representation of Hidden Markov Tree](image)

#### Figure 4. Graph Representation of Hidden Markov Tree. Black and white nodes represent observation and hidden class variables, respectively.

### 3.1.1 Notations:

- $C_i$: the root of the tree
- $C_{parent}$: the parent of $C_i$
- $C_{child}$: the first child of $C_i$
- $T_i$: the tree rooted in $C_i$

Let $W = (W_1, \ldots, W_n)$ refer to the observed data, which is indexed by a tree rooted in $W_1$. Let $C = (C_1, \ldots, C_n)$ be the hidden class labels that have the same indexation structure with $W$. Then an HMT model $\lambda$ is specified via the distribution $\pi = (\pi_k)_{k=1\ldots,K}$ for the foot node $C_1$, the state transition matrices $A = (a_{r,s}^{m})_{r,s}$ where $a_{r,s}^{m} = P(C_u = m | C_{parent}^{(u)} = r)$, and the observation probabilities $B = \{b_{j}(k)\}$. The HMT model has the following two properties:

- **The conditional independence property:** Each observation $W_i$ is conditionally independent of all other random variables given its state $C_i$, i.e.,

$$P(W_i, \ldots, W_n | C_1, \ldots, C_n) = \prod_{i=1}^{n} P(W_i | C_1, \ldots, C_n)$$

- **Markov tree property:** Given the parent state $C_{parent}$, the node $C_i$ is independent of the entire tree except for $C_i$'s descendants, i.e.,

$$P(C_i | C_{parent} \neq C_i) = P(C_i | C_{parent}, C_{child}^i, \ldots, C_{descendants}^i)$$

By comparing the formula (4) with (1),(2), we conclude that the HMT model can just capture the topic dependencies between the analysis node and its context nodes in the page and DOM context models.

### 3.1.2 HMT-Based Classifier

Once the HMT model is trained, we may utilize Maximum A Posterior (MAP) principle to construct HMT-based classifiers.

Let $W$ be all observed data of a web site tree or a DOM tree, $T_i$. The classifier can be expressed as:

$$C_i = \arg \max_j P(C_j | W_i, \lambda)$$

Using the downward-upward algorithm [12], we can get

$$P(C_i = m | W_i, \lambda) = \frac{P(C_i = m, W_i | \lambda)}{p(W_i | \lambda)} = \frac{\beta_i(m)\pi(m)}{\sum_k \beta_i(k)\alpha_i(k)}$$

where $\beta_i(k) = P(T_i | C_i = k)$ is the upward variable, and $\alpha_i(k) = P(C_i = k, T_i)$ is the downward variable.

To simplify parameter estimation, we model the hidden state variables as class labels of analysis nodes and then train two HMT-based classifiers for site trees and DOM trees respectively. Another optional method is to train an HMT model for each class of site trees and DOM trees and then use Maximum Likelihood (ML) principle to
construct HMT-based classifiers. Here we don’t discuss it further.

Thus we may apply the HMT-based classifiers to the web site classification. The classification procedures are shown in Figure 5 when the whole page or the DOM node is treated respectively as the atomic analysis node.

![Diagram of web site classification](image)

Figure 5. Applying the HMT-based classifiers to the web site classification.

### 4 Denoising and Pruning

As discussed above, to obtain high classification accuracy in the web site classification, two tasks should be performed, i.e., denoising and pruning.

The task of denoising is to remove the DOM nodes or pages that are irrelevant to the query topics or cannot be identified by text-based classifiers, including animated introductions and frames, banners, navigation panels, and advertisements, etc. Hence, it is natural to utilize text-based pruning method at the DOM node and page levels. In this application, we use the DOWN-TOP procedure to purifying the content of web sites, i.e., text-based denoising method is performed in the DOM node level at first, and if a majority of DOM nodes within a page is marked for removing, then the page is removed in whole. In our experiments, the thesaurus-based method is used in the text-based denoising procedures, which determines the pertinence of a DOM node to a given topic by analyzing the occurrence frequency of topic-specific keywords and terms in that node. Experiments show the thesaurus-based text denoising method can effectively reduce the noises within sites and thus improve the classification accuracy.

On the other hand, the pruning process for reducing the sampling size of web sites is more complex. The literature [6] exploited the variance of the conditional probability over the set of all web site classes to measure the importance of a path for site classification and then proposed a pruning algorithm based the variance and the path length. To capture data structure beyond second order (variance) statistics, in this paper we employ the relative entropy or Kullback Leibler distance [18] to model the ‘distance’ between the distribution embodied by the original model and that of the pruned model. Besides the tree structure assumption, our pruning approach is based on the following propositions:

**Proposition 3 (Assumption on pruning necessity)**: In web site classification, download of a remote web page is much more expensive than in-memory operations [6].

This proposition has been verified by our experiment shown in Figure 1. It not only shows the importance of sampling in web site classification, but also enlightens us that we might reduce dramatically the download time by increasing somewhat local in-memory operations so as to optimize the total process time.

**Proposition 4 (Assumption on sample size)**: Web site classification need to download web pages within the site. However, after the downloaded pages are more than a fixed quantity, to download more pages further cannot improve the classification accuracy.

It is not clear how to measure how many pages are sufficient to web site classification in order to keep a comparatively high accuracy. Intuitively, there are cases where a whole subtree does not show any clear class membership at all [6], hence features extracted from these pages cannot be helpful to improve any classification accuracy. In this paper we use Kullback Leibler distance to measure whether adding a page to web site tree will result in a reduction in the uncertainty of classification results or not. Therefore, we propose the following dynamic pruning strategy for site trees (See Figure 6):
Let $u$ be the current downloading page, $T_u^-$ and $T_u^+$ denote the web site trees before and after downloading $u$, and $P(C | T_u^-, \lambda)$ and $P(C | T_u^+, \lambda)$ be the likelihood functions corresponding to $T_u^-$ and $T_u^+$ given the HMT model $\lambda$. Now we see if adding $u$ to the web site tree will result in a reduction in the uncertainty of classification results, if so we add $u$ to the site tree, and continue until no new page to be downloaded. The KL distance from $T_u^-$ to $T_u^+$ is given by

$$KL(T_u^-; T_u^+) = \sum_i P(C | T_u^-, \lambda) \log \frac{P(C | T_u^-, \lambda)}{P(C | T_u^+, \lambda)}$$  \hspace{1cm} (7)

Then the dynamic pruning strategy can be defined:

If $(KL(T_u^-; T_u^+) \geq \text{depth}(T_u^-) \cdot \Delta)$ then add $u$ to the web site tree, else suppress the growth of the tree to node $u$.

Where \text{depth}(T_u^-) is the depth of the site tree $T_u^-$, and $\Delta$ is the convergence parameter used in the HMT training of site trees. Similar to the pruning strategy presented in [6], this pruning approach becomes less sensitive with increasing \text{depth}(T_u^-). Our experiment will show the entropy-based approach can improve classification accuracy by downloading only a small part of a web site.

5 Experiments and Results

Currently, we evaluate our approach on physics web site mining tasks given different seed sets. We use web site mining to denote the task of seeking out a list of web sites that it either considers the most authoritative for a given topic, or has the same topics with a given seed sites, and then grouping these sites under the predefined topic categories. The seed sites are meantime used as training samples. Currently, the sizes of seed sets in which we run all experiments are 2, 10, 18, 50, 70, 100, 250, respectively (Total 528 physics web sites are available). They have been downloaded to local server completely, and labeled by domain experts according to the Physics Subject Classification, which composes of 10 classes and 71 subclasses. It should be noted that the little distinguish-ability between some classes in the class hierarchy increases the difficulty of classification tasks. A Physics Subject Thesaurus with 9181 terms is also used for text-based denoising. The baseline system is based on bilingual kernel-weighted KNN classifier, using super-page classification approach with a fixed download depth of web sites. A hyperlink analysis program and a web focused-crawler are used for both baseline system and our HMT-based classification algorithms. All experiments are run in the following environments: 800MHz CPU, 256M RAM and shared 2M LAN bandwidth. And the evaluation metrics are classification accuracy and process time.

Fig. 7 shows the comparison of classification accuracy between different classifiers given the above seed sizes. Besides the baseline system and the two-phase HMT-based classifier, we also employed the HMT-based site tree classifier (as depicted by Figure 5a), and the 0-order Markov Tree classifier (as presented in [6]) to classify the new discovering web sites. Not surprisingly, although performed poorly in small size of training set, the two-phase HMT-based classifier had the best accuracy, with nearly 12.7% improvement over the baseline super-page approach. We also noticed that since the two-phase HMT-based classifier carried out denoising operations at both the DOM node and the page levels, they clearly outperformed than the HMT-based site tree classifier and the 0-order Markov Tree classifier that only denoised at the page level by about 7% and 2.6% respectively. This conclusion confirms that the noise information in pages and web sites is one of the main factors to cause the comparatively low accuracy for the web classification.
On the other hand, the 0-order Markov Tree classifier provided only an accuracy of about 69.3%, which was 4.4% more than the HMT-based site tree classifier. It means that the 0-order Markov Tree classifier has better performance because of fewer model parameters though they utilize the same site representation model. We also noticed that in our experiments the accuracy of the Markov Tree classifier was much less than 87% described in [6]. A possible reason is that in our class hierarchy the little distinguishability between some classes more easily causes the classification errors.

We also compared the process time performance between the baseline system and the two-phase HMT-based classifier, and found that on the average, the two-phase classifier approach had saved 46.7% (See Figure 8) download time but spent more 28.7% classification time compared with the baseline system, which always downloaded a fixed three levels of pages from web sites. Totally, the two-phase HMT-based classifier saved 38.2% process time in the whole experiment. This result confirms the proposition 3, i.e., we can obtain dramatic reduction of total process time at the cost of increasing somewhat local in-memory operations. Furthermore, comparison of the HMT-based classifiers with the pruning step and the fixed download depth showed that pruning a web site tree would yield about 6% accuracy improvement while did not increase dramatically the downloaded data (See Figure 9). This is because the pruning strategy has purposefully imposed on somewhat controls on the sampling process. These results show the entropy-based pruning algorithm is efficient.

Figure 7. Comparison of the accuracy between the baseline superpage classifier, 0-Markov tree classifier classifier, HMT-based site tree classifier and Two-phase HMT-based classifier given different sizes of seed set.

Figure 8. Comparison of the performance between the baseline and HMT-based classifier on download phase.

Figure 9. Comparison of the classification accuracy between with and without using entropy-based pruning method.

To sum up, the experiments show the two-phase HMT-based web site classification algorithm is able to offer high accuracy and efficient process performance. Comparatively, it has the following two deficiencies: Firstly, due to few features extracted from DOM nodes and lack of local context, the poor raw classification results of DOM nodes would affect the final classification accuracy; Secondly, the performance should be further improved when limited training samples are available.

6 Conclusion and Future Work

In this paper, we investigated the content organization structure of web sites and two context models used in web site classification, and proposed a two-layered tree representation model for web sites. Furthermore, this paper exploited the Hidden Markov Tree model to capture the statistical topic dependencies between nodes in site trees and DOM trees, and presented an HMT-based classification algorithm. To remove the irrelevant DOM
nodes or pages, a DOWN-TOP text-based denoising procedure was presented; to reduce the download size, an entropy-base dynamic pruning strategy was introduced. The experiments demonstrated our algorithm was effective and efficient.

In ongoing work we are seeking a further improvement of our web site classification algorithm. We need to investigate the more comprehensive context models to refine the poor raw classification results of DOM nodes so as to obtain both reliable and accurate classification.
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