Generation of Roles in Reinforcement Learning Considering Redistribution of Reward between Agents
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Abstract—In this paper, we propose a method for generating roles by redistribution of reward between agents in reinforcement learning of multiagent system. In the proposed method, there are two kinds of reward; (1) reward obtained from environment when agents reach the goal and (2) reward received from other agents. Agents can learn actions to work cooperatively with other agents by the reward received from other agents, and the roles of agents are generated. In the proposed method, agents can decide how much reward to which agent to give from the obtained reward by using the history that records actions at the time when the change of environment is recognized. We carried out computer experiments for two tasks; (1) path finding problem and (2) transportation problem, and confirmed that roles of agents are generated by redistribution of reward between agents in the proposed method. Moreover, we confirmed that the proposed method can learn as similar as when the designer decides conditions for redistribution of reward.

Index Terms—Generation of Roles, Redistribution of Reward, Multiagent System, Reinforcement Learning

I. INTRODUCTION

Recently, much research on multiagent system is carried out as one of the distributed and cooperative systems. Multiagent system is a system that solves tasks by plural agents, and it has possibilities that can achieve tasks efficiently by cooperation of multiagent. In multiagent systems, cooperation among agents can be realized by the interaction such as communication between agents, division of roles and so on.

Much research on cooperation among agents has been carried out. For example, in refs.[1] and [2], each agent learns the own working area by reward distribution. However, in these methods, the condition that the agent gives the reward to the other agents is decided beforehand. When division of roles are realized in multiagent systems, agents have to learn own role by themselves. Since the actions that each agent should take are usually unknown, reinforcement learning is suitable.

In this paper, we propose the method for generating roles by redistribution of reward between agents in reinforcement learning of multiagent system. In the proposed method, there are two kinds of reward; (1) reward obtained from environment when agents reach the goal and (2) reward received from other agents. Agents can learn actions to work cooperatively with other agents by the reward received from other agents, and the roles of agents are generated. In the proposed method, agents can decide how much reward to which agent to give from the obtained reward by using the history that records actions at the time when the change of environment are recognized.

II. REINFORCEMENT LEARNING CONSIDERING REDISTRIBUTION OF REWARD BETWEEN AGENTS

Here, we explain the proposed reinforcement learning considering redistribution of reward between agents.

A. Outline

In the proposed method, the roles are generated by redistribution of reward between agents. There are two kinds of reward; (1) reward obtained from environment when agents reach the goal and (2) reward received from other agents. Agents can learn actions to work cooperatively with other agents by the reward received from other agents, and the roles of agents are generated. In the proposed method, agents can decide how much reward to which agent to give from the obtained reward by using the history that records actions at the time when the change of environment are recognized.

B. Flow of Proposed Method

In the proposed method, let
- $x$ be the agent
- $n$ be the time
- $t$ be the time
- $H_{n,x}$ be the history at time $n$ by agent $x$

(1) Initialization

The environment and the history lists are initialized.

$$ t = 0; \quad n = 0; \quad H_{1}^{T} = 0 $$

(2) Action Decision

If the Boltzmann selection is used in (2), the Boltzmann temperature $T$ is updated as follows:

$$ T \leftarrow T - \Delta T. $$

(4) Action Decision
Each agent observes the state $s_t$, and decides the action. The action decided by the roulette selection or the Boltzmann selection.

In the roulette selection, the probability that the agent $x$ selects the action $a^*_t$ when the state $s_t$ is observed, $\pi^x(s_t, a^*_t)$ is given by

$$\pi^x(s_t, a^*_t) = \frac{Q^x(s_t, a^*_t)}{\sum_{a \in A^x(s_t)} Q^x(s_t, a)}$$

(5)

where $Q^x(s_t, a^*_t)$ is the action-value function that the agent $x$ takes the action $a^*_t$ for the state $s_t$. $A^x(s_t)$ is the set of possible actions of the agent $x$.

In the Boltzmann selection, the probability that the agent $x$ chooses the action $a^*_t$ when the state $s_t$ is observed $\pi^x(s_t, a^*_t)$ is given by

$$\pi^x(s_t, a^*_t) = \frac{\exp(Q^x(s_t, a^*_t)/T)}{\exp(Q^x(s_t, a)/T)}$$

(6)

where $T$ is the Boltzmann temperature.

(3) Observation of Environment Change

Each agent takes the action chosen in (2), and the state $s_t$ transits $s_{t+1}$. Here, whether the environment change is observed. If the environment change is observed at the time $t+1$, $n$ is updated as

$$n \leftarrow n + 1.$$  

(7)

And, the history lists are updated as follows:

$$H^A_{n+1} = a^*_t$$

(8)

$$H^T_{n+1} = t + 1$$

(9)

$$H^T_{n+1} = H^T_n.$$  

(10)

(4) Reward Redistribution

If there is an agent that obtained the positive reward from the environment, the agent decides how much reward to which agent to give.

(a) If the agent $X_0$ receives the positive reward from the environment, the agent $X_1$ that the agent $X_0$ gives a part of reward is decided by

$$X_1 = \arg\max_x C^n(H^A_{n, x})$$

(11)

$$C^n(a) = \left( \sum_{i < H^A_{n,i}, H^T_{n,i}} \sum_{x \in A^T} \delta_{H^A_{n,i}, a} \right) x \left( \sum_{i < H^A_{n,i}, H^T_{n,i}} \sum_{x \in A^T} \delta_{H^A_{n,i}, a} \right)$$

(12)

where $\delta_{i,j}$ is the Kronecker delta, and is given by

$$\delta_{i,j} = \begin{cases} 1, & (i = j) \\ 0, & (i \neq j) \end{cases}.$$  

(13)

(b) When the agent oneself was chosen as a partner handing a reward ($(X_0 = X_1)$), the agent $X_0$ does not give a part of reward to any other agents, the quantity of the reward that the agent $X_0$ gives to the other agent from the reward received at the time $t+1$, $r^{X_0} \rightarrow X_1$ is set to

$$r^{X_0} \rightarrow X_1 = 0$$

(14)

and go to (5). Otherwise, go to (c).

(c) The agent $X_0$ give a part of the reward to the agent $X_1$. The quantity of the reward that the agent $X_0$ gives to the agent $X_1$ is given by

$$r^{X_0} \rightarrow X_1 = \begin{cases} 0.5r^{X_0} \rightarrow X_1 \cdot \frac{C^n(H^A_{n,i,X_1})}{n'(n - n')}, & \text{if } \frac{C^n(H^A_{n,i,X_1})}{n'(n - n')} < 1 \\ 0.5r^{X_0} \rightarrow X_1, & \text{otherwise} \end{cases}$$

(15)

$$n' = \max (i : H^T_{n,i} < H^T_{n,X_1})$$

(16)

d) The agent $X_1$ that receives the reward from the other agent judges whether it gives to a part of reward to the other agent. The agent $X_{i+1}$ that agent $X_i$ gives a part of reward to is decided as follows:

$$X_{i+1} = \arg\max_x C^{n-i}(H^A_{n-i,x})$$

(17)

(e) When the agent oneself was chosen as a partner handing a reward ($(X_i = X_{i+1}$)), the agent $X_i$ does not give a part of reward to any other agents, the quantity of the reward that the agent $X_i$ gives to the other agent from the reward received at the time $H^T_{n-1,i}$ is set to

$$r^{X_i} \rightarrow H^T_{n-1,i} = 0$$

(18)

and go to (5). Otherwise, go to (f).

(f) The agent $X_i$ give a part of the reward to the agent $X_{i+1}$. The quantity of the reward that the agent $X_i$ gives to the agent $X_{i+1}$ is given by

$$r^{X_i} \rightarrow H^T_{n-1,i} = \begin{cases} 0.5r^{X_i} \rightarrow H^T_{n-1,i} \cdot \frac{C^{n-i}(H^A_{n-i,X_{i+1}})}{(n-i')(n-i) - (n-i')'}, & \text{if } \frac{C^{n-i}(H^A_{n-i,X_{i+1}})}{(n-i')(n-i) - (n-i')'} < 1 \\ 0.5r^{X_i} \rightarrow H^T_{n-1,i}, & \text{otherwise} \end{cases}$$

(19)

g) Back to (d).

If there is an agent that receives the positive reward, the history is updated as follows:

$$H^T_{n+1} = t + 1$$

(20)
If the agent $x$ receives the negative reward from the environment, $r_{i+1}^{x} \rightarrow$ is set to
\begin{equation}
    r_{i+1}^{x} \rightarrow = \Omega \quad (21)
\end{equation}

(5) Update of Action-Value Function

The action-value function is updated.

(a) Profit Sharing The action-value function of the agent $X_i$, $Q^{X_i}(s_{t_i}, a_{t_i}^{X_i})$ is updated as follows:
\begin{equation}
    Q^{X_i}(s_{t_i}, a_{t_i}^{X_i}) \leftarrow Q^{X_i}(s_{t_i}, a_{t_i}^{X_i}) + r^{X_i}(\tau) \quad (22)
\end{equation}

where $r^{X_i}(\tau)$ is the reward function, and is given by
\begin{equation}
    r^{X_i}(\tau) = \begin{cases} 
    r_{t_i}^{X_i} - r_{t_i}^{X_i} \rightarrow & (\tau = t_{t_i}^{X_i}) \\
    \frac{1}{M} r^{X_i}(\tau + 1) & (\tau < t_{t_i}^{X_i})
    \end{cases} \quad (23)
\end{equation}

where $r_{t_i}^{X_i}$ is the reward that the agent $X_i$ receives at the time $t_i$, $r_{t_i}^{X_i} \rightarrow$ is the reward that the agent $X_i$ gives to the other agent, and $M$ is the number of possible actions.

(b) Q-learning The action-value function of the agent $x$ $Q^x(s_{t_i}, a_{t_i}^{x})$ is updated.
\begin{equation}
    Q^x(s_{t_i}, a_{t_i}^{x}) \leftarrow Q^x(s_{t_i}, a_{t_i}^{x}) + \alpha \left[ r_{t_i}^{x} - r_{t_i}^{x} \rightarrow + \gamma Q^x(s_{t_i+1}, a_{t_i+1}^{x}) \right] \quad (24)
\end{equation}

(6) Judgment

If the state $s_{t+1}$ is the goal state, go back to (1). Otherwise, go to (2).

III. COMPUTER EXPERIMENT RESULTS

Here, we show the computer experiment results to demonstrate the effectiveness of the proposed method.

A. Path Finding Problem (Two Agents)

We applied the proposed method to the path finding problem. Figure 1 (a) shows the map which was used in the experiment. In Fig.1 (a), white squares show the floor, black squares show wall. A and B show the start points of the agents A and B, and G shows the goal. T is the switch, and × shows the obstacle which disappears when an agent reaches T. Each agent can move up/down/left/right, or stay.

Fig. 1. Map used in Path Finding Problem.

1) Comparison with Method without Reward Redistribution: Here, we compared the proposed method with the method without reward redistribution. In the method without reward redistribution, only an agent that reaches the goal receives the reward.

Figures 2 and 3 shows the variation of steps that the agent reaches the goal. As shown in Fig.2, the agent in the proposed method reached the goal in 11 steps at the 1000000th trial, and the agent in the method without reward redistribution reached the goal in 60 steps. In the same way, in Fig.3, the agent in the proposed method reached the goal in 10 steps at the 1000000th trial, and the agent in the method without reward redistribution reached the goal in 12 steps. As shown in Figs.2 and 3, the proposed method can learn faster than the method without reward redistribution. This is because that the proposed method can learn the agent push the switch by the reward redistribution.

2) Comparison with Method with Reward Redistribution: Here, we compared the proposed method with the method with reward redistribution. In the method with reward redistribution, the agent that reaches the goal gives a half of the reward to the agent that pushes the switch.

Figures 4 and 5 show the variations of steps that the agent reaches the goal. As shown in Fig.4, the agent in the proposed
3) Trained Actions in Proposed Method: Figure 6 shows the trained actions in the proposed method. As shown in this figure, the agent that arrives at the fork in the path first pushes the switch, and the agent that arrives there later goes to the goal.

B. Path Finding Problem (Three Agents)

We applied the proposed method to the path finding problem of three agents. Figure 1 (b) shows the map which was used in the experiment.

In Fig.1 (b), white squares show the floor, black squares show wall, A, B and C show the start points of the agents A, B and C, and G shows the goal. T1 and T2 are the switches, and \( \times \) shows the obstacle which disappears when an agent reaches T. Each agent can move up/down/left/right, or stay.

method reached the goal in 11 steps at the 1000000th trail, and the agent in the method with reward redistribution reached the goal in 12 steps. In the same way, in Fig.5, the agent in the proposed method reached the goal in 10 steps at the 1000000th trail, and the agent in the method with reward redistribution reached the goal in 11 steps.

As shown in Figs.4 and 5, the proposed method can learn fast as the method with reward redistribution. So, we can see that the agents can decide how much reward to which agent to give in the proposed method.

1) Comparison with Method without Reward Redistribution: Here, we compared the proposed method with the method without reward redistribution. In the method without reward redistribution, only an agent that reaches the goal receives the reward.

Figures 7 and 8 show the variation of steps that the agent reaches the goal. As shown in Fig.7, the agent in the proposed method reached the goal in 48 steps at the 1000000th trail, and the agent in the method without reward redistribution reached the goal in 103 steps. In the same way, in Fig.8, the agent in the proposed method reached the goal in 18 steps at the 1000000th trail, and the agent in the method without reward redistribution reached the goal in 46 steps.

As shown in Figs.7 and 8, the proposed method can learn faster than the method without reward redistribution. This is because that the proposed method can learn the agent pushes the switch by the reward redistribution.

2) Comparison with Method with Reward Redistribution: Here, we compared the proposed method with the method with reward redistribution. In the method with reward redistribution, the agent that reaches the goal gives a half of the reward to the agent that pushes the switch T1, and the agent that reaches the switch T1 gives a half of the reward to the agent that pushes the switch T2.

Figures 9 and 10 show the variations of steps that the agent reaches the goal. As shown in Fig.9, the agent in the proposed method reached the goal in 35 steps at the 1000000th trail, and the agent in the method with reward redistribution reached the goal in 10 steps. In the same way, in Fig.10, the agent in the proposed method reached the goal in 18 steps at the 1000000th trail, and the agent in the method with reward redistribution reached the goal in 11 steps.
C. Transportation Problem (Two Agents)

We applied the proposed method to the transportation problem. Figure 11 shows the map which was used in the experiment.

In Fig. 11, white squares show the floor, black squares show wall. A and B show the start points of the agents A and B, S is the load depot (five loads are there), and G is the goal. Each agent can move up/down/left/right, pass a load to the other agent, or stay.

1) Comparison with Method without Reward Redistribution: Here, we compared the proposed method with the method without reward redistribution. In the method without reward redistribution, only an agent that reaches the goal with a load receive the reward.

Figures 12 and 13 show the variation of steps that the agent reaches the goal. As shown in Fig. 12, the agent in the proposed method reached the goal in 23 steps at the 1000000th trail, and the agent in the method without reward redistribution reached 2332 steps. 

Fig. 11. Map in Transportation Problem.

Fig. 12. Variation of Steps (Profit Sharing) (4).

Fig. 13. Variation of Steps (Q-learning) (5).
the goal in 118 steps. In the same way, in Fig. 13, the agent in the proposed method reached the goal in 22 steps at the 1000000th trail, and the agent in the method without reward redistribution reached the goal in 26 steps.

2) Comparison with Method with Reward Redistribution: Figures 14 and 15 show the variations of steps that the agent reaches the goal. As shown in Fig. 14, the agent in the proposed method reached the goal in 24 steps at the 1000000th trail, and the agent in the method with reward redistribution reached the goal in 24 steps. In the same way, in Fig. 15, the agent in the proposed method reached the goal in 22 steps at the 50000th trail, and the agent in the method with reward redistribution reached the goal in 25 steps.

3) Trained Actions in Proposed Method: Figure 16 shows the trained actions in the proposed method.

IV. CONCLUSION

In this paper, we have proposed the method for generating roles by redistribution of reward between agents in reinforcement learning of multiagent system. In the proposed method, there are two kinds of reward; (1) reward obtained from environment when agents reach the goal and (2) reward received from other agents. Agents can learn actions to work cooperatively with other agents by the reward received from other agents, and the roles of agents are generated. In the proposed method, agents can decide how much reward to which agent to give from the obtained reward by using the history that records actions at the time when the change of environment are recognized. We carried out computer experiments for two tasks; (1) path finding problem and (2) transportation problem, and confirmed that roles of agents are generated by redistribution of reward between agents in the proposed method. Moreover, we confirmed that the proposed method can learn as similar as when the designer decides conditions for redistribution of reward.
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