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The Electric Vehicle Routing Problem with Time Windows and Recharging Stations

Abstract

Driven by new laws and regulations concerning the emission of greenhouse gases, carriers are starting to use battery electric vehicles (BEVs) for last-mile deliveries. The limited battery capacities of BEVs necessitate visits to recharging stations during delivery tours of industry-typical length, which have to be considered in the route planning in order to avoid inefficient vehicle routes with long detours. We introduce the Electric Vehicle Routing Problem with Time Windows and Recharging Stations (E-VRPTW), which incorporates the possibility of recharging at any of the available stations using an appropriate recharging scheme. Furthermore, we consider limited vehicle freight capacities as well as customer time windows, which are the most important constraints in real-world logistics applications. As solution method, we present a hybrid heuristic, that combines a Variable Neighborhood Search algorithm with a Tabu Search heuristic. Tests performed on newly designed instances for the E-VRPTW as well as on benchmark instances of related problems demonstrate the high performance of the heuristic proposed as well as the positive effect of the hybridization.

1 Introduction

In recent years, the greenhouse effect has become a hot political topic worldwide and laws and regulations to reduce greenhouse gas pollution have already been passed or are currently under debate. For example, to stop the increasing emissions of light commercial vehicles (<3.5t), EU regulation No 510/2011 imposes a penalty of 95 Euro for each gram CO₂/km above 147 g CO₂/km of the manufacturers’ average emissions starting in 2020 (European Parliament and European Council 2011). The white book of the European Commission even envisages a mostly emission-free city logistics until 2030 (European Comission 2011).

Such political decisions and visions have a strong effect on the logistics industry. Many logistics companies have already started to establish “Green Logistics” projects to reduce CO2 emissions. Often, their first step is an increased application of optimization methods to improve route planning, which helps to decrease the traveled distance of their vehicles and hence emissions. However, this generally yields a decline of emissions of only a few percent and the emission level of their trucks and vans remains on a high level.

A more promising alternative is the use of battery electric vehicles (BEVs), which EU regulation No 510/2011 defines to have zero emissions. BEVs failed in earlier years due to exorbitant battery prices and very short driving ranges. However, as BEVs have become one of the major research areas in the automotive sector and more and more BEVs are developed, the magnitude of these problems diminishes. In the small package shipping (SPS) industry, several big companies, like DHL, UPS, DPD and Japan Post, already started using BEVs for last-mile deliveries from depots to customers, in particular in urban areas. This causes new challenges for an efficient route planning due to several specifics of BEVs. For example, the maximum driving range of BEVs is still not sufficient to perform the typical delivery tours of a small package shipper in one run. Since reducing the number of deliveries performed by one vehicle is clearly not a profitable option, visits to recharging stations along the routes are required. The number
of available recharging stations is still relatively scarce, which might lead to long detours if the recharging requirements are not integrated into the route planning.

Route planning issues of logistics companies are generally represented as Vehicle Routing Problem (VRP), which seeks to minimize transportation costs for visiting customers, while every customer is visited exactly once and routes start and end at one depot. The original VRP was introduced by Dantzig and Ramser (1959) and over the years, many varieties and extensions of the VRP have been proposed to incorporate real-world constraints and conditions. Two of the most widely studied extensions are the Capacitated VRP (CVRP), where vehicles have a limited freight capacity and the VRP with Time Windows (VRPTW), where customers have to be reached within a specified time interval (Laporte 2009, Nagata et al. 2010). However, to the best of our knowledge, only one routing model that considers recharging stations exists. Erdogan and Miller-Hooks (2012) propose the Green VRP (G-VRP), a routing model for Alternative Fuel Vehicles (AFVs). The G-VRP considers a limited fuel capacity of the vehicles and the possibility to refuel at Alternative Fuel Stations (AFSs). For each refueling as well as for each customer visit, a fixed service time is considered and the maximum duration of a route is restricted.

Logistics providers using BEVs for last-mile deliveries require the incorporation of their most important practical constraints into routing models for electric vehicles. First, vehicle capacity restrictions have to be considered for a significant share of delivery operations. Second, many companies, e.g., in the SPS sector, face a high percentage of time-definite deliveries, which makes the integration of customer time windows into the routing model a necessity. The second aspect is especially interesting as recharging times for BEVs cannot be assumed to be fixed but depend on the current battery charge of the vehicle when arriving at the recharging station. Moreover, recharging operations take a significant amount of time, especially compared to the relatively short customer service times of SPS companies, and thus clearly affect the route planning.

In this paper, we introduce the Electric Vehicle Routing Problem with Time Windows and Recharging Stations (E-VRPTW), which incorporates the possibility of recharging at any of the available stations using an appropriate recharging scheme, i.e., recharging times depend on the battery charge of the vehicle on arrival at the station. Moreover, the most important practical requirements of logistics providers using BEVs, namely capacity constraints on vehicles and customer time windows are included. E-VRPTW aims at minimizing the number of employed vehicles and total traveled distance.

As E-VRPTW extends the well-known VRPTW, the high complexity of the problem renders exact solution methods inadequate for solving realistically sized problem instances (Baldacci et al. 2012). To solve E-VRPTW, we develop a hybrid metaheuristic, which combines a Variable Neighborhood Search (VNS) heuristic with a Tabu Search (TS) method for the intensification phase of the VNS. In numerical studies, we prove the quality and efficiency of our VNS/TS on test instances of related problems, namely the G-VRP and the Multi-Depot VRP with Inter-Depot Routes (MDVRPI). Moreover, we design two sets of benchmark instances for E-VRPTW: A set of small-sized instances that we can solve exactly with the optimization software CPLEX in order to assess the performance of VNS/TS on E-VRPTW and a set of more realistically sized instances, on which we study the effectiveness of every component of our hybrid solution method.

The paper is organized as follows. In Section 2, a review of related literature is presented. In Section 3, we introduce the notation in detail and provide a mixed-integer linear programming formulation of E-VRPTW. Section 4 describes the VNS/TS hybrid for solving E-VRPTW. Experimental results obtained on newly designed E-VRPTW instances as well as on benchmark sets of related problems are presented in Section 5. Section 6 gives a short summary and conclusion of the paper.
2 Literature Review

In this section, we briefly review the literature related to the problem addressed in this paper. The use of BEVs requires the integration of distance constraints depending on battery charge. Distance constraints in order to include working hour restrictions by assuming the duration to be related to route length by an average speed are quite common in VRPs. Due to the widespread availability of petrol stations and the large cruising range of gasoline powered vehicles, distance constraints, however, have scarcely attracted interest as pure range (fuel) constraints. Some works on military issues propose concepts to extend the length of vehicle chains when fuel can be transferred between vehicles (Mehrez and Stern 1985, Melkman et al. 1986).

E-VRPTW extends the VRPTW, which is probably the most studied VRP variant in the last two decades. In the VRPTW, service at a customer has to start within a given time interval, which is a highly relevant constraint in real-world routing applications (see, e.g., Bräysy and Gendreau 2005a). Numerous heuristic solution methods has been proposed to solve the VRPTW. Among the best performing are the edge-assembly memetic algorithm of Nagata et al. (2010), the branch-and-price based large neighborhood search of Prescott-Gagnon et al. (2009) and the reactive VNS of Bräysy (2003). For state-of-the-art reviews of heuristic and exact methods for VRPTW, we refer the reader to Gendreau and Tarantilis (2010) and Baldacci et al. (2012).

Another problem that is closely related to E-VRPTW is an extension of the Multi-Depot VRP (MDVRP) described in Crevier et al. (2007). The MDVRP itself is a well-known VRP variant, where vehicles are located at several locally disperse depots and each route has to end at the depot it originated from. The extension by Crevier et al. (2007) is called MDVRP with Inter-Depot Routes (MDVRPI) and is motivated by the deliveries of a grocery in Montreal. The model considers intermediate depots at which vehicles can be replenished with goods during the course of a route. To solve the MDVRPI, Crevier et al. (2007) present a heuristic procedure that combines ideas from adaptive memory programming, described in Rochat and Taillard (1995), TS and integer programming. More precisely, the problem is split into three subproblems: an MDVRP, a VRP and an inter-depot subproblem, for which solutions are determined by means of a TS heuristic and saved in a solution pool. The generated routes are subsequently merged by means of a set-partitioning algorithm, followed by an improvement phase. Although the multi-depot case is described, all proposed benchmark instances consider only one depot at which the vehicle fleet is stationed.

Therefore, Tarantilis et al. (2008) rename the problem to VRP with Intermediate Replenishment Facilities (VRPIRF). They propose a hybrid guided local search heuristic that follows a three-step procedure. First, an initial solution is constructed by means of a cost-savings heuristics. Second, a VNS algorithm is applied using a TS in the local search phase, instead of a greedy procedure. Third, the solution is further improved by means of a guided local search. In numerical tests performed on available benchmark instances, the heuristic clearly outperforms the solution procedure proposed by Crevier et al. (2007). In addition, they present 54 new benchmark instances with up to 175 customers. Problems similar to VRPIRF arise in the collection of waste, for example, described by Kim et al. (2006). In this context, however, the objective is not only to minimize travel distance but also to balance the workload among the vehicles and to obtain a high route compactness.

Relatively few literature has been published on optimization problems related to alternative fuels. Most articles deal with the question how to place refueling stations in an infrastructure-oriented context, either for refueling vehicles using compressed natural gas (CNG) (Boostani et al. 2010) or electricity (Qiu et al. 2011). The development of an infrastructure consisting of refueling stations, differing in terms of refueling speed and capacity, has been realized to be crucial for the promotion of AFVs. The models usually use a node or flow-based set covering problem to determine the optimal number and location of the refueling stations. To model the fuel demand for short-distance trips in urban areas, customers are usually aggregated to nodes and a node-based formulation is used. Considering long-distance trips within the location
decision, the flow between origin-destination pairs is used as a measure for the demand (Wang and Lin 2009, Wang and Wang 2010).

Other work concentrates on finding the energy shortest path from a given origin to a destination, which can, e.g., be used in navigation systems. Given a battery capacity, the objective is to maximize the energy level at the destination while positive arcs represent energy consumption and negative arcs recuperation (Artmeier et al. 2010). Wang and Shen (2007) propose a scheduling problem for electric buses, called Vehicle Scheduling Problem with Route and Fueling Time Constraints. They assign timetabled trips, that are known in advance, to buses with the objective of minimizing total idle time. The travel range is limited by the vehicle’s charge so every vehicle has to be recharged after several trips.

Finally, we are aware of three publications that explicitly consider the specific characteristics of alternative fuels and adopt them to VRPs. Gonçalves et al. (2011) consider a VRP with Pickup and Delivery (VRPPD) with a mixed fleet that consists of BEVs and vehicles using internal-combustion engines. The objective is to minimize total costs, which consist of vehicle-related fixed and variable costs. They consider time and capacity constraints and assume a time for recharging the BEVs, which they calculate from the total distance travelled and the range using one battery charge. However, they do not incorporate the actual location of recharging stations into their model. Thus, they basically propose a mixed-fleet VRPPD with an additional distance-dependent time variable.

To the best of our knowledge, Erdogan and Miller-Hooks (2012) are the first to combine a VRP with the possibility of refueling a vehicle at a station along the route. They are mainly motivated by vehicle fleets operating on a wide geographical region and driving with biodiesel, liquid natural gas or CNG. For these fuels only a limited refueling infrastructure exists, but refueling times may be assumed to be fixed. The proposed G-VRP considers a maximum route duration and fuel constraint. Fuel is consumed with a given rate per traveled distance and can be replenished at AFS. In principle, the G-VRP is modeled as an extension to the MDVRPI and Erdogan and Miller-Hooks (2012) propose two heuristics to solve the new problem. The first heuristic is a Modified Clarke and Wright Savings algorithm (MCWS) which creates routes by establishing feasibility through the insertion of AFSs, merging feasible routes according to savings and removing redundant AFSs. The second heuristics is a Density-Based Clustering Algorithm (DBCA) based on a cluster-first and route-second approach. The DBCA forms clusters of customers such that every vertex within a given radius contains at least a predefined number of neighbors. Subsequently, the MCWS algorithm is applied on the identified clusters. For the numerical studies, Erdogan and Miller-Hooks (2012) design two sets of problem instances. The first consists of 40 small-sized instances with 20 customers and the second involves 12 instances with up to 500 customers.

3 The Electric Vehicle Routing Problem with Recharging Stations and Time Windows (E-VRPTW)

Let $V$ be a set of vertices with $V = I \cup F'$, where $I$ denotes the set of customers and $F'$ a set of dummy vertices generated to permit several visits to each vertex in the set $F$ of recharging stations. Further, let $v_0$ and $v_{n+1}$ denote instances of the same depot, where every route starts at $v_0$ and ends at $v_{n+1}$ and let the indices 0 and $n+1$ indicate that a set contains the respective instance of the depot, e.g., $V_0 = V \cup \{v_0\}$. Then E-VRPTW can be defined on a complete directed graph $G = (V_0,n+1,A)$, with the set of arcs $A = \{(i,j) \mid i,j \in V_0,n+1, i \neq j\}$. With each arc, a distance $d_{ij}$ and a travel time $t_{ij}$ are associated. Each traveled arc consumes the amount $r \cdot d_{ij}$ of the remaining battery charge of the vehicle traveling the arc, where $r$ denotes the constant charge consumption rate.

At the depot, a set of homogeneous vehicles with a maximal capacity of $C$ are positioned. Each vertex $i \in V_0,n+1$ is assigned a positive demand $q_i$, which is set to 0 if $i \notin I$. Moreover,
each vertex $i \in V_{0,n+1}$ has a time window $[e_i, l_i]$ and all customers $j \in I$ have an associated service time $s_j$. Service cannot begin before $e_i$, which might cause waiting time, and is not allowed to start after $l_i$ but might end later. At a recharging station, the difference between the present charge level and the battery capacity $Q$ is recharged with a recharging rate of $g$, i.e., the recharging time incurred depends on the fuel level of the vehicle when arriving at the respective station.

Instead of a three-index formulation, we use decision variables associated with vertices to keep track of vehicle states, thus keeping the number of required variables low. Variable $\tau_j$ specifies the time of arrival, $u_j$ the remaining cargo and $y_j$ the remaining charge level on arrival at vertex $j \in V_{0,n+1}$. The decision variables $x_{ij} \mid i \in V_0, j \in V_{n+1}, i \neq j$ are binary and equal 1 if an arc is traveled and 0 otherwise.

The objective function of E-VRPTW is hierarchical. As commonly done for vehicle routing problems with time window constraints (see, e.g., Bräysy and Gendreau 2005b), our first objective is to minimize the number of vehicles, i.e., a solution with less vehicles is always superior. The second objective is to minimize the total traveled distance.

The mathematical model of E-VRPTW is formulated as mixed-integer program as follows:

\[
\begin{align*}
\text{min } & \sum_{i \in V_0, j \in V_{n+1}, i \neq j} d_{ij} x_{ij} \quad (1) \\
& \sum_{j \in V_{n+1}, i \neq j} x_{ij} = 1 \quad \forall i \in I \quad (2) \\
& \sum_{j \in V_{n+1}, i \neq j} x_{ij} \leq 1 \quad \forall i \in F' \quad (3) \\
& \sum_{i \in V_{n+1}, i \neq j} x_{ji} - \sum_{i \in V_0, i \neq j} x_{ij} = 0 \quad \forall j \in V \quad (4) \\
& \tau_i + (t_{ij} + s_i) x_{ij} - l_0(1-x_{ij}) \leq \tau_j \quad \forall i \in I_0, \forall j \in V_{n+1}, i \neq j \quad (5) \\
& \tau_i + t_{ij} x_{ij} + g(1-y_i)(1-x_{ij}) \leq \tau_j \quad \forall i \in I', \forall j \in V_{n+1}, i \neq j \quad (6) \\
& e_j \leq \tau_j \leq l_j \quad \forall j \in V_{0,n+1} \quad (7) \\
& 0 \leq u_j = q_i x_{ij} + C(1-x_{ij}) \quad \forall i \in V_0, \forall j \in V_{n+1}, i \neq j \quad (8) \\
& 0 \leq u_0 \leq C \quad (9) \\
& 0 \leq y_j \leq y_i - (r \cdot d_{ij}) x_{ij} + Q(1-x_{ij}) \quad \forall j \in V_{n+1}, \forall i \in I, i \neq j \quad (10) \\
& 0 \leq y_j \leq Q - (r \cdot d_{ij}) x_{ij} \quad \forall j \in V_{n+1}, \forall i \in F', i \neq j \quad (11) \\
& x_{ij} \in \{0,1\} \quad \forall i \in V_0, j \in V_{n+1}, i \neq j \quad (12)
\end{align*}
\]

The objective function is defined in (1). Constraints (2) enforce the connectivity of costumers and Constraints (3) handle the connectivity of visits to recharging station. Constraints (4) establish flow conservation by guaranteeing that at each vertex, the number of incoming arcs is equal to the number of outgoing arcs. Constraints (5) guarantee time feasibility for arcs leaving customers and the depot, Constraints (6) do the same for arcs leaving recharging visits. As mentioned above, recharge times are for a complete recharge with rate $g$ from the charge level $y_i$ on arrival up to the maximum battery capacity $Q$. Constraints (7) ensure that every vertex is visited within its time window. Further, Constraints (5) - (7) prevent the formation of subtours. Constraints (8) and (9) guarantee demand fulfillment at all customers by assuring a non-negative cargo load upon arrival at any vertex. Finally, Constraints (10) and (11) ensure that the battery charge never falls below zero.

4 A Hybrid VNS/TS Solution Method for the E-VRPTW

As solution method for E-VRPTW, we use a combination of VNS and TS, a hybrid that has already proven its performance on routing and related problems (see, e.g., Melechovsky et al.
1: $\mathcal{N}_\kappa \leftarrow$ set of VNS neighborhood structures for $\kappa = 1, \ldots, \kappa_{\text{max}}$

2: Generate initial solution $S$

3: $\kappa \leftarrow 1$

4: $i \leftarrow 0$

5: feasibilityPhase $\leftarrow$ true

6: while feasibilityPhase $\lor$ ($\neg$ feasibilityPhase $\land i < \eta_{\text{dist}}$) do

7: $S' \leftarrow$ random point $\in \mathcal{N}_\kappa(S)$

8: $S'' \leftarrow$ best solution after $\eta_{\text{tabu}}$ iterations of tabu search with $S'$ as initial solution

9: if acceptSA($S''$, $S$) then

10: $S \leftarrow S''$

11: $\kappa \leftarrow 1$

12: else

13: $\kappa \leftarrow \kappa + 1$

14: end if

15: if feasibilityPhase then

16: if $\neg$ feasible($S$) then

17: if $i = \eta_{\text{feas}}$ then

18: addVehicle($S$)

19: $i \leftarrow -1$

20: end if

21: else

22: feasibilityPhase $\leftarrow$ false

23: $i \leftarrow -1$

24: end if

25: end if

26: $i \leftarrow i + 1$

27: end while

Figure 1: Overview of our VNS/TS algorithm for solving E-VRPTW.

2005, Tarantilis et al. 2008). VNS, proposed by Mladenović and Hansen (1997), is an effective metaheuristic performing local search on increasingly larger neighborhoods in order to efficiently explore the solution space and to avoid getting stuck in local optima. It has successfully been applied to a variety of combinatorial optimization problems, among them routing problems like VRPTW with single or multiple depots (Bräysy 2003, Polacek et al. 2004).

TS is a powerful metaheuristic, which guides local search heuristics to search a solution space economically and effectively (Glover and Laguna 1997). Starting from an initial solution, the best non-tabu move is conducted at each iteration. The diversification of the search is obtained by integrating a memory structure called tabu list, which prevents the search heuristic from cycling. TS methods have provided near-optimal solution qualities and proved their efficiency for many combinatorial optimization problems (Gendreau and Potvin 2010).

Figure 1 presents our solution method in pseudocode. After a preprocessing step removing infeasible arcs, we generate an initial solution $S$ with a given number of vehicles as described in Section 4.1. Infeasible solutions are allowed during the search and evaluated based on a penalizing cost function (see Section 4.2). We first perform a feasibility phase during which the number of vehicles is increased after no feasible solution has been found for a given number of $\eta_{\text{feas}}$ iterations. After a feasible solution is found, another $\eta_{\text{dist}}$ iterations are performed to improve traveled distance.

The search is guided by a VNS component described in Section 4.3. It uses the current VNS neighborhood $\mathcal{N}_\kappa$ to generate a random perturbation which serves as initial solution for $\eta_{\text{tabu}}$ iterations of the TS phase (Section 4.4). The acceptance criterion of the VNS is based on Simulated Annealing (SA).

### 4.1 Preprocessing and Generation of Initial Solution

As commonly done, we apply a preprocessing step to remove infeasible arcs (see, e.g., Psaraftis 1983, Savelsbergh 1985). Arc $(v, w)$ connecting vertices $v$ and $w$ can be removed from the set
of possible arcs if one of the following inequalities holds:

\[ q_v + q_w \geq C \]  \quad \forall v, w \in I \quad (13)

\[ e_v + s_v + t_{vw} \geq t_w \]  \quad \forall v \in V_0, \forall w \in V_{n+1} \quad (14)

\[ e_v + s_v + t_{vw} + s_w + t_{wn+1} \geq l_0 \]  \quad \forall v \in V_0, w \in V \quad (15)

\[ r(d_{jv} + d_{vw} + d_{wi}) \geq Q \]  \quad \forall v, j \in V_0, \forall w, i \in V_{n+1} \quad (16)

Equation (13) - (15) are well-known preprocessing steps that base on capacity and time window violations. Equation (16) is problem-specific and refers to violations of the battery capacity. If the charge consumption of traveling an arc and traveling to and from that arc to any station or the depot is higher than the battery capacity, this arc can be labelled infeasible. Numerical studies showed that this preprocessing step is able to strongly reduce the number of feasible arcs on our E-VRPTW test instances.

We construct an initial solution similar to the approach proposed in Cordeau et al. (2001). First, all customers are sorted in increasing order of the angle between the depot, a randomly chosen point and the customer. Then, customers are iteratively inserted into the active route at the position causing minimal increase in traveled distance until a violation of capacity or battery capacity occurs. If a violation occurs, we activate a new route until at most the predefined number of routes are opened. The battery capacity violation is determined under the assumption that no recharging possibility exists. To consider time window requirements, a customer is only allowed to be inserted between successive vertices \( i, j \) if \( e_i \leq e_u \leq e_j \). This rule helps to keep time windows but feasibility is only guaranteed concerning capacity and battery capacity for all routes but the last.

### 4.2 Generalized Cost Function

As commonly done in literature, our solution methods allows infeasible solutions during the search process. A solution is evaluated by means of the following generalized cost function:

\[
F(S) = L(S) + \alpha P_{\text{cap}}(S) + \beta P_{\text{tw}}(S) + \gamma P_{\text{batt}}(S) + P_{\text{div}}(S),
\]

where \( L(S) \) denote the total traveled distance, \( P_{\text{cap}}(S) \) the total capacity violation, \( P_{\text{tw}}(S) \) the time window violation, \( P_{\text{batt}}(S) \) the battery capacity violation, \( P_{\text{div}}(S) \) a diversification penalty and \( \alpha, \beta \) and \( \gamma \) are factors weighting the violations. The penalty factors are dynamically updated between a given lower and upper bound. In order to balance between diversification and intensification, they are increased by a factor \( \delta \) after the respective constraint has been violated for a certain number of iterations and divided by \( \delta \) if the respective constraint was satisfied.

In the following, we describe the efficient calculation of the constraint violations. Let the sequence \( v(k) = (v_0, v_1, ..., v_n, v_{n+1}) \) contain all ordered vertices of route \( k \). Then, the capacity violation of route \( k \) can be calculated as

\[
P_{\text{cap}}(k) = \max\{ \sum_{i \in v(k)} d_i - C, 0 \},
\]

where \( v(k) \) refers to the set of customers in route \( k \). The total capacity penalty of a solution \( S \) is calculated by adding the individual violations of all routes \( m \):

\[
P_{\text{cap}}(S) = \sum_{k=1}^{m} P_{\text{cap}}(k)
\]

By saving forward and backward capacity requirements for each vertex (see, e.g., Kindervater and Savelsbergh 1997, Ibaraki et al. 2005), we are able to calculate the change in capacity.
violation in constant time $O(1)$ for all neighborhood operators of our TS method, which are introduced in Section 4.4.

To calculate battery capacity violations, we define the following two variables: $\Upsilon^\rightarrow_{v_i}$ contains the battery charge that is needed to travel from the last visit to a recharging station or the depot to vertex $v_i$ and $\Upsilon^\leftarrow_{v_i}$ is the battery charge that is needed from $v_i$ to the next recharging station or the depot:

$$\Upsilon^\rightarrow_{v_i} = \begin{cases} r \cdot d_{v_i-1,v_i} & \text{if } v_i-1 \in F'_0 \\ \Upsilon^\rightarrow_{v_i-1} + r \cdot d_{v_i-1,v_i} & \text{otherwise} \end{cases} \quad (i = 1, \ldots, n + 1)$$

$$\Upsilon^\leftarrow_{v_i} = \begin{cases} r \cdot d_{v_i,v_i+1} & \text{if } v_i+1 \in F'_{n+1} \\ \Upsilon^\leftarrow_{v_i+1} + r \cdot d_{v_i,v_i+1} & \text{otherwise} \end{cases} \quad (i = 0, \ldots, n)$$

The battery capacity violation of a route $k$ can then be calculated by adding the individual violations at every visit to a recharging station and on return to the depot:

$$P_{\text{batt}}(k) = \sum_{v_i \in v(k) \cap F'_{n+1}} \max\{\Upsilon^\rightarrow_{v_i} - Q, 0\}$$

Using the presented variables, changes in battery capacity violation can be calculated in $O(1)$ for all of the neighborhood operators described in Section 4.4.

To calculate time window violations, we adapt the time window handling approach described in Nagata et al. (2010) and enhanced by Schneider et al. (2012) to E-VRPTW. The approach bases on the notion of time travel, i.e., the calculation of the violation at a customer that follows a customer with a time window violation is executed as if a travel back in time to the latest feasible arrival time at the preceding (violating) customer had taken place. By putting a penalty only on the first vertex where a time window is violated instead of propagating the violation along the entire route, the approach avoids penalizing good customer sequences only because they occur after a time window violation. Another important advantage of the approach is that potential time window violations for inter-route moves can be calculated in $O(1)$ for most classical neighborhood structures.

More precisely, by storing forward and backward time window penalty slacks, it is possible to calculate in constant time the time window penalties of a route $k_1 = (0, \ldots, u, w, \ldots, 0)$ that is constructed from two partial routes $(0, \ldots, u)$ and $(w, \ldots, 0)$ or of a route $k_2 = (0, \ldots, u, v, w, \ldots, 0)$ that is constructed by inserting a vertex $v$ between two partial routes $(0, \ldots, u)$ and $(w, \ldots, 0)$. This is not always possible if recharging stations are present as the recharging time at a station depends on the battery charge, which itself depends on the traveled distance to the recharging station. If the partial route $(w, \ldots, 0)$ contains a recharging station $\vartheta$, i.e., $(w, \ldots, \vartheta, \vartheta + 1, \ldots, 0)$, slack variables have to be recalculated by traversing the partial route $(w, \ldots, \vartheta + 1)$ for $k_1$ and the partial route $(v, \ldots, \vartheta + 1)$ for $k_2$. Note that a recharging station in the first partial route $(0, \ldots, u)$ or the vertex to insert $v$ being a recharging station does not necessitate a recalculation.

### 4.3 The Variable Neighborhood Search Component

Within our hybrid VNS/TS heuristic, the VNS component is mainly used to diversify the search in a structured way. To explain the functionality of our VNS, we first briefly sketch a standard VNS procedure. Subsequently, we detail the specific characteristics of our implementation.

A general VNS algorithm works as follows: Given a predefined set of neighborhood structures and the current best solution $S$, VNS randomly generates a neighboring solution $S'$ in the shaking phase by means of the neighborhood structure $N_\kappa$. Next, a greedy local search is applied on $S'$ to determine the local minimum $S''$. If $S''$ improves on the current best solution $S$, the VNS algorithm accepts the solution $S''$ and restarts with neighborhood $N_1$ and the new starting solution $S''$. By contrast, if $S''$ is worse than the incumbent best solution, $S''$ is refused.
In this case, VNS performs a random perturbation move according to the next more distant neighborhood structure \( N_{\kappa+1} \), starting again with \( S \).

In our hybrid VNS/TS algorithm, the shaking phase is equal to the standard VNS approach, but the intensification phase as well as the acceptance criterion clearly differs. In the following, we detail the shaking phase, the local search phase and the acceptance criterion used in the VNS component of our hybrid heuristic.

In every iteration our VNS performs a random perturbation move according to the predefined neighborhood structure \( N_\kappa \). Our neighborhood structures are all defined by means of the cyclic-exchange operator. In the cyclic-exchange, introduced by Thompson and Orlin (1989), Thompson and Psaraftis (1993), customer sequences of arbitrary length are simultaneously transferred between routes. Our \( \kappa \) neighborhood structures, shown in Table 1, are defined according to the following parameters: The number of routes which built the cycle is equal to \#Rts. In each route \( k \), we randomly select the number of successive vertices that form the translocation chain in the interval \([0, \min\{\Gamma_{max}, n_k\}]\), where \( n_k \) denotes the number of customers and stations contained in \( k \). The initial vertex of a chain is randomly chosen in each route. Cyclic-exchange, or a variant that is restricted to two routes, called cross-exchange, are commonly used in the perturbation phase of VNS-algorithms (see, e.g, Polacek et al. 2004, Hemmelmayr et al. 2009).

In the local search phase, we improve the randomly generated solution \( S' \) by means of our TS heuristic, detailed in Section 4.4. The search stops after \( \eta_{tabu} \) iterations. Note that the perturbation move is added to the general tabu list to prevent its reversal. Subsequently, we compare the best solution found during the local search \( S'' \) to the initial solution \( S \). Instead of accepting only improving solutions, we use an acceptance criterion that is inspired by the metaheuristic SA (Kirkpatrick et al. 1983). This method has been successfully applied in several VNS approaches, for example, in Hemmelmayr et al. (2009) and Stenger et al. (2011).

To be more precise, improving solutions are always accepted, while we accept deteriorating solutions according to the Metropolis probability. Let \( f(\cdot) \) denote the objective function value, the probability of accepting solution \( S'' \) is calculated by \( e^{-\frac{f(S'') - f(S)}{\theta}} \). Variable \( \theta \) is a system parameter, that is called temperature. At the beginning of the search, the temperature is usually initialized to a high value \( \theta_{init} \), so that deteriorating solutions are often accepted, which helps to diversify the search. By continuously decreasing the temperature during the search, an intensification is achieved and, finally, only improving solutions are accepted. In our case, we set \( \theta_{init} \) in a way that a solution value \( f(S'') \), which is \( w_{SA} \) worse than \( f(S) \) is accepted with a probability of 50%. After every VNS iteration, the temperature is linearly decreased with a cooling factor \( \epsilon \) which is chosen such that the temperature is below 0.0001 during the last 20% of iterations.

4.4 The Tabu Search Component

The TS phase starts from the solution \( S' \) generated by the perturbation move of the VNS component. In each iteration, the composite neighborhood \( \mathcal{N}(S) \) of TS is generated by applying the following neighborhood operators on every arc in the list of generator arcs (cp. Toth and Vigo 2003): 2-opt*, relocate, exchange and a new, problem-specific operator called stationInRe. Each move is evaluated and the best non-tabu move is performed. A move is superior if it is

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>#Rts</th>
<th>( \Gamma_{max} )</th>
<th>( \kappa )</th>
<th>#Rts</th>
<th>( \Gamma_{max} )</th>
<th>( \kappa )</th>
<th>#Rts</th>
<th>( \Gamma_{max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>11</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>12</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>13</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>14</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>15</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: The \( \kappa \)-neighborhood structures used in the VNS defined by the number of involved route \#Rts and the maximum number of translocated vertices \( \Gamma_{max} \).
able to reduce the number of employed vehicles or if it has a lower cost function value calculated with Equation (17).

The 2-opt* operator is a modification of the 2-opt operator originally introduced in Lin (1965) and was specifically proposed for the VRPTW by Potvin and Rousseau (1995). It avoids the reversal of route directions by removing one arc from each route and reconnecting the first part of the first route with the second part of the second route and vice versa. We apply 2-opt* for inter-route moves and define the operator for moving recharging stations, i.e., we allow the removal and insertion of arcs including recharging stations. The relocate operator was introduced in Savelsbergh (1992) and removes one vertex from a route and inserts it into another route or a different position in the same route. Relocate is also defined for recharging station and applied as intra- and inter-route operator. The exchange operator, also introduced in Savelsbergh (1992), swapping the position of two vertices. The operator is applied for inter-route and intra-route moves, but is not defined for recharging stations, i.e., we exclude the swapping of a recharging station with a customer or another station.

As the name suggests, the stationInRe operator performs insertions and removals of recharging stations. The operator is defined for all generator arcs \((v, w)\), where either \(v\) or \(w\) is a recharging station. Let \(w^-\) denote the predecessor of vertex \(w\). If the arc \((v, w)\) is not part of the current solution, stationInRe performs an insertion as depicted in Figure 2(a). If the arc is already present, a recharging station is removed as shown in 2(b).

**Figure 2:** Insertion and removal of a recharging station with the stationInRe operator. Generator arcs are shown in bold and removed arcs as dashed lines.

We set every arc \(\xi\) that is deleted from the solution by the execution of a move tabu, i.e., we forbid the reinsertion of the arc into the solution for a specified number of iterations called tabu tenure. As station visits have a strong effect on charge levels and also on time windows due to recharging times incurred, we define the tabu attribute \((\xi, k, \mu, \zeta)\). It prohibits the insertion of arc \(\xi\) into route \(k\) between \(\mu\) and \(\zeta\), where \(\mu, \zeta \in F_{0,n+1}\) denote either a station or the depot. In this way, we allow the reinsertion of an arc into a different part of the route. The tabu tenure for each arc is randomly drawn from the interval \([\rho_{\min}, \rho_{\max}]\). The tabu status of a move can be lifted if a so-called aspiration criterion is met, in our case if a feasible new best solution is generated.

To further diversify the search, we adapt the continuous diversification mechanism presented in Cordeau et al. (2001) to E-VRPTW. Using the notation introduced above, we define vertex-based attributes \((u, k, \mu, \zeta)\) to describe that customer/station \(u\) is positioned between stations/depot \(\mu\) and \(\zeta\) in route \(k\). In this way, each solution \(S\) can be characterized by the attribute set \(B_{\text{vertex}}(S) = \{(u, k, \mu, \zeta)\}\). For each attribute, the frequency \(p_{uk\mu\zeta}\) of its addition to a solution in previous moves is memorized and used to penalize solutions according to the frequency of their attributes. Thus, we guide the search to explore the possibilities of using different stations and different positions of customers and stations (relative to other stations or the depot) within a route. A solution \(S\), which does not improve the overall best solution, is penalized by:

\[
P_{\text{div}}(S) = \lambda L(S) \sqrt{nm} \sum_{(u,k,\mu,\zeta) \in B_{\text{vertex}}(S)} p_{uk\mu\zeta},
\]

where \(\lambda\) is a parameter to control the amount of diversification and the scaling factor \(L(S) \sqrt{nm}\) establishes a relation between the diversification penalty and the traveled distance and the
investigated problem size with $n$ customers and $m$ vehicles. The TS procedure is stopped after $\eta_{tabu}$ iterations.

5 Numerical Experiments

In this section, we present the extensive numerical testing conducted to evaluate the performance of our hybrid VNS/TS method. The first study evaluates the performance of our VNS/TS on E-VRPTW instances. To be able to assess the solution quality, we use newly designed small instances which can be solved by means of the commercial solver CPLEX. In our second study, we analyze the efficiency of the algorithmic components of our hybrid heuristics, namely the VNS, TS and SA, on a set of medium-sized E-VRPTW instances, which we designed based on classical Solomon VRPTW instances. Finally, we demonstrate the strong performance concerning solution quality and runtime of our VNS/TS on available benchmark instances of the related problems MDVRPI and G-VRP.

The section is structured as follows. After a brief discussion of the chosen parameter setting in Section 5.1, we describe the tests performed on E-VRPTW benchmark instances in Section 5.2 and those performed on benchmark instances of related problems in Section 5.3.

5.1 Experimental Environment & Parameter Settings

All tests are performed on a desktop computer equipped with an Intel Core i5 processor with 2.67 GHz and 4 GB RAM, operating Windows 7 Professional. The VNS/TS is implemented as single-thread code in java. The parameters we used to generate the final results are provided in Table 2. The presented values are the result of intensive studies we conducted to fine-tune our algorithm. In the following, we briefly discuss only those parameters that have a strong effect on the performance of our algorithm.

<table>
<thead>
<tr>
<th>Phases</th>
<th>Penalties</th>
<th>Tabu list</th>
<th>Conti. Div.</th>
<th>VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{feas}$ 500</td>
<td>$\alpha_0, \beta_0, \gamma_0$ 10</td>
<td>$\rho_{min}$ 15</td>
<td>$\lambda$ 1.0</td>
<td>$\eta_{tabu}$ 100</td>
</tr>
<tr>
<td>$\eta_{dist}$ 200</td>
<td>$\alpha_{min}, \beta_{min}, \gamma_{min}$ 0.5</td>
<td>$\rho_{max}$ 30</td>
<td>$\delta$</td>
<td>$\eta_{penalty}$ 2</td>
</tr>
</tbody>
</table>

Table 2: Overview of the parameter settings chosen for the numerical studies.

During our testing, we observed that the values chosen for the initial penalty factors $\alpha_0, \beta_0, \gamma_0$ are crucial for the solution quality of our VNS/TS. In case of high values, the search often got stuck in low-quality local minima and required several iterations before continuing an effective search of solution space. By contrast, setting the initial value too low favors the acceptance of highly infeasible solutions, which also has a negative influence on the performance. We obtained best results with a value of 10, which seems a good compromise between diversification and intensification at the beginning of the search. During the search, the penalty factors are updated by multiplying or dividing by factor 1.2, while limiting the values to the interval [0.5, 5000].

Concerning the feasibility phase, the tests showed that if the VNS/TS is not able to find a feasible solution with the given number of vehicles in 500 VNS iterations, it is very unlikely that a feasible solution with this vehicle number is found in later iterations. The entire algorithm terminates after 200 additional distance minimization iterations as this resulted in a good trade-off between computing time and solution quality. Furthermore, the length of the tabu list clearly affected the performance of our algorithm. However, we were not able to find a unique value that performed well on all instances of the different benchmark sets that we solved. Instead, we achieved the overall best results by randomly selecting the length from the interval [15, 30] in each iteration.
5.2 Experiments on E-VRPTW Instances

As we are the first to study E-VRPTW, no benchmark instances for assessing solution methods for this problem exist. We design two new sets of benchmark instances, which we describe in Section 5.2.1. Section 5.2.2 presents the results of our testing on the generated instances.

5.2.1 Generation of E-VRPTW Benchmark Instances

We create two sets of benchmark instances for the E-VRPTW. A set of 56 large instances, each with 100 customers and 21 recharging stations, and a set of 36 small instances with 5, 10 and 15 customer per instance. All instances are created based on the benchmark instances for the VRPTW proposed by Solomon (1987). These instances are divided into 3 classes depending on the geographical distribution of the customer locations: Random customer distribution (R), clustered customer distribution (C) and a mixture of both (RC). Groups R1, C1 and RC1 have a short scheduling horizon, meaning that generally more vehicles are required to serve all customers than in R2, C2 and RC2, which have a long scheduling horizon. The instances within a group differ in terms of time window density and time window width. In the following, we detail the design of the large E-VRPTW instances based on the described VRPTW instances.

Given an original Solomon instance, we first determine the locations of the recharging stations. We locate one recharging station at the depot because a recharging possibility at the depot seems to be a reasonable claim. The location of the remaining 20 stations is determined in a random manner. However, we limit the possible locations such that the feasibility of the instance is guaranteed, i.e., that every customer can be reached from the depot using at most two different recharging stations.

The battery capacity is set to the maximum of the following two values: 1) 60% of the average route length of the best known solution to the corresponding VRPTW instance and 2) twice the amount of battery charge required to travel the longest arc between a customer and a station. This procedure ensures that instances with geographically disperse and remote customers stay feasible and, on the other hand, allows the formation of reasonable routes in instances with closely located customers. Furthermore, we thus guarantee that recharging stations have to be used. For the sake of simplicity, we set the consumption rate to 1.0. The inverse refueling rate is set to a value so that a complete refueling requires three times the average customer service time of the respective instance.

Since the limited battery capacity and the need for recharging along the routes lead to longer route durations, the customer time windows given in the original VRPTW instances have to be altered, as instances with tight time windows would otherwise become infeasible. To this end, we determine new time windows following the procedure described in Solomon (1987). For a detailed description of our instance design, we refer the reader to the following URL: http://evrptw.wiwi.uni-frankfurt.de, where the generated instances are also available for download.

To generate the set of small instances, we first generate 168 instances of three sizes (5, 10, 15 customers) by randomly drawing the respective number of customer from each of the large instances. The created instances are solved with our VNS/TS heuristic and the solutions are inspected. For each problem group and instance size, we select the two instances whose solution uses the highest number of recharging stations. In this way, we create $6 \cdot 3 \cdot 2 = 36$ small test instances.

5.2.2 Performance of VNS/TS on Small E-VRPTW Instances

We use the generated E-VRPTW test instances to analyze the performance of our VNS/TS heuristic on small E-VRPTW instances. To this end, we solve the instances with VNS/TS and compare the obtained results to the optimal (or near optimal) solution found by the commercial solver ILOG CPLEX 12.2, using the E-VRPTW formulation presented in Section 3. Table
3 provides an overview of the results. For both, CPLEX and our heuristic, we provide the number of vehicles required in column $m$ and the computing time in seconds in column $t(s)$. For the solutions obtained with CPLEX, the objective function value given in column $L_{\text{best}}(S)$ corresponds to the optimal solution, or the best upper bound found within 7200 seconds. For VNS/TS, this column provides the best solution found in 10 runs and column $\Delta$ denotes the gap to the solution found by CPLEX.

<table>
<thead>
<tr>
<th>CPLEX</th>
<th>VNS/TS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m$</td>
</tr>
<tr>
<td>C101C5</td>
<td>2</td>
</tr>
<tr>
<td>C103C5</td>
<td>1</td>
</tr>
<tr>
<td>C206C5</td>
<td>1</td>
</tr>
<tr>
<td>C208C5</td>
<td>1</td>
</tr>
<tr>
<td>R104C5</td>
<td>2</td>
</tr>
<tr>
<td>R105C5</td>
<td>2</td>
</tr>
<tr>
<td>R202C5</td>
<td>1</td>
</tr>
<tr>
<td>R203C5</td>
<td>1</td>
</tr>
<tr>
<td>RC105C5</td>
<td>2</td>
</tr>
<tr>
<td>RC108C5</td>
<td>1</td>
</tr>
<tr>
<td>RC204C5</td>
<td>1</td>
</tr>
<tr>
<td>RC205C5</td>
<td>1</td>
</tr>
<tr>
<td>C101C10</td>
<td>3</td>
</tr>
<tr>
<td>C104C10</td>
<td>2</td>
</tr>
<tr>
<td>C202C10</td>
<td>1</td>
</tr>
<tr>
<td>C205C10</td>
<td>2</td>
</tr>
<tr>
<td>R102C10</td>
<td>3</td>
</tr>
<tr>
<td>R103C10</td>
<td>2</td>
</tr>
<tr>
<td>R201C10</td>
<td>1</td>
</tr>
<tr>
<td>R203C10</td>
<td>1</td>
</tr>
<tr>
<td>RC102C10</td>
<td>4</td>
</tr>
<tr>
<td>RC108C10</td>
<td>3</td>
</tr>
<tr>
<td>RC201C10</td>
<td>1</td>
</tr>
<tr>
<td>RC205C10</td>
<td>2</td>
</tr>
<tr>
<td>C103C15</td>
<td>3</td>
</tr>
<tr>
<td>C106C15</td>
<td>3</td>
</tr>
<tr>
<td>C202C15</td>
<td>2</td>
</tr>
<tr>
<td>C208C15</td>
<td>2</td>
</tr>
<tr>
<td>R102C15</td>
<td>5</td>
</tr>
<tr>
<td>R105C15</td>
<td>4</td>
</tr>
<tr>
<td>R202C15</td>
<td>2</td>
</tr>
<tr>
<td>R209C15</td>
<td>2</td>
</tr>
<tr>
<td>RC103C15</td>
<td>4</td>
</tr>
<tr>
<td>RC108C15</td>
<td>3</td>
</tr>
<tr>
<td>RC202C15</td>
<td>2</td>
</tr>
<tr>
<td>RC204C15</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Comparison of results obtained with CPLEX and VNS/TS on the small-sized instances. $L_{\text{best}}(S)$ denotes the best found solution with the minimal number of vehicles $m$. $t(\text{s})$ denotes the total runtime in seconds. The maximum duration for CPLEX was set to 2 hours, so optimality is not guaranteed for CPLEX results which used the full time.

The results clearly show the ability of our VNS/TS heuristic to solve small E-VRPTW instances to optimality in only a few seconds. Independent of the instance structure or size, we always obtain the optimal solution, if CPLEX found an optimum within 7200s. For most of the 15-customer instances and one 10-customer instance, CPLEX was not able to provide the optimal solution. On those instances, we either found a solution equal to the upper bound provided by CPLEX or a better solution in one case.

5.2.3 Analyzing the Effect of the VNS/TS components

This section aims at demonstrating the positive effect achieved by the hybridization of VNS and TS. To this end, we compare the results obtained by our VNS/TS heuristic on the 100-customer instances to the solutions found with 1) a VNS/TS heuristic that accepts only improving solution after the local search phase instead of using an SA-based criterion (VNS/TS w/o SA) and 2) a pure TS heuristic.

An overview of the results is given in Table 4. For each heuristic, we provide the best solution found in 10 runs ($L_{\text{best}}(S)$) and the number $m$ of required vehicles. Furthermore, we determine gaps to the best solution found during the overall testing ($BKS$) for both the objective function

<table>
<thead>
<tr>
<th></th>
<th>$L_{\text{best}}(S)$</th>
<th>$t(\text{s})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>2483.25</td>
<td>-0.16</td>
</tr>
</tbody>
</table>
value ($\Delta L$) and the number of vehicles ($\Delta m$). Finally, at the bottom of the table, the average computing time in minutes is reported in row $t (min)$.

The results show that the VNS/TS heuristic performs best with an average gap of 0.35% to the BKS. A comparison to the results obtained with VNS/TS w/o SA allows to quantify the impact of the SA-based acceptance criterion. Using SA instead of simply accepting improving solutions yields a reduction of the gap of 0.1% on average. Comparing the results to those of the pure TS, we can see that the hybridization of VNS and TS reduces the gap to the best solution by more than half. Overall, the results show the positive effect of the hybridization of VNS, TS and SA. The solution quality is improved by every component incorporated into our heuristic, while computing times remain stable on a moderate level.

Table 4: Comparison of the effect of different heuristic components: VNS/TS denotes the standard setting of a hybrid VNS with an SA acceptance criterion. VNS/TS w/o SA denotes a combination of TS and a VNS only accepting improving solutions. TS denotes a pure TS without VNS. Gaps are calculated to the best known solution (BKS).
5.3 Performance on Benchmark Instances of Related Problems

The E-VRPTW is closely related to the MDVRPI and the G-VRP. For both problems, sets of benchmark instances exist. To demonstrate the performance of our VNS/TS heuristic on large problem sets, we solve all benchmark instances available for the related problems and compare the results obtained to those reported for the competing algorithms, which were specifically designed for MDVRPI and G-VRP.

5.3.1 MDVRPI

For the MDVRPI (respectively the VRPIF), two benchmark sets with a total of 76 instances are available from the literature. The first set of benchmark instances was proposed by Crevier et al. (2007) and includes 22 instances. The instances consist of 48-216 customers, 3-6 depots and 4-6 vehicles. Depots are centered and customers are located in clusters. The second set was designed by Tarantilis et al. (2008) and involves 54 instances. The set consists of 18 depot-customer combinations, which were created following the design described in Crevier et al. (2007) and compromise 50-175 customers and 3-8 depots. From each of these 18 depot-customer combinations, three instances were created differing in the number of vehicles available. In all instances, travel time is assumed to be equal to travel distance and distances between vertices are computed as Euclidean distances from the given coordinates.

In Table 5, we compare the results obtained with our VNS/TS on the instance set of Crevier et al. (2007) to the solutions of the heuristic proposed in Tarantilis et al. (2008), denoted as HGL, and in Crevier et al. (2007), denoted as CCL. For CCL and our VNS/TS, we provide the best solution found in 10 runs ($L_{\text{best}}(S)$) and the computing time in minutes ($t(\text{min})$). By contrast, the value given in column $L_{\text{best}}(S)$ for HGL corresponds to the best solution ever found with the final parameter setting. We further provide the gap of the best ($\Delta_{\text{best}}$) and average solution ($\Delta_{\text{avg}}$) to the best known solution ($BKS$). Additionally, the last column (VNS/TS) shows the best solutions that we found with our VNS/TS heuristic during the overall testing as well as the percentage improvement to the formerly best known solutions.

Considering the complete set, our VNS/TS heuristic clearly outperforms the CCL approach in terms of solution quality and speed. We obtain an average gap to the best solution of 0.18% in about 27 minutes on average, while CCL achieves a 0.66% gap requiring more than double our computing time. In addition, we found 10 new overall best solutions during the testing. Tarantilis et al. (2008) solved only the first subset of instances with their HGL approach. Compared to their results, we are on average 0.48% worse, however, a direct comparison is not fair, since the HGL results correspond to the best solution they ever found during their testing.

Table 6 compares the results of our VNS/TS heuristic with those of HGL on the instance set of Tarantilis et al. (2008). On those instances, our VNS/TS heuristic shows a really strong performance. Our results are on average 0.05% better than those of HGL. This is even more impressive when considering the fact that they provide only the best solution ever found. The gap of the average solution found by our VNS/TS is 1.44% and is hence also lower than the 1.6% gap of HGL. During our overall testing activities, we additionally obtained new best solutions for the majority of instances that improve the former ones by 0.45% on average.

5.3.2 G-VRP

The benchmark instances for the G-VRP were proposed in Erdogan and Miller-Hooks (2012) and consist of four sets, each involving ten instances with 20 customers each. The instances differ in the customer distribution (random or clustered) and the number of available AFS (2 to 10). Furthermore, Erdogan and Miller-Hooks (2012) present a case study with 12 instances incorporating up to 500 customers.

Note that some customers contained in the small instances are infeasible, i.e., they cannot be served under the given restriction that each customer has to be reached in time with at most
Table 5: Comparison of the solutions obtained on the MDVRPI instances, proposed by Crevier et al. (2007), to those of HGL and CCL. BKS denotes the previously best known solution. Gaps are calculated in dependence of BKS. Additionally, we provide the best solutions in VNS/TS that we ever obtained on the instances during our testing activities. \( t(min) \) denotes the average runtime for each run.

<table>
<thead>
<tr>
<th>Inst.</th>
<th>BKS</th>
<th>CCL</th>
<th>HGL</th>
<th>VNS/TS</th>
<th>VNS/TS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L_{best}(S) )</td>
<td>( \Delta_{best} )</td>
<td>( \Delta_{avg} )</td>
<td>( t(min) )</td>
<td>( L_{best}(S) )</td>
</tr>
<tr>
<td>a1</td>
<td>1179.79</td>
<td>1203.39</td>
<td>2.00</td>
<td>2.67</td>
<td>4.58</td>
</tr>
<tr>
<td>b1</td>
<td>1217.07</td>
<td>1217.07</td>
<td>0.00</td>
<td>1.28</td>
<td>9.17</td>
</tr>
<tr>
<td>c1</td>
<td>1883.05</td>
<td>1882.22</td>
<td>0.27</td>
<td>0.53</td>
<td>36.22</td>
</tr>
<tr>
<td>d1</td>
<td>1059.43</td>
<td>1059.43</td>
<td>0.00</td>
<td>1.59</td>
<td>8.55</td>
</tr>
<tr>
<td>e1</td>
<td>1309.12</td>
<td>1309.12</td>
<td>0.00</td>
<td>0.19</td>
<td>13.52</td>
</tr>
<tr>
<td>f1</td>
<td>1572.17</td>
<td>1592.25</td>
<td>1.28</td>
<td>1.87</td>
<td>41.41</td>
</tr>
<tr>
<td>g1</td>
<td>1181.13</td>
<td>1190.93</td>
<td>0.83</td>
<td>1.77</td>
<td>55.22</td>
</tr>
<tr>
<td>h1</td>
<td>1547.25</td>
<td>1566.75</td>
<td>1.26</td>
<td>3.31</td>
<td>32.07</td>
</tr>
<tr>
<td>i1</td>
<td>1925.99</td>
<td>1945.73</td>
<td>1.02</td>
<td>2.60</td>
<td>51.01</td>
</tr>
<tr>
<td>j1</td>
<td>1117.27</td>
<td>1144.41</td>
<td>2.44</td>
<td>3.99</td>
<td>58.90</td>
</tr>
<tr>
<td>k1</td>
<td>1580.30</td>
<td>1586.92</td>
<td>0.41</td>
<td>2.41</td>
<td>64.61</td>
</tr>
<tr>
<td>l1</td>
<td>1880.60</td>
<td>1897.74</td>
<td>0.91</td>
<td>1.94</td>
<td>104.27</td>
</tr>
</tbody>
</table>

Avg. | 0.87 | 2.01 | 39.96 | 0.00 | 0.92 | 18.92 | 0.48 | 1.85 | 18.58 | 0.97 | 0.47 | 1.8 | 0.97 | 0.47 | 1.8 |

Avg. | 0.41 | 1.69 | 112.89 | 0.00 | 0.19 | 8.7 | 0.17 | 1.18 | 37.27 | 0.66 | 1.86 | 73.11 | 0.18 | 1.54 | 27.07 | 0.66 | 1.86 | 73.11 |

Note that this value corresponds to the best solution ever obtained with the final parameter setting.

We compiled an improved version of their G-VRP model, which is also available online at [http://evrptw.wiwi.uni-frankfurt.de](http://evrptw.wiwi.uni-frankfurt.de), and use it to solve the set of small instances with CPLEX 12.2. In Table 7, we report the best upper bound found in at most 3 hours of computing time. In four cases, CPLEX was not able to determine any feasible solution. Furthermore, we solved all instances 10 times by means of our VNS/TS heuristic and report the best solution found (\( L_{best}(S) \)) as well as the average computing time in minutes (\( t(min) \)). We compare our results to those obtained with the MCWS and the DBCA heuristic. Unfortunately, no computing times are available for those heuristics. In the table, we further report the gap of the best solution to the solution found by CPLEX (\( \Delta \)). Column \( n \) provides the number of feasible customers, and \( m \) the number of vehicles required.

Our VNS/TS heuristic clearly outperforms both heuristic methods proposed by Erdogan and Miller-Hooks (2012), which both achieve an average gap to best solution of about 8%. On all instances, we obtain the best solution found by CPLEX or even a solution that improves on the upper bound, resulting in an average gap of -0.09%. It is also worth mentioning that we are able to reduce the number of vehicles in almost half of the instances, while requiring less than 40 seconds of computing time on average.

We additionally solve all large instances of the case study presented by Erdogan and Miller-Hooks (2012). In Table 8, we compare the results obtained with our heuristic to those of MCWS and DBCA. The value given in column \( \Delta \) denotes the gap to the best solution found, reported
Table 6: Comparison of the performance of our VNS/TS heuristic on the MDVRPI instances proposed by Tarantilis et al. (2008) with the solutions of HGL. BKS denotes the previously best known solution. Gaps are calculated in dependence of BKS. Additionally, we provide the best solutions in VNS/TS that we ever obtained on the instances during our testing activities. t(min) denotes the average runtime for each run.
<table>
<thead>
<tr>
<th>CPLEX</th>
<th>MCWS</th>
<th>DBCA</th>
<th>VNS/TS</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>n</td>
<td>$L_{best}(S)$</td>
<td>m</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U1</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U2</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U3</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U4</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U5</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U6</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U7</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U8</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS4U9</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS10</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS11</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>3cS2</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>3cS3</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>3cS4</td>
<td>18</td>
<td>1050.35</td>
</tr>
<tr>
<td>20</td>
<td>3cS5</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>3cS6</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>20</td>
<td>3cS7</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>3cS8</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>3cS9</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>3cS10</td>
<td>8</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 7: Results on the small-sized G–VRP instances. Comparison of the solutions obtained by the MCWS and DBCA heuristics, the solutions determined by our CPLEX implementation and those of our VNS/TS. $L_{best}(S)$ denotes the best solution found in 10 runs, and $\Delta$ the gap to the best known solution (BKS). $t(min)$ reports the average computing time in minutes. We terminate CPLEX after 3 hours, so optimality is for none of the solutions guaranteed. Numbers in bold indicate the best solution found. Note that in some cases, our preprocessing identified a higher number of feasible customers (numbers in italic) than Erdogan and Miller-Hooks (2012).
Table 8: Results on the large-scale G–VRP instances. Comparison of the solutions obtained by the MCWS and DBCA heuristics and those of our VNS/TS. Better solutions are marked in bold; differences below 0.3 are neglected. \( L_{\text{best}}(S) \) denotes the best solution found in 10 runs, and \( \Delta \) the gap to the best known solution (BKS). \( t(\text{min}) \) reports the average computing time in minutes. Numbers in bold indicate the best solution found. Note that in some cases, our preprocessing identified a higher number of feasible customers (numbers in italic) than Erdogan and Miller-Hooks (2012).

The results obtained by our VNS/TS heuristic on the large instance set is even more impressive. The solutions of MCWS and DBCA are on average almost 15% worse than our solutions. In addition, we require significantly less vehicles on average.

To conclude, although our approach is not specifically tailored to the MDVRPI or G-VRP, we are able to outperform the state-of-the-art heuristics on the G-VRP and the second MDVRPI benchmark set. On the first MDVRPI instance, we obtain competitive results while requiring moderate computing times.

6 Conclusion

In this paper, we present a new vehicle routing problem for determining cost-optimal routes for electric vehicles. The E-VRPTW considers a limited vehicle and battery capacity and traveling along arcs consumes battery charge according to a constant consumption factor \( r \). Vehicles have the possibility of visiting recharging stations along the route. The recharging time depends on the current battery charge on arrival at the station. Furthermore, customer time windows are incorporated into the E-VRPTW model in order to represent real-world requirements.

We develop a hybrid VNS/TS heuristic, which makes use of the strong diversification effect of VNS and involves a TS heuristic to efficiently search the solution space from a randomly generated solution of the VNS component. Furthermore, we increase the diversification abilities of our method by implementing an acceptance criterion based on the Metropolis probability. In numerical studies performed on newly designed E-VRPTW benchmark instances, we demonstrate the positive effect of combining the two metaheuristics VNS and TS. Moreover, we solve benchmark instances of the related problems MDVRPI and G-VRP. Although our VNS/TS algorithm is not specifically tailored to solve those problems, it outperforms all competing algorithms on both G-VRP instance sets as well as on the large MDVRPI instance set. It is also worth mentioning that we found new best solutions for a large number of benchmark instances available for MDVRPI and G-VRP.
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