Distributed control of coordinated path tracking for networked nonholonomic mobile vehicles

Abstract—This paper addresses the problem of coordinated path tracking for networked nonholonomic mobile vehicles, while building and keeping a desired formation. The control laws proposed are categorized into two envelopes by integrating individual path tracking and global virtual structure approaches. One is steering individual vehicles to track virtual vehicles moving along predefined paths, generated by a formation reference vehicle (FRV) of a time-varying desired virtual structure. The other is ensuring paths to be well tracked in order to build a geometric formation, through the distributed feedback law for path parameters related to the virtual vehicles, such that the physical vehicles are on the desired placements of the formation structure. Within this framework, geometric path tracking is achieved via nonlinear control theory, where an approaching angle is injected as a heading guidance design. The distributed feedback law is analyzed under communication constraints using algebraic graph theory. It is formally shown that the path tracking error of each vehicle is reduced to zero, and vehicles in the networked team globally asymptotically converge to a desired formation with equal path parameters. Simulation results illustrate the effectiveness of the proposed control design.

Index Terms—Coordinated path tracking, nonholonomic mobile vehicle, distributed control, formation reference vehicle.

I. INTRODUCTION

Compared with a single vehicle, a team of networked autonomous vehicles dealing with tasks offers additional advantages, in terms of flexibility, robustness and efficiency. Numerous applications related to networked vehicles, including air, land, marine vehicles and in combinations thereof [1], are presently operational in industrial, scientific and military fields and more ambitious applications are in engineering development [2]. In order to meet various goals of different applications, autonomous vehicles must be equipped with control systems to steer them to achieve various motion tasks, and there is considerable interest in the development of advanced methods for coordinated and cooperative motion control of multiple vehicles [3], [4]. Coordinated formation control has been one of the hot topics in networked multi-vehicle systems, and research work in this field can be classified into four categories, i.e. leader-follower, behavioral, virtual structure and artificial potential approaches.

In the leader-follower approach, the basic idea is that the leaders track predefined reference trajectories, and the followers track transformed versions of the states of the leaders according to predefined schemes (e.g., assigned formation configuration with the leaders) [5]. In [6], [7], the leader-follower based formation control is applied to multiple mobile vehicles depending on relative orientations/distances as so called \( l - \psi / \| l \) control. In [8], autonomous surface vessels are synchronized through a leader-follower synchronization output feedback control scheme to implement a replenishment problem. An advantage of the leader-follower approach is that it is easy to understand and implement, since the coordinated team members only need to maneuver according to the leader. However, there is no explicit feedback from the followers to the leader, and the failure of the leader leads to the failure of the whole formation team.

In [9], the behavior based approach for a mobile robotic team is reported, where move-to-goal, avoid-static obstacle, avoid-robot and formation maintenance behaviors, are integrated through suitable weight coefficients in terms of relative priorities of behaviors. In [10], it provides a clear example of a behavioral approach for formation flight. In [11], the null-space-based (NSB) behavioral control of a fleet of marine surface vessels is presented. Behavior-based approaches give the system the autonomy to operate in an unknown or dynamically changing environment, by defining and integrating different behaviors dedicated to specified sub-tasks. However, the group behavior cannot be explicitly defined, and it is difficult to analyze the approach mathematically.

In the framework of virtual structure approach, a group of mobile robots achieve high precision formation control where each member in the formation is taken as a node in a rigid geometric structure [12]. Some similar ideas are given based on the perceptive reference frame [13], the virtual leader generating the virtual rigid body [14], and the formation reference point [15] respectively. In [16], a specific form of formation feedback is introduced in the virtual structure based control, for a team of mobile robots. The main advantage of the virtual structure approach is that it is fairly easy to prescribe the coordinated behavior for the whole formation group, and add a type of robustness to formation through the use of formation feedback. Thus, the formation can be maintained very well while maneuvering. The disadvantage is that requiring the formation to act as a rigid virtual structure limits the class of potential applications.

In [17], [18], artificial potentials generate interaction forces between neighboring vehicles to enforce a desired inter-vehicle spacing. In [19], artificial potentials are used to avoid obstacles and guarantee collision avoidance between mobile agents, to split and merge subgroups, and to perform squeezing maneuvers for a large number of agents. In [20], a region-based controller for a swarm of fully actuated mobile robots is proposed by using potential energy functions. The artificial potential approach is suitable to control a large group of vehicles in a loose formation pattern through the attractive and repulsive forces. However, it is difficult to build a desired rigid shape for networked multi-vehicle systems by means of artificial potential forces. Moreover, the local minimum problem hinders the applications of artificial potentials.

This paper is aimed at designing coordinated path tracking control laws in a flexible and distributed manner for a team of networked nonholonomic mobile vehicles under inter-vehicle
communication constraints. The main contributions of this paper are stated through addressing three challenges upon reviewing solutions in the related literatures. (1) The first challenge is that the nonholonomic characteristics render the coordinated path tracking control design to be more difficult, compared with the consensus algorithm for agents with simple dynamics, for instance, a first or second order integrator dynamics in [21], [22], [23], [24]. Although passivity-based designs are proposed to synchronize marine vehicles following predefined paths with complex dynamics in [25], the fully actuated model of marine vehicles do not have the lateral zero-speed constraint imposed on nonholonomic mobile vehicles. Herein, Lyapunov based design and backstepping techniques, along with dedicated approaching angle guidance, are adopted to address the nonholonomic constraints. (2) The second challenge is that the selection of path variables for coordinated path following is critical to get flexible coordination. In [26], [27], [28], the distance along a path/arc (e.g. curvilinear abscissa) is chosen as a path variable to build a desired geometric formation, which is only suitable for shifted or parallel paths. In [29], normalized lengths of the curvilinear abscissas are adopted and transformed coordination error dynamics are further required, which renders an indirect way for coordinated path following control design. In this paper, a modified virtual structure approach is used to get flexible path variables related to the virtual formation reference vehicle. This flexibility also enables construction of time-varying formations in terms of general curved paths. (3) The third challenge is that the inter-vehicle communication constraints exist while a team of networked vehicles follow predefined paths in a coordinated manner. In [30], [31], coordinated path following control is also partially solved based on the virtual structure method. However, all-to-all communications are considered and centralized control is proposed in these literatures. In this paper, graph theory is resorted to achieve distributed control design under inter-vehicle communication constraints. On the other hand, the path following controllers adopted in [26], [29], [32], [33] account for communication constraints, and introduce an additional control degree of freedom to the virtual target. The tradeoff is that only spatial convergence to the path is guaranteed. However, the distributed path tracking controllers adopted in this paper can also guarantee temporal convergence through time-like path variables related to the virtual vehicles moving along the desired paths [34].

The rest of the paper is organized as follows. The problem statement is presented in the next section. In section III, the individual path tracking control with the injection of approaching angle guidance is derived, and then the coordinated path tracking control under the constraints of the communication network is presented, in both kinematics and dynamics stages. Numerical simulations of two types of circle formation are illustrated in Section IV. Section V concludes the paper. Proofs of the main result is given in Appendix.

Notation: The notations used in this paper are standard. The time derivatives of $\tau_i(t)$ are denoted $\dot{\tau}_i, \ddot{\tau}_i, \dot{\tau}_i^{(3)}, \ldots, \dot{\tau}_i^{(n)}$, while a superscript denotes partial differentiation: $x_i^{\tau_i}(\tau_i) = \partial x_i(\tau_i)/\partial \tau_i$, $x_i^{\tau_i^2}(\tau_i) = \partial^2 x_i(\tau_i)/\partial \tau_i^2$, and $x_i^{\tau_i^3}(\tau_i) = \partial^3 x_i(\tau_i)/\partial \tau_i^3$. The Euclidean vector norm is $\|x\| := \sqrt{x^T x}$.

II. PROBLEM STATEMENT

In this paper, we consider a networked team of $n \geq 2$ nonholonomic unicycle-type mobile vehicles, labeled 1 through $n$, tracking a set of paths $\Gamma_i(\tau_i), i = 1, \ldots, n$, while attaining a desired inter-vehicle formation.

A. Model of nonholonomic mobile vehicle

In Fig. 1, unicycle-type mobile vehicle $i$ is required to track a predefined spatial path $\Gamma_i(\tau_i)$, parameterized by a scalar variable $\tau_i$. Each vehicle $i \in \{1, \ldots, n\}$ in the team of $n$ vehicles has two identical parallel, non-deformable rear wheels and a passive front wheel.

The coordinates of the $i$-th vehicle in the inertial frame $\{I\}$ are $p_i = (x_i, y_i, \psi_i)^T$, where $(x_i, y_i)^T$ denotes the position of the wheel axis center and $\psi_i$ denotes the vehicle orientation with respect to the $X$-axis. Let $u_i$ and $\omega_i$ denote the linear and angular velocity of the vehicle in the body frame $\{B_i\}$ with respect to $\{I\}$ respectively. The kinematic model for the $i$-th unicycle-type nonholonomic mobile vehicle is defined as:

$$
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i \\
\dot{\psi}_i
\end{bmatrix} =
\begin{bmatrix}
\cos \psi_i & 0 & 0 \\
\sin \psi_i & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
u_i \\
\omega_i
\end{bmatrix}
$$

(1)

The control input vector $(F_i, N_i)^T$ provides the forward force $F_i$ and angular torque $N_i$ applied on the center of mass of the vehicle. The vehicle mass and moment of inertia are denoted as $m_i$ and $I_i$ respectively. It is assumed that the plane of each wheel of the vehicle is perpendicular to the ground and the contact between the wheels and the ground is pure rolling and nonslipping. It is further assumed that the masses and inertias of the wheels are negligible and the center of mass of the mobile vehicle is located in the middle of the axis connecting the rear wheels [35], [36]. Thus, the dynamic model of the unicycle-type autonomous vehicle is obtained by augmenting (1) with the equations

$$
\begin{bmatrix}
F_i \\
N_i
\end{bmatrix} =
\begin{bmatrix}
m_i & 0 \\
0 & I_i
\end{bmatrix}
\begin{bmatrix}
u_i \\
\omega_i
\end{bmatrix}
$$

(2)

Actually, a unicycle-type vehicle suffers from the first-order nonholonomic constraint (also called the lateral zero-speed constraint), such that its linear velocity is always aligned with the longitudinal axis due to $\dot{y}_i \cos \psi_i - \dot{x}_i \sin \psi_i = 0$ [37].

B. Path formulation

For a team of $n$ vehicles, the conventional virtual structure approach is modified to generate $n$ prescribed reference paths, which are suitable for coordinated path tracking control in a formation. The basic idea is to use a virtual moving vehicle called the formation reference vehicle (FRV), which defines the center of a virtual structure, to represent the whole formation as one moving virtual structure. In Fig. 2, the FRV moves along a given "baseline" path $\Gamma_0(\tau_0) = col(p_{\tau_0}(\tau_0), \psi_{\tau_0}(\tau_0))$ in horizontal plane, where $p_{\tau_0}(\tau_0) = [x_{\tau_0}(\tau_0), y_{\tau_0}(\tau_0)]^T$ is the
The proposed virtual-structure concept can be extended to a dynamic virtual structure with rotation and scaling. In this case, the paths can be defined as follows:

\[ p_{ri}(\tau_i) = p_{ro}(\tau_i) + R S R_i^F(\psi_{ro}(\tau_i)) l_i(x_{ri}(\tau_i), y_{ri}(\tau_i)) \]  

(5)

The rotation matrix is

\[ R = \begin{bmatrix} \cos \psi(t) & \sin \psi(t) \\ -\sin \psi(t) & \cos \psi(t) \end{bmatrix} \]  

(6)

where \( \psi(t) \) is an angle of rotation.

The scaling matrix is

\[ S = \begin{bmatrix} s_1(t) & 0 \\ 0 & s_2(t) \end{bmatrix} \]  

(7)

where \( s_1(t) \) and \( s_2(t) \) are scaling factors. This means that the desired virtual structure shrinks whenever the scaling factor decreases, and expands if the scaling factor increases.

C. Control objective

In Fig. 2, as the FRV moves along the baseline \( \Gamma_0(\tau_0) \) with a desired time evolving law \( \tau_0(\tau) \), there is a corresponding virtual vehicle moving along the designated path \( \Gamma_i(\tau) \) with a timing law \( \tau_i(\tau) \). Obviously, if all the path parameters are synchronized, i.e., \( \tau = \tau_i, i \neq j \), the virtual vehicle member \( i \) will be in the desired place-holder of the geometric formation. As the \( i \)-th virtual vehicle will follow the prescribed path \( \Gamma_i(\tau) \), the remaining requirement of coordinated path tracking is to force the \( i \)-th physical vehicle to track the corresponding virtual vehicle on \( \Gamma_i(\tau) \) so that the desired formation can be constructed. Hence, for the problem of coordinated path tracking for a team of networked vehicles shown in Fig. 2, there are two assignments assembled in the sense that:

1) Path tracking assignment: ensures each individual physical vehicle converges to the corresponding virtual vehicle, and moves along the path \( \Gamma_i(\tau) \) with its linear velocity tangential to the path.

2) Formation coordination assignment: guarantees synchronization of all the path parameters \( \tau_i \), such that vehicles in the networked team keep the desired relative distance to the FRV in the formation.

This coordinated path tracking control methodology belongs to the "Divide to Conquer" strategy original proposed for coordinated path following control in [29], [39]. Using this framework, path convergence and inter-vehicle coordination can be essentially divided and decoupled. Path convergence for each vehicle aims at driving the tracking error to zero. Inter-vehicle coordination is achieved by adapting the speed of each virtual vehicle along its path according to the communicated path parameter \( \tau_i \) of other virtual vehicles. In this strategy, complicated kinematic or dynamic information is not required to be exchanged among the networked vehicles, as compared to the heavy information exchanges in [40].

Revisiting the path tracking assignment, it means that the path tracking error between the \( i \)-th physical vehicle and the \( i \)-th virtual vehicle should be zero. Let the path tracking error vector \( p_{eiB} = [x_{ei}, y_{ei}, \psi_{ei}]^T = R_i^B(\psi_i)(p_{ri} - p_i) \) be built in the \( i \)-th vehicle body frame \( \{B_i\} \), as illustrated in Fig. 1. There is:

\[ p_{eiB} = \begin{bmatrix} \cos \psi_i & \sin \psi_i & 0 \\ -\sin \psi_i & \cos \psi_i & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x_{ei} - x_i \\ y_{ei} - y_i \\ \psi_{ei} - \psi_i \end{bmatrix} \]  

(8)
where \( p_i = [x_{ri}, y_{ri}, \psi_{ri}]^T \) is the state vector of the \( i \)-th physical vehicle, and \( p_{ri} = [x_{ri}, y_{ri}, \psi_{ri}]^T \) is the corresponding state vector of the virtual vehicle moving along the \( i \)-th reference path in the inertial frame \( \{I\} \).

Therefore, according to the path tracking and formation coordination assignments declared before, the control objective of coordinated path tracking is to design a controller and achieve the following tasks:

\[
\lim_{t \rightarrow \infty} \|p_{eiB}\| = 0
\]

\[
\lim_{t \rightarrow \infty} |\tau_i(t) - \tau_j(t)| = 0, \lim_{t \rightarrow \infty} |\hat{\tau}_i(t) - \hat{\tau}_j(t)| = 0
\]

III. COORDINATED PATH TRACKING CONTROL DESIGN

A. Error dynamics of path tracking

Assume that the \( i \)-th vehicle moves with velocity \( q_i = (u_i, \omega_i)^T \), and the \( i \)-th virtual reference vehicle moves with velocity \( q_{ri} = (u_{ri}, \omega_{ri})^T \). Differentiating the error vector (8), yields error dynamics

\[
\begin{bmatrix}
\dot{x}_{ei} \\
\dot{y}_{ei} \\
\dot{\psi}_{ei}
\end{bmatrix} =
\begin{bmatrix}
0 & \omega_i & 0 \\
-\omega_i & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
p_{eiB} + R_i^B(\psi_i)
\end{bmatrix}
\begin{bmatrix}
x_{ei} - \bar{x}_i \\
y_{ei} - \bar{y}_i \\
\psi_{ei} - \psi_i
\end{bmatrix}
\]

(11)

Note that each virtual vehicle has the same kinematic model with that of the physical vehicle in (1). Substituting (8) into (11), there is

\[
\begin{bmatrix}
\dot{x}_{ei} \\
\dot{y}_{ei} \\
\dot{\psi}_{ei}
\end{bmatrix} =
\begin{bmatrix}
0 & \omega_i & 0 \\
-\omega_i & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{ei} \\
y_{ei} \\
\psi_{ei}
\end{bmatrix} + R_i^B(\psi_i)
\begin{bmatrix}
0 & \omega_i \cos(\psi_{ri} - \psi_i) & 0 \\
0 & -\omega_i \sin(\psi_{ri} - \psi_i) & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{ri} - x_i \\
y_{ri} - y_i \\
\psi_{ri} - \psi_i
\end{bmatrix}
\]

(12)

As the linear velocity of the \( i \)-th virtual vehicle is tangential to the \( i \)-th path \( \Gamma_i(\tau_i) \), there is

\[
\begin{cases}
u_{ri}(\tau_i(t)) = |\dot{p}_{ri}(\tau_i(t))| = \sqrt{\dot{x}_{ri}^2 + \dot{y}_{ri}^2} := \bar{u}_{ri}(\tau_i) \tau_i \\
\omega_{ri}(\tau_i(t)) = \dot{\psi}_{ri}(\tau_i(t)) = \dot{\psi}_{ri}^2(\tau_i) \tau_i := \bar{\omega}_{ri}(\tau_i) \tau_i
\end{cases}
\]

(13)

\[\bar{u}_{ri}(\tau_i) = \sqrt{x_{ri}^2 + y_{ri}^2} \]

\[\bar{\omega}_{ri}(\tau_i) = \frac{x_{ri} \dot{y}_{ri} - y_{ri} \dot{x}_{ri}}{x_{ri}^2 + y_{ri}^2} \]

Therefore, the relationship between the desired reference velocity \( (u_{ri}, \omega_{ri})^T \) and the speed of the path parameter \( \hat{\tau}_i \) is built for each virtual vehicle and the corresponding path. It makes sense to conveniently synchronize the path parameters in the coordinated control stage later. Assume each virtual vehicle has the same kinematics with the physical nonholonomic vehicle. Substituting (13) into (12), the corresponding error state dynamics in the \( i \)-th vehicle body frame \( \{B_i\} \) can be rewritten as follows:

\[
\begin{bmatrix}
\dot{x}_{ei} \\
\dot{y}_{ei} \\
\dot{\psi}_{ei}
\end{bmatrix} =
\begin{bmatrix}
0 & \omega_i \cos(\psi_{ei} - \psi_i) & 0 \\
0 & -\omega_i \sin(\psi_{ei} - \psi_i) & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{ei} \\
y_{ei} \\
\psi_{ei}
\end{bmatrix} + R_i^B(\psi_i)
\begin{bmatrix}
\bar{u}_{i} \cos(\psi_{ei} - \psi_i) \\
\bar{u}_{i} \sin(\psi_{ei} - \psi_i) \\
\bar{\omega}_{i} \tau_i - \omega_i
\end{bmatrix}
\]

(14)

B. Path tracking control

Before starting the path tracking control design, the following assumption for each desired spatial reference path is given as:

**Assumption 3.1:** prescribed paths for mobile vehicles

- **Uniqueness**
  For each value of the path parameter \( \tau_i \), there exists a unique value of \( x_i(\tau_i) \) and \( y_i(\tau_i) \). It means the unique solvability of one path from its parameter.

- **Regularity**
  \[0 < \sqrt{x_i^2(\tau_i) + y_i^2(\tau_i)} < k\]

Where \( k \) is a bounded positive constant. It means the desired path is regularly parameterized. However, any nonregular path can be split into piecewise regular subpaths.
Persistent excitation

\[
\lim_{t \to \infty} \ddot{\tau}(t) \neq 0
\]

The path parameter is persistently excited, which means the path is endless. Therefore, the path tracking problem will not degenerate into the point stabilization problem [30].

Similarly to the path following control design in [33], [41], an approaching angle \( \delta_i(\tau_i, \bar{\tau}_0) \) illustrated in Fig. 1, is introduced as a heading guidance for each vehicle in order to shape the desired orientation during transient path tracking behavior, such that

\[
\begin{cases}
\delta_i(0, \bar{\tau}_0) = 0 \\
-\bar{\tau}_0 \sin \delta_i \geq 0
\end{cases}
\]

According to the rules in [38], the approaching angle can be chosen as a sigmoid function \( \delta_i(\tau_i, \bar{\tau}_0) = -\text{sign}(\bar{\tau}_0) \psi_i \tanh(k_\delta \psi_i) \), where \( \text{sign}(\cdot) \) is the sign function. Actually, this choice is natural in the sense that the approaching angle \( \delta_i \) provides an adequate reference heading guidance in order to drive the physical vehicle towards the path (turn right when the vehicle is on the left side of the path, and turn left in the other situation) [32]. However, it raises theoretical difficulties because \( \delta_i \) is not differentiable with respect to \( \bar{\tau}_0 \). In the case of coordinated path following, this problematic situation can be avoided by imposing \( \bar{\tau}_0 > 0 \), which means that the desired path is generated in a forward direction. This condition is reasonable for most of the coordinated path following applications, for instance, coverage and exploration of interested area using coordinated vehicles along predefined paths in a unidirectional manner. Thus, the approaching angle \( \delta_i(\tau_i, \bar{\tau}_0) \) can be proposed as

\[
\delta_i(\tau_i, \bar{\tau}_0) = -\psi_i \tanh(k_\delta \psi_i)
\]

where the shaping coefficients \( k_\delta > 0 \), \( 0 < \psi_0 \leq \pi/2 \).

In order to evaluate the path tracking error, define the error variable \( \ddot{x}_i \) between the actual path parameter \( \tau_i \) and the desired path parameter, such that its derivative is:

\[
\dot{\ddot{x}}_i = \ddot{x}_i - v_{\ddot{x}_i}(t, \tau_i, \bar{\tau}_0, \psi_i)
\]

where \( \ddot{x}_i = [\ddot{x}_i, \dot{y}_i, \ddot{y}_i, \dddot{y}_i] \) can be considered as the speed disagreement error vector of coordinated formation tracking, and \( v_{\ddot{x}_i}(t, \tau_i, \bar{\tau}_0, \psi_i) \) is the desired speed for each path parameter \( \tau_i \). Note that \( \bar{\tau}_0 \) is the baseline path, where \( \bar{\tau}_0 \) can be left free for a remote operator, or solved as a separate task [42]. Hence, \( v_{\ddot{x}_i} \) can be chosen as a feedback function of \( \bar{\tau}_0(t) \) [30], [43], or equal to \( \bar{\tau}_0(t) \) in a simplified manner.

The Control Lyapunov function is selected in a positive definite quadratic form as

\[
\dot{V} = -\frac{1}{2} \sum_{i=1}^{n} \left[ x_{\ddot{x}_i}^2 + y_{\ddot{x}_i}^2 + \frac{1}{\gamma} (\psi_i - \bar{\psi}_0)^2 \right]
\]

The time derivative of (18) along the solution of (12) is

\[
\dot{V} = \sum_{i=1}^{n} \left[ -\dot{x}_{\ddot{x}_i} u_i + u_{\ddot{x}_i} x_{\ddot{x}_i} \cos \psi_i + u_{\ddot{y}_i} y_{\ddot{y}_i} \sin \delta_i + \frac{1}{\gamma} (\psi_i - \bar{\psi}_0)(\psi_i - \bar{\psi}_0) \frac{\sin \psi_i - \sin \bar{\psi}_0}{\psi_i - \bar{\psi}_0} \right]
\]

Substituting (14) and (17) into the above derivative of the Lyapunov control function yields

\[
\dot{V} = \sum_{i=1}^{n} \left[ \dot{u}_{\ddot{x}_i} (x_{\ddot{x}_i} + u_{\ddot{x}_i} \psi_i) + \psi_i \tanh(k_\delta \psi_i) \right]
\]

and directly choosing \( v_{\ddot{x}_i} = \bar{\tau}_0 \), yields

\[
\dot{V} = -\sum_{i=1}^{n} \left[ k_{\ddot{x}_i} x_{\ddot{x}_i} + \bar{\tau}_0 \psi_i \tanh(k_\delta \psi_i) \right]
\]

where \( \bar{\psi}_0 := x_{\ddot{x}_i} \bar{\tau}_0 \cos \psi_i + y_{\ddot{x}_i} \bar{\tau}_0 \sin \delta_i + \frac{1}{\gamma} (\psi_i - \bar{\psi}_0) \bar{\omega}_{\ddot{x}_i} \) for simplified notation.

Furthermore, choosing \( \dot{\ddot{x}}_i = -k_{\ddot{x}_i} \bar{\psi}_0, k_{\ddot{x}_i} > 0 \), drives

\[
\dot{V} = -\sum_{i=1}^{n} \left[ k_{\ddot{x}_i} \bar{\psi}_0^2 + k_{\ddot{x}_i} x_{\ddot{x}_i}^2 - y_{\ddot{x}_i} \bar{\tau}_0 \sin \delta_i + \frac{1}{\gamma} (\psi_i - \bar{\psi}_0)^2 \right]
\]

to be negative semidefinite, where \( y_{\ddot{x}_i} \bar{\tau}_0 \sin \delta_i \leq 0 \) due to the definition of the approaching angle in (16).

Moreover, it is straightforward to show that \( \dot{V} \) is bounded such that \( \dot{V} \) is uniformly continuous. By applying Barbalat’s lemma [44], the equation (21) results in

\[
\lim_{t \to \infty} (x_{\ddot{x}_i}, \psi_i) = 0
\]

Hence, \( \lim_{t \to \infty} \| \bar{e}_\psi \| = 0 \). It means each physical vehicle coincides with the corresponding virtual vehicle moving along the prescribed path, such that the first objective in (9) is fulfilled and the path tracking assignment is achieved. The next problem is rested to address the formation coordination assignment in order to achieve the objective in (10).

Note that the term \( \frac{\sin \psi_i - \sin \bar{\psi}_0}{\psi_i - \bar{\psi}_0} \) of the control law for \( \bar{\omega}_0 \) in (19) is well defined and continuous at zero. Therefore, the path tracking controller is nonsingular in the whole time horizon.

C. Formation coordination control

Apparently, necessary information must be communicated and exchanged among a team of networked vehicles, in order to coordinate the whole team. Therefore, information flow in the communication network must be carefully treated, which plays a key role in decentralized control of networked vehicles. In [45], [46], algebraic graph theory is introduced to represent the communication network, where each vehicle is one node and each communication link is one edge in the graph.
1) Graph representation of networked vehicles: In this section, the basic concept of graph and matrices associated with graph are reviewed, which are the preliminaries of algebraic graph theory. See for example [47], [48] and the references therein.

A communication topology is defined by a graph $G(V,E)$ with $N$ vertices in a set of vertices $V$, and a set of edges $E$ with edges $e_{ij} = (v_i, v_j) \in E$ with $v_i, v_j \in V$. The set of neighbors of vertex $v_i$ is denoted by $J_i = \{j : (v_i, v_j) \in E\}$. Vertex $v_i$ and $v_j$ are adjacent if $(v_i, v_j) \in E$. The adjacency matrix $A$ of graph $G$ is a positive square matrix of size $|V|$, whose $ij$th element $a_{ij} = 1$ if $(v_i, v_j) \in E$, and is zero otherwise. The degree of vertex $v_i$ is defined by $\text{deg}(v_i) = \sum_{j=1}^{n} a_{ij}$, and the degree matrix $D = \text{diag}(\text{deg}(v_i))$ of an undirected graph $G$ is the diagonal matrix with the diagonal element $D_{ii} = \text{deg}(v_i)$. The graph Laplacian matrix $L = [l_{ij}]$ of an undirected graph $G$ is an $n \times n$ matrix associated with graph $G$, defined as $L = D(A) - A$. A path in the graph is a sequence of distinct vertices. A graph is said to be connected if there is a path between any distinct pair of vertices.

Lemma 1: From [48], the Laplacian matrix of a connected graph only has one single zero eigenvalue and the corresponding eigenvector is the vector of ones, $\hat{1}$.

In this paper, we give the following assumption for the communication topology of networked multi-vehicle systems:

Assumption 3.2: The information exchange between vehicles is bidirectional, and the related undirected graph $G$ of the communication network in consideration is connected.

2) Distributed control of networked vehicles: In order to make the presentation clear, the following vector notions are used: $\Omega_\tau = [\dot{1}, \ldots, \dot{1}]^T$, $\mathcal{A} = [1, \ldots, 1]^T$, and $V_\tau = [v_{\tau 1}, \ldots, v_{\tau n}]^T$. Thus, (17) can be rewritten as

$$\mathcal{A} = \Omega_\tau + V_\tau$$

(22)

Augmenting the Lyapunov function (18) as

$$V_{\text{aug}} = V + \frac{1}{2} \Omega_\tau^T K_1^{-1} K_2^{-1} \Omega_\tau + \frac{1}{2} \mathcal{A}^T L \mathcal{A}$$

(23)

where $L$ is the Laplacian matrix of the connected graph $G$, which describes the inter-vehicle communication topology. $K_1, K_2$ are diagonal positive-definite matrices.

As the communication graph $G$ is bi-directional and connected, it is declared that $L$ is a symmetric positive semidefinite matrix [48]. There is $\frac{d}{dt}(\mathcal{A}^T L \mathcal{A}) = \mathcal{A}^T L \mathcal{A}$. Hence, the time derivative of (23) along the solutions of (13), (14) and (19) gives:

$$V_{\text{aug}} = \Phi^T \Omega_\tau - \sum_{i=1}^{n} \left[ k x_{\tau i}^2 - y_{\tau i} u_{\tau i} \sin \delta_i + \frac{k u}{\gamma} (\psi_{\tau i} - \delta_i)^2 \right]$$

$$+ \Omega_\tau^T K_1^{-1} K_2^{-1} \Omega_\tau + \mathcal{A}^T L \mathcal{A}$$

(24)

where the vector $\Phi = [\phi_1, \ldots, \phi_n]^T$.

Proposing the feedback law for path parameters

$$\begin{bmatrix} \dot{V}_\tau \\ \dot{\Omega}_\tau \end{bmatrix} = \begin{bmatrix} \Omega_\tau + V_\tau \\ -K_1 K_2 (L \mathcal{A} + \Phi) - K_2 \Omega_\tau \end{bmatrix}$$

(25)

where $V_\tau = [v_{\tau 1}]_{n \times 1} = \dot{1}_0$ with $\dot{1} = [1]_{n \times 1}$, and $\lim_{t \to \infty} \dot{z}_0 \neq 0$. It means that the desired time evolving speed $v_{\tau i}$ is chosen as the same for each vehicle, and equals to the desired formation speed $\bar{v}_0$. Whereas, $\bar{v}_0$ needs not be constant and it could be time-varying.

Now, the solution to the coordinated path tracking problem can be proposed, with decentralized feedback law for the path parameter vector $\mathcal{A}$ as a function of the information received from the neighboring vehicles in the network.

Theorem 3.3: Decentralized control of coordinated path tracking in kinematics stage

Under assumptions 3.1 and 3.2, the kinematic control input $(u_i, \alpha_i)^T$ and the distributed feedback law for the path parameter $\tau_i$, are given in (19) and (20) respectively. The control objectives (9) and (10) of coordinated path tracking are achieved, and the equilibrium point $[x_{\tau i}, y_{\tau i}, \psi_{\tau i}, (\tau_i - \tau_j)]^T = 0^4$ is globally asymptotically stable.

Remark:

By examining the compact form of the feedback law proposed in (21), it can be rewritten in a decentralized form as

$$\begin{bmatrix} \dot{\tau}_i \\ \dot{z}_i \end{bmatrix} = \begin{bmatrix} \dot{1}_i + v_{\tau i} \\ -k_1 \dot{1}_i + k_2 (\sum_{j \in J_i} (\tau_j - \tau_i) + \phi_i) \end{bmatrix}$$

Recall that $J_i$ denotes the set of neighboring vehicles (vertices in the communication graph) that communicate with vehicle $i$ in the network. Note that the feedback law of path parameter $\tau_i$ for vehicle $i$ is a function of its own path parameter errors, with respect to path parameters of other vehicles included in the communication set $J_i$. Clearly, the feedback law is decentralized, which meets the constraints imposed by the communication network.

D. Backstepping dynamics

The dynamic version of the decentralized control of coordinated path tracking, can be derived by adopting backstepping techniques [44], [49], in terms of the dynamics of the nonholonomic vehicles in (2). Let $(u_i, \alpha_i)^T$ be the virtual control input vector, and $(\alpha_{ai}, \alpha_{ai})^T$ be the corresponding virtual control law. Define the velocity error vector $z_i$ as

$$z_i = \begin{bmatrix} z_{ai} \\ z_{ei} \end{bmatrix} = \begin{bmatrix} u_i - \alpha_{ai} \\ \alpha_i - \alpha_{ai} \end{bmatrix}$$

Let the Lyapunov function $V_{\text{aug}}$ in (23) be augmented with the quadratic terms of $z_{ai}$ and $z_{ei}$. That is

$$V_{\text{dyn}} = V_{\text{aug}} + \frac{1}{2} \sum_{i=1}^{n} z_i^T M_i z_i$$

(27)

where $M_i = \begin{bmatrix} m_i & 0 \\ 0 & I_i \end{bmatrix}$, and $m_i, I_i$ denote the mass and moment of inertia of the $i$-th vehicle.
The time derivative of \( V_{\text{dyn}} \) can be written as
\[
V_{\text{dyn}} = \Phi^T \Omega_t + \Omega_t^2 K_1^{-1} K_2^{-1} \Omega_t + \mathcal{T}^T L \mathcal{T}
\]
\[+ \sum_{i=1}^{n} \left\{ \chi_{ei} (\delta_t z_{vi} \cos \psi_{ei} - z_{oi} - \alpha_{oi}) + \chi_{ei} \delta_t \sin \tilde{\delta}_i + m_i \dot{z}_{ai} \dot{z}_{ai} \right\} \]
\[+ \dot{\psi}_t [\chi_{ei} \delta_t \cos \psi_{ei} + \chi_{ei} \delta_t \sin \tilde{\delta} + \frac{1}{\gamma} (\psi_{ei} - \tilde{\delta}) \dot{\omega}_t] + I z_{ai} \dot{z}_{ai} \]
\[+ \frac{1}{\gamma} (\psi_{ei} - \tilde{\delta}) (\delta_t \cos \psi_{ei} - \delta_t \cos \psi_{ei} + \gamma \chi_{ei} \delta_t \sin \tilde{\delta}_i) \frac{\sin \psi_{ei} - \sin \tilde{\delta}_i}{\psi_{ei} - \tilde{\delta}_i} \]
\[= \Phi^T \Omega_t + \Omega_t^2 K_1^{-1} K_2^{-1} \Omega_t + \mathcal{T}^T L (\Omega_t + V_t) + \sum_{i=1}^{n} \left\{ \chi_{ei} \delta_t \sin \tilde{\delta}_i + m_i \dot{z}_{ai} \dot{z}_{ai} \right\} \]
\[+ \frac{1}{\gamma} (\psi_{ei} - \tilde{\delta}) (\delta_t \cos \psi_{ei} - \delta_t \cos \psi_{ei} + \gamma \chi_{ei} \delta_t \sin \tilde{\delta}_i) \frac{\sin \psi_{ei} - \sin \tilde{\delta}_i}{\psi_{ei} - \tilde{\delta}_i} \]

Let the virtual control laws \((\alpha_{oi}, \omega_{ui})^T\) be given according to (19) as follows:
\[
\begin{bmatrix}
\alpha_{oi} \\
\omega_{ui}
\end{bmatrix} = \begin{bmatrix}
k_x \chi_{ei} \delta_t \sin \tilde{\delta}_i + \gamma \chi_{ei} \delta_t \sin \tilde{\delta}_i \\
\delta_t \sin \tilde{\delta}_i + \gamma \chi_{ei} \delta_t \sin \tilde{\delta}_i
\end{bmatrix}
\]
(28)

Choose the control law of \((F_i, N_i)^T\) as
\[
\begin{bmatrix}
F_i \\
N_i
\end{bmatrix} = I m_i \omega_i + \chi_{ei} \delta_t \sin \tilde{\delta}_i + m_i \dot{z}_{ai} \dot{z}_{ai}
\]
(29)
where \(k_3, k_4\) are positive constants.

Combining (25), (28) and (29), there is
\[
V_{\text{dyn}} = -\Omega_t^2 K_2^{-1} \Omega_t - \sum_{i=1}^{n} [k_x \chi_{ei} \delta_t \sin \tilde{\delta}_i + \gamma \chi_{ei} \delta_t \sin \tilde{\delta}_i]^2
\]
\[+ k_3^2 \delta_t \dot{\omega}_t + k_4^2 \dot{z}_{ai} \dot{z}_{ai} \leq 0
\]

That means, \(V_{\text{dyn}}\) is negative semidefinite and all the states \((x_{ei}, y_{ei}, \psi_{ei}, z_{ai}, \dot{z}_{ai})\) globally converge to its equilibrium. Moreover, it can be concluded that the equilibrium is \((x_{ei}, y_{ei}, \psi_{ei}, z_{ai}, \dot{z}_{ai})^T = 0^5\) from Barbilat’s lemma. Therefore, the following proposition can be proposed.

Theorem 3.4: Decentralized control of coordinated path tracking in dynamics stage

Under assumptions 3.1 and 3.2, the dynamics control input \((F_i, N_i)^T\) and the distributed feedback law for the path parameter \(\tau_i\), are given in (29) and (25) respectively. The control objectives (9) and (10) of coordinated path tracking are achieved, and the equilibrium point \([x_{ei}, y_{ei}, \psi_{ei}, (\tau_i - \tau_j)]^T = 0^4\) is globally asymptotically stable.

The proof is omitted due to limited space, which can be completed by using a similar method as in Appendix.

IV. EXAMPLES OF COORDINATED PATH TRACKING CONTROL

In this section, numerical simulations are carried out in order to illustrate the performance of the proposed coordination control laws for networked nonholonomic mobile vehicles.
vehicle/target) and the actual trajectory of the $i$-th physical vehicle are plotted respectively. Note that the orientations of the physical vehicles illustrated by small triangles, are tangential to the sinusoidal paths. In Fig. 3(b), the synchronization errors of the path parameters and their speed disagreement converge to zero, explaining the successful formation coordination.

In Fig. 4, the path tracking errors are plotted, including the position errors $(x_{ei}, y_{ei})$ and orientation errors $\psi_{ei}$. The evolving velocities and orientations of the virtual vehicles moving along the paths and those of the actual vehicles are
shown in Fig. 5 and Fig. 6 respectively, where the vehicles move with varying velocities along the sinusoidal paths in order to maintain the circle formation. Note that each physical vehicle suffers from limitations on actual linear and angular velocities given in the simulation conditions, so the velocities of physical vehicles are prone to be saturated in the early stage while tracking corresponding virtual vehicles moving along the path. It is clearly interpreted by the differences between the velocities of the virtual vehicles and the physical vehicles shown in the first and third sub-figures in Fig. 5 and Fig. 6, while the orientations of the physical vehicles tend to those of the virtual vehicles quickly, due to the heading guidance. However, the velocities of the physical and virtual vehicles are the same when the physical vehicles catch up with the corresponding virtual vehicles. The vehicles maintain the desired circle formation through the distributed control laws.

2) Scaling circle formation of 10 networked vehicles: In this simulation, the shrunk circle formation is built according
to the rotation and scaling representation of the virtual structure given in (5). Since the rotation of the circle does not make much sense, only the scaling parameters in (32) are used here to build the shrunk circle formation, defined as

\[
S = \begin{bmatrix}
a(1-k_T^2) & 0 \\
0 & b(1-k_T^2)
\end{bmatrix}
\tag{32}
\]

where \(a = b = 1; k = 0.7, T = 1000\). The formation begins shrinking at the time instant \(t = 600\). Initial conditions are set as the same as the previous example.

The simulation result is given in Fig. 7. It shows that the circle formation is shrinking, and the achieved final circle formation has a radius that is 30% the size of the original radius at the time instant \(t = 1000\), as \(a(1-k_T^2)|_{t=1000} = b(1-k_T^2)|_{t=1000} = 0.3\).

V. CONCLUSIONS

In this paper, the problem of coordinated path tracking for a team of networked nonholonomic mobile vehicles is addressed by modifying the conventional virtual structure approach and combining individual path tracking control design. Through the bi-directional and connected communication network, a distributed feedback law for the path parameters related to the virtual vehicles is derived, such that the desired formation structure is asymptotically built based on graph theory and nonlinear control techniques. Simulation results illustrate the efficiency of the proposed controller. Future work is to extend the techniques developed in this paper combined with matrix decomposition theory to coordinated path tracking under unidirectional communication constraints, and the classical Lyapunov-Krasovskii functional techniques will be resorted for the stability analysis of networked vehicle systems with time varying delays as well. Collision avoidance among vehicles will also be integrated while considering limited sensing ability of the physical vehicles.
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APPENDIX

Proof of Theorem 3.3

Given the solution (25), the derivative of Lyapunov candidate function in (24), can be further written as

\[
\dot{V}_{\text{aug}} = \Phi^T \dot{\Omega}_\varepsilon + \dot{\Psi}_\varepsilon + \dot{\delta}_\varepsilon \Omega_\varepsilon + \dot{\Xi}^T L(\Omega_\varepsilon + V_\varepsilon)
\]

\[
- \sum_{i=1}^n [k_i x_{el_i}^2 + y_{el_i} u_{el_i} \bar{t}_0 \sin \delta_i + k_w \frac{\bar{t}_0}{\bar{y}} (\psi_{el_i} - \delta_i)^2]
\]

\[
= (\Phi^T + \dot{\Omega}_\varepsilon K_{-1}^{-1} K_{-1}^T + \dot{\Xi}^T L) \Omega_\varepsilon + \bar{t}_0 \dot{\Theta}^T L \dot{\hat{I}}
\]

\[
- \sum_{i=1}^n [k_i x_{el_i}^2 + y_{el_i} u_{el_i} \bar{t}_0 \sin \delta_i + k_w \frac{\bar{t}_0}{\bar{y}} (\psi_{el_i} - \delta_i)^2]
\]

\[
= -\dot{\Omega}_\varepsilon K_{-1}^{-1} \Omega_\varepsilon - \sum_{i=1}^n [k_i x_{el_i}^2 + y_{el_i} u_{el_i} \bar{t}_0 \sin \delta_i + k_w \frac{\bar{t}_0}{\bar{y}} (\psi_{el_i} - \delta_i)^2]
\]

\[
\leq 0
\]

where \(\bar{t}_0 \dot{\Theta}^T L \dot{\hat{I}} = 0\) is applied due to the property of Laplacian matrix \(L\) of the connected undirected graph, according to Lemma 1.

Since the control Lyapunov function \(V_{\text{aug}}\) is positive definite and radially unbounded from (23), and \(V_{\text{aug}} \leq 0\), for any initial condition of the state \(X = (x_{el_i}, y_{el_i}, \psi_{el_i}, \delta_i, \Omega_\varepsilon)^T\), there exists a constant \(\varepsilon\) such that \(|X(t)| \leq \varepsilon\) for all \(t \geq t_0\). Afterwards, tedious but straightforward computation shows that \(V_{\text{aug}}(t, X(t))\) exists and is bounded, such that \(V_{\text{aug}}(t, X(t))\) is uniformly continuous. By using Barbalat’s Lemma, we can conclude that

\[
\lim_{t \to \infty} V_{\text{aug}}(t, X(t)) = 0
\]

Therefore, \((x_{el_i}, y_{el_i}, \psi_{el_i}, \delta_i, \Omega_\varepsilon)^T\) vanishes as \(t \to \infty\), which drives \(\lim_{t \to \infty} \dot{\bar{t}}_0 = 0\) and \(\lim_{t \to \infty} \Omega_\varepsilon = 0\). Moreover, by using the fact that \(L \dot{\Theta} = \dot{\Omega}_\varepsilon + \Phi \Omega_\varepsilon + \dot{\Xi}^T L \varepsilon\), we have \(\lim_{t \to \infty} L \dot{\Theta} = 0\). Applying Lemma 1, there is

\[
\lim_{t \to \infty} (\tau_i - \tau_j) = 0
\]

Hence, all the path parameters of the reference paths are asymptotically synchronized.

Furthermore, \(\lim_{t \to \infty} \Omega_\varepsilon = 0\) drives \(\lim_{t \to \infty} \bar{t}_0 = 0\). As \(\bar{t}_0 = \bar{t}_0 - \bar{t}_0\) with \(\bar{t}_0\) chosen in the control design, there is

\[
\lim_{t \to \infty} (\tau_i - \tau_j) = 0
\]

It means that each nonholonomic mobile vehicle eventually moves along the path according to the desired speed assignment \(\bar{t}_0(\cdot)\). Therefore, the proof is completed.
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