Extracting non-negative basis images using pixel dispersion penalty
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ABSTRACT

Non-negativity matrix factorization (NMF) and its variants have been explored in the last decade and are still attractive due to their ability of extracting non-negative basis images. However, most existing NMF based methods are not ready for encoding higher-order data information. One reason is that they do not directly/explicitly model structured data information during learning, and therefore the extracted basis images may not completely describe the “parts” in an image very well. In order to solve this problem, the structured sparse NMF has been recently proposed in order to learn structured basis images. However, it depends on some special prior knowledge, i.e. one needs to exhaustively define a set of structured patterns in advance. In this paper, we wish to perform structured sparsity learning as automatically as possible. To that end, we propose a pixel dispersion penalty (PDP), which effectively describes the spatial dispersion of pixels in an image without using any manually predefined structured patterns as constraints. In PDP, we consider each part-based feature pattern of an image as a cluster of non-zero pixels; that is the non-zero pixels of a local pattern should be spatially close to each other. Furthermore, by incorporating the proposed PDP, we develop a spatial non-negative matrix factorization (Spatial NMF) and a spatial non-negative component analysis (Spatial NCA). In Spatial NCA, the non-negativity constraint is only imposed on basis images and such constraint on coefficients is released, so both subtractive and additive combinations of non-negative basis images are allowed for reconstructing any images. Extensive experiments are conducted to validate the effectiveness of the proposed pixel dispersion penalty. We also experimentally show that Spatial NCA is more flexible for extracting non-negative basis images and obtains better and more stable performance.

1. Introduction

Extracting basis images using matrix factorization techniques is widely used in pattern recognition and computer vision. Given a set of \( N \) \( d \)-dimensional image data \( \mathbf{x}_i \in \mathbb{R}^d \), \( i = 1, \ldots, N \), which are always assumed to be non-negative, matrix factorization aims to decompose a \( d \times N \) data matrix \( \mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_N) \) into a \( d \times L \) basis matrix \( \mathbf{W} \) and a \( L \times N \) coefficient matrix \( \mathbf{H} \) such that

\[
\mathbf{X} = \mathbf{WH},
\]

where \( L < \min(N,d) \) for learning a low dimensional subspace that describes main variations or distinctive factors of data. Principal component analysis (PCA) is one of the most popular matrix factorization techniques [2,3]. PCA learns a low dimensional subspace of data that preserves as much data information as possible. It is, however, always exploring holistic features as basis images and cannot explore spatially localized features, and thus the potential significant structured factors [4] cannot be explicitly explored.

The non-negativity matrix factorization (NMF) [5,6] is an effective and popular way to alleviate the above problem. NMF imposes non-negativity constraint on basis matrix \( \mathbf{W} \) and coefficient matrix \( \mathbf{H} \) at the same time. NMF aims to represent an image by additive combination of a set of non-negative basis images. This can sometimes effectively lead to part-based representation of the data. In order to make NMF support this property in diverse fields, many invariants, including using lasso penalty [7], imposing orthogonal penalty [8–10] and designing a criterion that measures the degree of sparsity [11], have also been reported in the last decade. One attraction of these methods is that they can experimentally retrieve sets or parts of variables as local patterns (e.g. eyes or mouth) in a face image, which are intuitively meaningful data structures and good for data analysis and understanding.

Although several typical penalty functions and constraints have been proposed in order to improve NMF for extracting sparer features, it still lacks of theoretical guarantee that the extracted non-negative basis images by the above methods can directly reflect the expected data structure information. It is because these constraints and penalty functions do not explicitly model the shapes or configuration of local patterns in an image.
Most of them are only concerned about the sparsity of the extracted basis images or the relationship between different basis images. A sparse basis image is conceptually different from a spatially localized basis image. A sparse basis image is mainly concerned about the number of its non-zero entries while no geometric constraints among those non-zero entries are specified. In comparison, a spatially localized basis image should be concerned more about the structured relationship between pixels (e.g. meaningful local patches). Therefore, the aforementioned related existing penalty functions cannot completely address a basic question raised by Mei [1] that how the extracted basis images are related to the concept "parts".

Recently, structured sparsity learning is introduced in order to quantify the correlation between variables (e.g. pixels in an image) in regression [12], classification [13], compressed sensing [14,15], and is also applied to NMF [4]. The main idea of the structured sparse NMF is to enforce some prior knowledge about structured information by formulating a structured regularization penalty added to the usual data reconstruction error term. The structured information differs for different applications and for example includes [16,17]: (1) shape of local rectangle patches (e.g. blocks as the set of axis-aligned half-squares on a 2-dimensional grid across different sizes and scales); (2) shape of oblique local patterns with different angles in a plane; (3) a set of consecutive variables in a sequence; (4) group of variables (e.g. group of gene from the same pathway in gene analysis or group of dummy variables corresponding to the same factor in ANOVA factor analysis). However, in order to learn these structured sparse information, special prior knowledge about the structured information, e.g. group structure of variables or prior support patches in an image for different types of data, needs to be known and predefined manually. In order to realize this, one may need to provide much more exhaustive prior structured patterns during learning when using these structured sparsity learning methods. Hence, its successfulness is highly depending on the manual definition of structure in advance, and selection of prior information may have to be performed in order to reduce the complexity [17]. Moreover, it is still unknown how to define appropriate predefined structured patterns which are good for classification.

In this paper, we wish to learn structured sparse basis images in an image as automatically as possible without manually defining any special prior support patches. Our focus is on image analysis and we propose to consider the “parts” as the clusters of non-zero pixels in an image; that is all non-zero pixels of a part-based pattern in an image should be spatially close to each other. To this end, we devise a new spatially localized penalty function called the pixel dispersion penalty, which quantifies how pixels scatter spatially in an image.

Another contribution of this paper is that we will develop a spatial non-negativity matrix factorization (Spatial NMF) and a spatial non-negative component analysis (Spatial NCA), where both methods will incorporate the proposed pixel dispersion penalty and in particularly Spatial NCA allows both subtractive and additive combination of non-negative basis images at the same time. We find that when using the proposed pixel dispersion penalty, releasing non-negativity constraint on coefficient matrix in NMF will lead to better performance on image understanding and face recognition.

The rest of the paper is organized as follows. Section 2 first reviews some related work on extracting non-negative basis images using matrix factorization. The proposed pixel dispersion penalty is first detailed in Section 3 and utilized to develop new matrix factorization techniques in Section 4. Experiments are conducted for evaluating the proposed pixel dispersion penalty in Section 5. The paper is finally concluded in Section 6.
matrix $\mathbf{W}$, it is still hard to learn part-based and spatially localized basis images from real data without directly penalizing them. There is also work to combine non-negativity constraint, lasso penalty and orthogonal penalty together by Zass and Shashua [9]. However, the developed sparse non-negative PCA is computationally expensive as it is a fourth order optimization problem.

Although the above constraints and penalty functions have been widely recognized, they are not directly and explicitly designed for exploring the structured information in an image. The structured information is useful and significant. It is because variables or parameters are not always completely independent, and they may be correlated or grouped together in terms of some kind of structured information. In order to overcome this problem, several recent works attempted to impose group structure between variables, for example incorporating some prior support patch information to quantify these variables jointly [4,12,27]. Particularly, for extracting structured sparse features in an image, Jenatton et al. proposed to use different criterion $D$ variables jointly [4,12,27]. Particularly, for extracting structured information in an image. The structured vector in this work.

2. By applying the pixel dispersion penalty, two new developments are away from the corresponding center $\hat{h}$. We aim to extract non-negative basis images in this work.

\begin{equation}
\min_{\mathbf{W} \in \mathbb{R}^{b \times r}, \mathbf{h} \in \mathbb{R}^r} \frac{1}{N} \sum_{i=1}^{N} \|\mathbf{x}_i - \mathbf{W}_i \hat{h}_i\|^2 + \lambda \sum_{j=1}^{L} \Omega_j(\mathbf{w}_j)
\end{equation}

\text{s.t.} \quad \Omega_1(\mathbf{h}) \leq 1 & \mathbf{W} \geq 0, \mathbf{h} \geq 0.

(7)

where $\Omega_j(\mathbf{w}) = \sum_{a \in G_j} d_c^2 \mathbf{w}_j$, $G$ is a pre-specified subset of power set of $\{1, \ldots, n\}$, $d_c$ is a $n$-dimensional vector and performs as a filter function [4], and $\Omega_j(\mathbf{h})$ is some kind of constraint on coding vector $\mathbf{h}$. More general formulation can be found in [4]. However, these data structured information needs to be known a priori as aforementioned in the introduction.

Compared to the above existing works, the novelty and new developments of this work include:

1. We propose a pixel dispersion penalty in order to describe the spatial structured relations between pixels in an image without using any prior structured patterns as constraints.

2. By applying the pixel dispersion penalty, two new developments are presented. That is, (1) we apply our proposed pixel dispersion penalty to non-negative matrix factorization and develop Spatial NMF, and (2) we particularly develop spatial non-negative component analysis (Spatial NCA). In Spatial NCA, the non-negativity constraint is only imposed on basis images $\mathbf{w}_j$ and such constraint on codings $\mathbf{h}_j$ is released. An optimization algorithm is also developed accordingly.

3. The proposed pixel dispersion penalty

We wish to learn a low rank basis matrix $\mathbf{W}$, each column of which (i.e. each basis image $\mathbf{w}_j$) describes a spatially localized part of an image. We say a basis image $\mathbf{w}_j$ is spatially localized if the non-zero pixels of the basis image are spatially and locally non-dispersive, i.e. those non-zero pixels should be clustered and close to its center. Suppose the image we are concerned is $b \times h$ pixels in height and $a \times w$ pixels in width. To measure the dispersion degree of non-zero pixels in each basis $\mathbf{w}_j$, we propose the following criterion $D(\mathbf{w}_j)$:

\begin{equation}
D(\mathbf{w}_j) = \sum_{x=1}^{a} \sum_{y=1}^{b} \frac{b}{y \neq 0} \sum_{y=1}^{b} \frac{a}{x \neq 0} \sum_{y=1}^{b} \left[ \delta(\mathbf{w}_j^{2D}(x,y) \neq 0) \times \delta(\mathbf{w}_j^{2D}(y,x') \neq 0) \right] \times l(|y,x|,|y',x'|).
\end{equation}

where $\mathbf{w}_j^{2D} (\in \mathbb{R}^{b \times a})$ is the corresponding matrix form of the basis image vector $\mathbf{w}_j$, $\delta(true) = 1$ and $0$ otherwise, and $l$ is an association function between two coordinate vectors $[y,x]$ and $[y',x']$ in an image and measures the distance between them. In this paper, we use the following association function:

\begin{equation}
l(|y,x|,|y',x'|) = |y-y'| + |x-x'|.
\end{equation}

The larger the $D(\mathbf{w}_j)$ is the more dispersive the non-zero pixels are.

The measurement $D(\mathbf{w}_j)$, however, is a non-convex function of $\mathbf{w}_j$, which would be hard for optimizing $\mathbf{w}_j$ in an analytic way. In order to make the modeling of dispersion degree more tractable for optimization, we further develop the following weighted dispersion degree modeling:

\begin{equation}
D(\mathbf{w}_j) = \sum_{x=1}^{a} \sum_{y=1}^{b} \sum_{x'=1}^{a} \sum_{y'=1}^{b} \left[ \mathbf{w}_j^{2D}(x,y) || \mathbf{w}_j^{2D}(y',x') \right] l(|y,x|,|y',x'|).
\end{equation}

To investigate the rationale of the above modeling, we let $d_{x+y}(\mathbf{y}, \mathbf{a}) = l(|y,x|,|y+y',x+x'|)$. As shown in Fig. 1, $d_{x+y}(\mathbf{y}, \mathbf{a})$ is a high-pass filter, and the penalty function $D(\mathbf{w}_j)$ is actually a weighted combination of a set of special high-pass filter’s responses as follows:

\begin{equation}
D(\mathbf{w}_j) = \sum_{x=1}^{a} \sum_{y=1}^{b} \mathbf{w}_j^{2D}(x,y) \times \left[ \sum_{x'=1}^{a} \sum_{y'=1}^{b} \mathbf{w}_j^{2D}(y',x') \right] d_{x+y}(\mathbf{y} - \mathbf{x} - \mathbf{x})
\end{equation}

The high-pass filter then enlarges the effect of any points which are away from the corresponding center $[y,x]$. Therefore, minimizing the weighted dispersion $D(\mathbf{w}_j)$ would suppress the scenario that two disjoint pixels at $[y,x]$ and $[y',x']$ which are far away from each other and both have higher weights $|\mathbf{w}_j^{2D}(y,x)|$ and $|\mathbf{w}_j^{2D}(y',x')|$ (i.e. higher pixel values), due to the non-negativity of $\mathbf{w}_j^{2D}(y,x)$). This encourages the algorithm to learn spatially localized patches in an image.

Moreover, by Eq. (11), we find that $D(\mathbf{w}_j)$ in some aspect can be viewed as a special weighted $\ell_1$-norm function. However, the difference is that the weight $\left[ \sum_{x=1}^{a} \sum_{y=1}^{b} \mathbf{w}_j^{2D}(y,x) \right] d_{x+y}(\mathbf{y} - \mathbf{x} - \mathbf{x})$ for each entry $|\mathbf{w}_j^{2D}(y,x)|$ has incorporated the pixel spatial information surrounding the pixel at $[y,x]$ in an image, and this makes the pixel dispersion penalty be a second-order function.

Nevertheless, without using any manually predefined structured patterns as constraints, the spatially localized basis images can be favored by the pixel dispersion penalty. The experiments will show the learned basis images $\mathbf{w}_j$ are also sparse.

We aim to extract non-negative basis images in this work. Therefore, we finally present the following special pixel dispersion penalty for computation.

3.1. The pixel dispersion penalty for non-negative $\mathbf{w}_j$

Let $\mathbf{E}_{\mathbf{w}_j} (\in \mathbb{R}^d)$ be the indicator vector such that

\begin{equation}
\mathbf{E}_{\mathbf{w}_j}(j) = \begin{cases} 
1 & j = (x-1) \times b + y, \\
0 & \text{otherwise},
\end{cases}
\end{equation}

where $b$ is the height of an image. Note that $\mathbf{E}_{\mathbf{w}_j}(y,x) = \mathbf{w}_j^T \mathbf{E}_{\mathbf{w}_j}$. When $\mathbf{w}_j$ is non-negative, Eq. (10) becomes

\begin{equation}
D(\mathbf{w}_j) = \mathbf{w}_j^T \left[ \sum_{x=1}^{a} \sum_{y=1}^{b} \sum_{x'=1}^{a} \sum_{y'=1}^{b} l(|y,x|,|y',x'|) \times \mathbf{E}_{\mathbf{w}_j}^T \mathbf{E}_{\mathbf{w}_j} \right] \mathbf{w}_j = \mathbf{w}_j^T \mathbf{E}_{\mathbf{w}_j} \mathbf{w}_j,
\end{equation}

Please note that Eq. (7) is slightly different from Jenatton’s because each sample is formulated as a row vector in [4] while it is formulated as a column vector in this work.
where
\[
E_l = \sum_{x=1}^{a} \sum_{y=1}^{b} \sum_{x'=1}^{a} \sum_{y'=1}^{b} k([y,x],[y',x']) \mathbf{e}_x \mathbf{e}_{x'}^T.
\] (14)

We call \(E_l\) the dispersion kernel matrix in this paper.

4. Low-rank matrix factorization with pixel dispersion penalty

4.1. Spatial non-negative matrix factorization

In order to extract non-negative structured local patterns of the data, we are now incorporating the pixel dispersion penalty to develop a new penalized NMF-based matrix factorization as follows:

\[
\min_{\mathbf{W} \in \mathbb{R}^{L \times d}, \mathbf{h} \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^{N} \left| \mathbf{x}_i - \mathbf{W} \mathbf{h}_i \right|^2 + \lambda \text{trace}(\mathbf{WW}^T)
\]
\[\text{s.t. } \mathbf{W} \geq 0, \mathbf{h} \leq \mathbf{c}_0.\] (15)

where \(\lambda > 0\), \(L \leq d\), and \(\mathbf{c}_0\) is a simple positive constant bound parameter which removes the scale effect during minimization of \(\text{trace}(\mathbf{WW}^T)\). Note that the condition \(L \leq d\) is necessary for learning a low-rank basis matrix \(\mathbf{W}\) and also avoiding trivial solution if \(L \geq d\). We call the above model as spatial non-negative matrix factorization (Spatial NMF).

In this paper, we particularly focus on developing a special spatially localized semi non-negative matrix factorization method, where the basis images are non-negative and no non-negativity constraint is imposed on coefficients. We call such kind of matrix factorization as spatial non-negative component analysis (Spatial NCA). The next section will detail the motivation and model.

4.2. Non-negative component analysis with pixel dispersion penalty

Although the usefulness of non-negative basis images in image understanding and representation has been recognized, it may still be hard for an object to be completely represented by additive combination of a few spatially localized non-negative basis images. To this end, there are recent attempts to partially release the non-negativity constraint in NMF in [28,29] and our early work [10]. Compared to [10,28,29], we first in the following give more detailed analysis about the release of non-negativity constraint on the coefficient part.

Since the non-negativity constraint on coefficients is released, the subtraction between non-negative basis images is allowed. In particular, this enables the algorithm to realize the scenario that each pattern can be represented by removing and adding spatially localized basis images on a few other basis images. Such a kind of flexibility can be shown in Fig. 2. By allowing subtraction between positive basis images the algorithm can probably find basis images in Fig. 2(d) and (e); but NMF can only find Fig. 2(c). Hence a much more flexible way to explore spatially localized basis images can be possible if the non-negativity constraint on coefficients is released. From another point of view, it is the fact that by using matrix factorization techniques such as PCA, each pattern \(\mathbf{x}_i\) is approximately reconstructed by a set of basis images \(\mathbf{w}_{ij}^+ = 1\) as follows:

\[
\mathbf{x}_i \approx \sum_{j=1}^{L} \mathbf{h}^j_i \times \mathbf{w}^j_i.
\] (16)

Let \(\mathbf{w}^j_+ = \max(\mathbf{w}_j,0)\) and \(\mathbf{w}^-_j = -\min(\mathbf{w}_j,0)\). Then

\[
\mathbf{x}_i \approx \sum_{j=1}^{L} \mathbf{h}^j_i \times \mathbf{w}^j_+ - \mathbf{h}^j_i \times \mathbf{w}^-_j.
\] (17)

So each data \(\mathbf{x}_i\) is able to be represented by combination of non-negative basis images, where subtractive and additive combinations exist simultaneously. Note that as subtraction between an two positive basis images is allowed, we are also able to analyze any data with negative entries. For a more general matrix factorization problem, we can generalize the above reconstruction process as follows:

\[
\mathbf{x}_i \approx \sum_{j=1}^{L} \mathbf{h}_j \times \mathbf{w}_j, \quad \mathbf{w}_j \geq 0 \text{ for any } j.
\] (18)

where the basis matrix \(\mathbf{W} = [\mathbf{w}_1, \ldots, \mathbf{w}_L]\) and coefficient matrix \(\mathbf{H} = [\mathbf{h}_1, \ldots, \mathbf{h}_L]\) are learned by

\[
\min_{\mathbf{W} \in \mathbb{R}^{L \times d}, \mathbf{h} \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^{N} \left| \mathbf{x}_i - \mathbf{W} \mathbf{h}_i \right|^2
\]
\[\text{s.t. } \mathbf{W} \geq 0.\] (19)

The above model as non-negative component analysis (NCA), and compared to the NMF criterion only the constraint \(\mathbf{h}_j \geq 0\) in Eq. (2) has been removed.

Recent work in [10,28,29] has shown that although NCA can explore non-negative basis images in a more flexible way, NCA itself is hard to learn spatially localized basis images. In this work, we wish to incorporate the proposed pixel dispersion penalty into NCA in order to learn spatially localized structured patterns. By imposing the proposed pixel dispersion penalty (Eq. (13)) on the basis images, a spatial non-negative component analysis (Spatial NCA) can be formulated by weighting the reconstruction
error and the pixel dispersion penalty function as follows:
\[
\min_{\mathbf{w} \in \mathbb{R}^{d \times n}, \mathbf{h} \in \mathbb{R}^d} f_E(\mathbf{W}, \mathbf{H}) \\
\text{st. } \mathbf{W} \succeq 0, \ |\mathbf{h}(j)| \leq c_0.
\]  
(20)

where \( \mathbf{h}(j) \) is the \( j \)th entry of coding vector \( \mathbf{h} \), and
\[
f_E(\mathbf{W}, \mathbf{H}) = \frac{1}{N} \sum_{i=1}^{N} (\mathbf{x}_i - \mathbf{W} \mathbf{h}(j))^2 + \frac{\lambda}{L} \text{trace}(\mathbf{W}^T \mathbf{E}_i \mathbf{W}), \ \lambda \geq 0.
\]  
(21)

Specially, when the input data \( \mathbf{x}_i \) are non-negative (e.g. images represented by pixel values), as the extracted basis images are non-negative, so the criterion can implicitly ensure that the learned coefficients \( \mathbf{h}(j) \) should not be too small negative value as it is not good for minimizing the reconstruction error in Eq. (20). In view of this, we can relax the above criterion for \( \mathbf{x}_i \succeq 0 \) as follows:
\[
\min_{\mathbf{w} \in \mathbb{R}^{d \times n}, \mathbf{h} \in \mathbb{R}^d} f_E(\mathbf{W}, \mathbf{H}) \\
\text{st. } \mathbf{W} \succeq 0, \ |\mathbf{h}(j)| \leq c_0.
\]  
(22)

An example on reconstructing a face image by simultaneous additive and subtractive combination of spatially localized basis images learned by Spatial NCA is shown in Fig. 3, where some operations appear near the nose and mouth.

4.3. Optimization algorithm: a projected gradient method

We now mainly develop an optimization algorithm for Spatial NCA (Eq. (20)). The following developed optimization algorithm can be easily applied to Spatial NMF (Eq. (15)) with slight modifications.

As Criterion (20) is convex for each variable respectively but not for all variables jointly, it is not straightforward to compute a globally optimal solution. To solve this problem, we seek optimal basis matrix \( \mathbf{W} \) and coefficient matrix \( \mathbf{H} \) in an alternating update manner. Among the alternating techniques, the multiplicative rule is popular for the NMF-based matrix factorization techniques and also recently used for a different semi non-negative algorithm where non-negativity is imposed on coefficient rather than basis images. However, due to the bound constraint in Eq. (20), the multiplicative rule may not be easily applicable. Recently, Lin has demonstrated that for NMF the projected gradient update method is a more efficient technique as compared to the multiplicative update rule [30] and related projection techniques has also been used recently in [4]. We in this paper adopt this strategy and develop a projected gradient update based alternating method for computing an optimal solution for the proposed model in Eq. (20).

**Algorithm 1.** Learning the Spatial NCA model.

**Data:** Data matrix \( \mathbf{X} \), number of basis images \( L \)

**begin**

**Initialization of \( \mathbf{W} \) and \( \mathbf{H} \) (see text);**

**Formulation of the dispersion kernel matrix \( \mathbf{E}_i \) in Eq. (14);**

**while stopping criterion not reached do**

**Update \( \mathbf{W} \) by Eq. (23);**

**Update \( \mathbf{H} \) by Eq. (24);**

**end**

**Output:** Basic Matrix \( \mathbf{W} \) and Coefficient Matrix \( \mathbf{H} \)

In this work, the alternating procedure for learning Spatial NCA is shown in Algorithm 1. More specifically, the alternating procedure at each iteration consists of the following two steps:

1. **Update of basis images:**

\[
\mathbf{W}(i,j) \leftarrow \max \left\{ 0, \mathbf{W}(i,j) - \eta_1 \times \frac{\partial f_E(\mathbf{W}, \mathbf{H})}{\partial \mathbf{W}(i,j)} \right\}
\]

where

\[
\frac{\partial f_E(\mathbf{W}, \mathbf{H})}{\partial \mathbf{W}} = \frac{2}{N}(\mathbf{WH}^T - \mathbf{X})^2 + \frac{2 \lambda}{L} \mathbf{W}.
\]  
(23)

2. **Update of coefficients:**

\[
\mathbf{H}(i,j) \leftarrow \max \left\{ c_0, \max \left\{ -c_0 \mathbf{H}(i,j) - \eta_2 \times \frac{\partial f_E(\mathbf{W}, \mathbf{H})}{\partial \mathbf{H}(i,j)} \right\} \right\}
\]

where

\[
\frac{\partial f_E(\mathbf{W}, \mathbf{H})}{\partial \mathbf{H}} = \frac{2}{N}(\mathbf{W}^T \mathbf{WH} - \mathbf{W}^T \mathbf{X}).
\]  
(24)

The \( \eta_1 \) and \( \eta_2 \) in Eqs. (23) and (24) are the step lengths in gradient descent and can be adaptively determined as similarly done in [30].

The alternating procedure will repeat the above two steps until convergence. The alternating update procedure ensures the value of the objective function in Criterion (20) decreases after each update [30] and can be finally terminated if the difference between the last two updated criterion values is lower than some tolerance value (e.g. \( 10^{-6} \) used in our experiments).

**Initialization.** Initialized values for \( \mathbf{W} \) and \( \mathbf{H} \) are necessary for the above alternating procedure. While it is still an open/unsolved issue on investigating the best optimization method for alternating algorithms (e.g. the proposed method and many other non-convex methods), rather than using random initialization,
inspired by Eq. (17), we initialize these two values using a PCA-based method. The motivation is we still wish those basis images are informative to some extent, albeit extraction of spatially localized/sparse basis images. Such an idea is also embedded in the proposed criteria and existing related methods (see Section 2). This inspires a way to initialize the basis matrix using informative vectors. While PCA is a frequently used technique for extracting most informative basis images from a set of images, the extracted basis images, in general, do not satisfy the non-negativity. In view of this, we present the following way to extract related non-negative basis images which are learned using PCA-based technique.

More specifically, to initialize $L$ basis images, the $L$ largest principal component vectors $q_i$, $i = 1, \ldots, L$ are first extracted by PCA and then the following 21 non-negative basis images are computed:

$$q_i^+ = \max(q_i, 0), \quad q_i^- = -\min(q_i, 0).$$

Without loss of generality, we assume that all these non-negative basis images are non-zero; otherwise, the zero basis images are removed first. Let $\mathbf{q} = (q^+_1 / q^-_1) \cup (q^+_2 / q^-_2)$. Then we select $L$ non-negative basis images from $\mathbf{q}$ through the following steps:

- The first component is selected such that it has the maximal correlation to the mean of training data $\mathbf{u}$, i.e.
  $$\mathbf{w}_1 = \arg \max_{q_i} q_i^T \mathbf{u}.$$  

- Let $Q_i = (q_i^+)^2_j - (q_i^-)^2_j$. Then for $i \geq 1$, the $i + 1$ component which has the lowest correlation to the already selected basis images is selected by
  $$\mathbf{w}_{i+1} = \arg \min_{\mathbf{q} \in \mathbb{R}^{21}} \sum_{i=1}^i q_i^T \mathbf{w}_i.$$  

This procedure repeats until all the rest $L-1$ non-negative basis images are selected.

After initializing the basis matrix $\mathbf{W}$, we initialize the coefficient matrix $\mathbf{H}$ simply by $\mathbf{H} = \mathbf{W}^T \mathbf{X}$.

5. Experiments

The section is to demonstrate the effectiveness of the proposed pixel dispersion penalty for extracting spatially localized basis images in image understanding and face recognition.

5.1. Datasets and experiment setting

5.1.1. Datasets

Five datasets were selected for evaluation. Fig. 4 shows some images from these datasets. These five datasets are introduced as follows:

- Swimmer. The Swimmer dataset is always used for evaluation, as the ground truth decomposition [31] is known for this dataset; i.e. a group of images can be completely represented using a few non-overlapping basis images. Swimmer consists of 256 images of size $32 \times 32$. Each image is constituted by 5 parts from the 17 distinct non-overlapping basis images (as shown in Fig. 5(a)), i.e., a centered invariant part called torso of 12 pixels and four limbs of 6 pixels appear in one of the 4 positions.

- CBCL. The CBCL used in [5,25] consists of 2429 frontal face images of resolution $19 \times 19$. It is widely used as a standard dataset to evaluate matrix factorization algorithms. Note that, no preprocessing is performed for CBCL here, while some preprocessing, such as removing mean, clipping etc, were first applied by Lee et al. [5] and Hoyer [11]. Without these preprocessing, the different performances of the compared methods are solely due to the differences of these methods. In the experiment, 64 basis images were learned for CBCL.

- GB2312. GB2312 is a Chinese character dataset, which consists of the most frequently used 3755 simple Chinese characters. They were centered and normalized with resolution $20 \times 20$. Fig. 4(c) shows some examples of them. Each local part of a Chinese character is always constructed by eight strokes: Dian, Shu, Heng, Pie, Duan Pie, Na, Ti, and Gou. These strokes are shown in Fig. 4(d). In our experiments, we aim to evaluate how

![Fig. 4. Examples of images in (a) Swimmer, (b) CBCL, (c) GB2312, (d) basic strokes in Chinese characters, (e) CMU and (f) AR databases.](image-url)
well these strokes are extracted by different methods. In the experiment, 100 basis images were learned for GB2312.

- **CMU.** A subset from the CMU PIE dataset [32] was selected. It consists of 2924 illuminated frontal face images from 68 people, where 43 images for each person under different illumination conditions were captured both indoor and outdoor. All images were resized to $32 \times 32$ due to the computational issue as similarly done in [20, 22, 33].

- **AR.** The AR data set [34] used in this paper consists of 3094 images from 119 people, and each person has 26 images with illumination variation, expression variation, or occlusion (with or without glasses/scarf). All images were resized to $32 \times 32$ due to the computational issue.

### 5.1.2. Methods for evaluation

The main objective of this paper is to validate the proposed pixel dispersion penalty (PDP) for extracting non-negative and spatially localized basis images. Hence, we mainly compare our proposed two methods Spatial NMF and Spatial NCA with NMF [6], localized non-negative matrix factorization (LNMF) [8], non-smooth non-negative matrix factorization and (nsNMF) [25], sparse coding based NMF (Sparse NMF) [7] and structured sparse NMF (SSNMF) [4].

For comparison in our experiments, we will report the best results of the compared methods NMF, LNMF, nsNMF, Sparse NMF and SSNMF on each data set. For image understanding the best visual results of basis images learned by these compared methods are presented, and for face recognition the best recognition rates are reported. Note that, we tuned the $\theta$ in nsNMF (Eq. (5)) in $[0:0.1:1]$, the sparse parameter in Sparse NMF in $[0:0.1:1]$, and the sparse parameter in SSNMF in $[2^{(-10\ldots-100\eta)}], \eta \in [0:0.1:1]$ set in a similar form to [4] and its online code.²

For the proposed methods Spatial NMF and Spatial NCA, unless otherwise stated, we have the following setting. For experiments on image understanding, the parameter $\lambda$ in these two proposed methods is set in order to make the proposed algorithms generate basis images that are with similar sparsity degree to the best results of SSNMF, so that the comparison can be done more fairly at almost the same sparsity degree of features; that is $\lambda = 0.1$ for CBCL and $\lambda = 1$ for GB2312 for the two proposed methods. For face recognition, the parameter $\lambda$ in our two proposed methods is always set to 1. The effect of the parameter in these two proposed methods will be investigated in Section 5.5.

All basis and coefficient matrices in all the iterative methods evaluated in our experiments were initialized by the same PCA-based initialization technique as described in Section 4.2 and the maximum number of iteration is 500.

### 5.2. Experiments on image understandings

We in the following compare all related methods on both synthetic and real-world datasets.

#### 5.2.1. Experiments on synthetic dataset

We first present the comparison results on the Swimmer data, in which all images can be exactly reconstructed by 17 ground truth image parts. An algorithm is good for Swimmer dataset if it can learn the exact 17 ground truth basis images, where the exact basis images are shown in Fig. 5(a).

Since we know the ground truth decomposition, we report the best results that are the most similar to the ground truth for all other compared methods in this experiment, while we fixed the parameter $\lambda$ in Spatial NMF and Spatial NCA to be 0.1. We find that performance of Spatial NMF and Spatial NCA are almost the same by setting the parameter value around 0.1, e.g. 0.2 or 0.3.

As shown in Fig. 5, we find that Spatial NMF and Spatial NCA are able to learn the 17 ground truth basis images. Compared to Spatial NMF and Spatial NCA, NMF always preserves the shadow torso (i.e. the centered vertical segment) in its extracted basis images. In comparison, LNMF, nsNMF and Sparse NMF still preserve the torso in each basis images for Swimmer. This shows the usefulness of the proposed pixel dispersion penalty that imposes the spatial relationship between pixels as a constraint in an image directly, while no similar constraint has been considered in LNMF, nsNMF and Sparse NMF.

We also note that SSNMF can also successfully extract the ground truth basis images. Similar to Spatial NMF and Spatial NCA, SSNMF is also a structured sparsity learning method. On one

² http://www.di.ens.fr/~jenatton/
hand, this validates the effectiveness of structured sparsity learning used by our proposed methods and SSNMF; on the other hand, it suggests that Spatial NMF and Spatial NCA, which are based on the pixel dispersion penalty and do not depend on pre-specified structured patterns, can also perform as good as SSNMF. Note that the structured sparsity learning in SSNMF is highly depending on the special prior knowledge used to formulate the penalty; in comparison, pixel dispersion penalty is more unsupervised and thus less complicated.

5.2.2. Experiments on real-world dataset

The CBCL and GB2312 were used for experiments here. The CBCL is used to see how local facial basis images can be investigated and the Chinese character set is used to investigate the frequently used basic strokes in Chinese character images.

Besides comparing visual basis images learned by different methods, three criteria including mean square error (MSE), the normalized absolute overlap degree (AOD) [10] and the sparsity degree (SD) (Eq. (4)) were also used for evaluation. The MSE is to evaluate whether the extracted spatially localized basis images are informative, AOD measures the redundancy between basis images, and SD measures the sparsity of each basis image. More specifically, the AOD is defined by

$$AOD(W) = \frac{1}{L(L-1)} \sum_{i=1}^{L} \sum_{r=1}^{L} \sum_{r \neq t} \hat{w}_{ir}^T \hat{w}_{rt}.$$  

where $\hat{w}_{ir} = \frac{|w_{ir}|}{\sum_j |w_{ij}|}$.

We wish to see that a better localized feature extraction method is featured with low AOD values, large SD values and a reasonable MSE value. The lower the AOD is the less overlap between extracted basis images will be; the larger the SD is the sparser the extracted basis images are. Though minimizing reconstruction error is not our main concerns in this work, MSE is still a necessary criterion to show whether the extracted basis images are informative, as sparse basis images are the ones we preferred only if it can explore structured localized basis images and these images are also good at describing images.

We first report the visual results in Figs. 6 and 7. As shown, by using the pixel dispersion penalty, the basis images extracted by Spatial NMF and Spatial NCA are more spatially localized and less overlapping, resulting in more clear and meaningful localized facial basis images and strokes investigated in these two datasets respectively. Compared to NMF, nsNMF and Sparse NMF which are popular non-negative matrix factorization methods, Spatial NMF and Spatial NCA apparently are able to extract less overlapping basis images, as less shadows are observed in the basis images. Although Sparse NMF finds some interesting radicals in Chinese characters on data set GB2312, they are not the basic strokes we aim to investigate. Also the extracted part-based features can be less effective compared to Spatial NMF and Spatial NCA, as Sparse NMF achieves obviously higher MSE than Spatial NCA (see Table 1) on GB2312. Compared to LNMF, we will show later that the reconstruction ability of LNMF is much unsatisfactory than our proposed methods (see Table 1), albeit obtaining similar visual results. From the figures, especially Fig. 6, the main differences between SSNMF and Spatial NMF/Spatial NCA are two-fold: (1) SSNMF sometimes preserves more shadows around localized feature in basis images (see Fig. 6(c)); (2) SSNMF extracts more pairwise features (e.g. two eyes, two eyebrows as shown in Fig. 6(c)), while Spatial NMF and Spatial NCA are good at extracting isolated localized features. It is probably because the basis images extracted by SSNMF are regularized by pre-specified structured patterns, which might include pairwise ones; in comparison, the pixel dispersion penalty used in Spatial NMF and Spatial NCA aims to extract basis images where non-zero pixels are clustered together locally, therefore prone to extract isolated localized features. For some applications, the isolated and localized features can be more robust for recognition under illumination and occlusion, and this would be shown in the next section. In order to quantify the visual results, we also report the absolute overlapping rate between the extracted basis images and the sparsity degree of the basis images in Table 1. These two types of results validate the observations from the visual images shown in Figs. 6 and 7. That is by using the pixel dispersion penalty, less
overlapping (smaller AOD), more spatially localized and sparser basis images (larger SD) are learned. According to the MSE values shown in Table 1, Spatial NCA and Spatial NMF are able to extract equally sparse but much more informative basis images as compared to the ones extracted by LNMF. Compared to NMF, nsNMF and Sparse NMF, the two proposed methods extract more spatially localized and sparser features while keeping reasonable MSE values. Although compared to SSNMF, Spatial NMF and Spatial NCA achieve a little higher MSE values, minimizing the reconstruction error is not the main objective of this work. A little higher MSE is the price one has to pay when using the pixel dispersion penalty for effectively extracting a few spatially localized basis images. From another point of view, this also suggests a tradeoff between locality/sparsity and the quality of data reconstruction. Pixel dispersion penalty will help interpret part-based representation of images, but at the same time the MSE is higher, because the basis images are less overlapped and thus more sparse, resulting in relatively less information used for reconstruction.

5.3. Experiments on face recognition

For recognition, we first applied each method to extract basis image matrix \( \mathbf{W} \) on each data set. Then, any input image vector \( \mathbf{x} \) will be transformed to \( (\mathbf{W}^\top \mathbf{W} + \gamma \mathbf{I})^{-1} \mathbf{W}^\top \mathbf{x} \) as similarly done in [8], where \( \mathbf{W} \) is the basis matrix and the identity matrix \( \mathbf{I} \) is to avoid the singularity problem (\( \gamma \) is small, e.g. \( 10^{-6} \) in our experiments).

For recognition, we extracted \( L \) basis images, where \( L \in \{100, 200\} \). We then applied Linear Discriminant Analysis [2], a popular technique in face recognition, for learning a discriminant subspace that implicitly selects or combines the extracted basis images. Finally the nearest neighbor classifier was used to classify testing samples in the discriminant feature space.

The CMU and AR datasets were used for recognition against variations such as illumination, occlusion and expression. In our experiments, 3 and 6 images were randomly selected for CMU and AR respectively for training, and the rest were used for testing. This procedure was repeated 10 times for each method on each dataset, and the average recognition rate is reported.

During the experiments, we fixed the parameter \( \lambda \) in Spatial NMF and Spatial NCA to be 1, and for comparison we report the best results of the compared methods. The comparison results are reported in Tables 2 and 3 with respect to different numbers of basis images. As shown, the proposed Spatial NMF and Spatial NCA, especially the latter one, outperform the others on CMU and AR.

Table 1
Comparison among non-negativity based methods for image understanding.

<table>
<thead>
<tr>
<th>Database</th>
<th>Criterion</th>
<th>NMF</th>
<th>LNMF</th>
<th>nsNMF</th>
<th>Sparse NMF</th>
<th>SSNMF</th>
<th>Spatial NMF</th>
<th>Spatial NCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBCL</td>
<td>SD (Eq. (4))</td>
<td>0.6080</td>
<td>0.8496</td>
<td>0.7108</td>
<td>0.5915</td>
<td>0.79717</td>
<td>0.8561</td>
<td>0.8448</td>
</tr>
<tr>
<td></td>
<td>AOD (Eq. (28))</td>
<td>0.1717</td>
<td>0.0259</td>
<td>0.1042</td>
<td>0.1873</td>
<td>0.0458</td>
<td>0.0217</td>
<td>0.0269</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.5833</td>
<td>4.9371</td>
<td>2.0561</td>
<td>1.51</td>
<td>0.6046</td>
<td>0.7121</td>
<td>0.6955</td>
</tr>
<tr>
<td>GB2312</td>
<td>SD (Eq. (4))</td>
<td>0.9378</td>
<td>0.9750</td>
<td>0.9437</td>
<td>0.9065</td>
<td>0.9495</td>
<td>0.9573</td>
<td>0.9355</td>
</tr>
<tr>
<td></td>
<td>AOD (Eq. (28))</td>
<td>0.0116</td>
<td>2.1421e–005</td>
<td>0.0095</td>
<td>0.0251</td>
<td>0.0076</td>
<td>0.0056</td>
<td>0.0131</td>
</tr>
</tbody>
</table>

Table 2
Recognition comparison: classification rate (%): \( \lambda = 100 \).

<table>
<thead>
<tr>
<th>Database</th>
<th>NMF</th>
<th>LNMF</th>
<th>nsNMF</th>
<th>Sparse NMF</th>
<th>SSNMF</th>
<th>Spatial NMF</th>
<th>Spatial NCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMU</td>
<td>77.1</td>
<td>76.92</td>
<td>77.20</td>
<td>77.36</td>
<td>78.61</td>
<td>78.99</td>
<td>79.06</td>
</tr>
<tr>
<td>AR</td>
<td>57.90</td>
<td>61.84</td>
<td>61.39</td>
<td>59.99</td>
<td>60.19</td>
<td>62.15</td>
<td>63.39</td>
</tr>
</tbody>
</table>
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AR datasets when the number of extracted basis images is 100; when more basis images are learned, e.g. 200, our proposed methods still perform better overall than other methods on AR dataset, yielding about 1–2 higher recognition rate. Note that the two proposed methods do not achieve superior performance on CMU when $L = 200$, because there are less classes (people) in CMU than AR and it is possible that some spatially localized basis images extracted could be noisy if more basis images are learned. Note that this finding can be applied to all other methods as they all obtain lower performance on CMU when more basis images are extracted. In addition, we here fixed the parameter $\lambda$ to 1 in our two proposed methods, while reporting the best results of other methods for comparison. We show later it is possible to improve the performance of the proposed methods if larger $\lambda$ is used. Nevertheless, the pixel dispersion penalty is an effective penalty function for learning non-negative basis images.

5.4. Further comparison

In previous sections, we show that among the two proposed methods, Spatial NCA is better than Spatial NMF. The difference between these two methods is that there is no non-negativity constraint on coefficients in Spatial NCA while there is in Spatial NMF. This implies that by releasing the non-negativity constraint on coefficients, more effective non-negative basis images can be learned.

In this section, we further show that the superiority of Spatial PCA is partially due to the use of the proposed pixel dispersion penalty. In order to show that, we additionally compare Spatial NCA with SSNCA, where SSNCA is to impose the structured sparsity in [4] onto NCA. The sparse parameter in SSNCA was tuned in the same way as the one for SSNMF and the best results were reported. For Spatial NCA, we fixed the parameter $\lambda$ in Spatial NCA to 0.1 for experiments on CBCL and GB2312 and 1 for all recognition experiments. Please note that we set the parameter in Spatial NCA to 0.1 here for GB2312 because it generates basis images that have the most similar sparse degree to the best ones learned by SSNCA. The results are shown in Fig. 8, Tables 4 and 5. From these results, we have:

- Spatial NCA can extract much sparser and less overlapping basis images (i.e. smaller AOD and larger SD). This can be investigated from Fig. 8 and Table 4.
- Spatial NCA overall outperforms SSNCA for recognition, especially on AR dataset. This is shown in Table 5.

Hence, the proposed pixel dispersion penalty plays an important role in Spatial NCA and performs more effectively than the structured sparsity constrain in SSNCA, especially from the recognition aspect.

5.5. More discussion on Spatial NCA and Spatial NMF

5.5.1. The effect of the parameter $\lambda$

We finally investigate the effect of the parameter $\lambda$ in Spatial NMF and Spatial NCA which indicates the importance of the pixel dispersion penalty. In previous section, the importance parameter $\lambda$ is actually fixed to be 0.1 in most of the cases for experiments on image understanding and always 1 for recognition. We are now varying the value of this parameter and see its effect on the performance of the two proposed methods. For image analysis, we varied the parameter value from 0.1 to 1 in Tables 6 and 7; for face recognition, we varied the parameter in [0.01 : 0.01 : 0.09 0.1 : 0.1 : 0.9 1 : 0.5 : 10] in Figs. 9 and 10.

From these results, we can find that:

![Fig. 8. Illustration of experiment on CBCL: SSNCA vs. Spatial NCA (see text in Section 5.4 for the setting of Spatial NCA here). (a) SSNCA, (b) Spatial NCA, (c) SSNCA and (d) Spatial NCA.](image-url)
The sparse degree and overlapping degree of the basis images extracted by Spatial NMF and Spatial NCA are always almost the same, while Spatial NCA always has a lower MSE performance. In most of the cases, much better recognition performance can be obtained by setting a larger $l$ value ($\lambda > 1$), for example $l = 3$ for Spatial NMF and $l = 4$ for Spatial NCA on CMU when $L = 200$. This indicates much better classification results can be obtained by the proposed Spatial NMF and Spatial NCA when $\lambda > 1$.

- The Spatial NCA performs better and more robust than Spatial NMF. This further validates the comparison analysis between these two methods in previous sections.

### Table 6
Evaluation of pixel dispersion penalty on GB2312: AOD, SD, MSE.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Method</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>Spatial NMF</td>
<td>0.0217</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>0.0269</td>
</tr>
<tr>
<td>SD</td>
<td>Spatial NMF</td>
<td>0.8561</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>0.8448</td>
</tr>
<tr>
<td>MSE</td>
<td>Spatial NMF</td>
<td>0.7121</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>0.6955</td>
</tr>
</tbody>
</table>

### Table 7
Evaluation of pixel dispersion penalty on CBCL: AOD, SD, MSE.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Method</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>Spatial NMF</td>
<td>0.0888</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>0.0653</td>
</tr>
<tr>
<td>SD</td>
<td>Spatial NMF</td>
<td>0.9546</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>0.8433</td>
</tr>
<tr>
<td>MSE</td>
<td>Spatial NMF</td>
<td>14.6579</td>
</tr>
<tr>
<td></td>
<td>Spatial NCA</td>
<td>11.5268</td>
</tr>
</tbody>
</table>

### Table 8
Spatial NCA and Spatial NMF: data explanation for different numbers of bases ($L$).

<table>
<thead>
<tr>
<th>Database</th>
<th>Criterion</th>
<th>Spatial NCA</th>
<th>Spatial NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBCL</td>
<td>SD (Eq. (4))</td>
<td>0.8043</td>
<td>0.8561</td>
</tr>
<tr>
<td></td>
<td>AOD (Eq. (28))</td>
<td>0.0314</td>
<td>0.0269</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>1.3672</td>
<td>0.7121</td>
</tr>
</tbody>
</table>

5.5.2. The number of basis images for data explanation

We now further discuss the effect of the number of basis images learned by Spatial NCA and Spatial NMF for explaining the given data. Tables 8 and 9 and Figs. 11 and 12 are presented for this purpose on the CBCL and GB2312 datasets respectively. As shown, with more number of basis images, both methods can extract much sparser localized features, i.e. larger SD values and smaller AOD values. Indeed the reconstruction error becomes (much) smaller, which is obvious on GB2312. Even though less basis images are learned, the extracted spatially localized features are still meaningful as image parts shown in Figs. 11 and 12, and it is probably because of the explicit spatial constraint between pixels modeled by the proposed pixel dispersion penalty. However, from another point of view, as shown by the visual results, the spatial localized features become more compact (namely the support area is smaller) which may not more explicitly and obviously explain the parts of image. Hence there should be a balance between achieving high sparsity and intuitively explaining parts in image.
5.5.3. The coefficient part in spatial NCA

Finally, we have an in-depth discussion on the coefficient part in spatial NCA. Different from Spatial NMF, spatial NCA releases the non-negativity constraint on coefficients. That is, there may be negative values appear in the coefficient matrix \( H \). We now have a discussion on these data values. In Fig. 13, we present the coefficient vectors for an image in CBCL across three values of \( \lambda \), where the horizontal axis is the entry index of a coefficient vector.
and the vertical axis is the value for each entry. Similar figure is also illustrated for an image in AR dataset in Fig. 14. Note that, since the scale of the basis matrix $W$ is different for different $\lambda$ values, the entry of each coefficient vector is therefore scaled by the scale of the corresponding basis image, so that all coefficient values are investigated at the same magnitude level in the figure. We find that when $\lambda = 0$, that is when Spatial NCA becomes NCA, more negative coefficients are observed, and when $\lambda$ gets much
larger, for example from $\lambda = 0.1$ to $\lambda = 1$, less negative values are observed. The coefficients tend to be non-negative when the proposed pixel dispersion penalty plays a more important role in Spatial NCA. This is not a single observation and similar things can be observed for other images in the same or different datasets when using Spatial NCA as well. Actually, it happens intuitively and naturally, because when more weight is on pixel dispersion penalty, the learned factors are more spatially localized, i.e. the size of the local patch becomes smaller and smaller and the learned basis images are much less overlapped, and therefore all non-negative local parts should be additively combined together in order to reconstruct an image due to the reconstruction error constrained in the criterion. However, even though the negative coefficient becomes small, it still has impact on recognition, e.g. Spatial NCA still achieves better performance than Spatial NMF in general when $\lambda = 1$, as shown in Table 2. This suggests allowing the negative coefficients is a way to balance the reconstruction and recognition performance during extraction of non-negative basis images, and we see from the reported experiments that this can be an important issue for sparse matrix factorization techniques. Such a balance was also investigated and recognized as an important issue for discriminant subspace methods [35]. Even if almost all entries of the learned coefficient matrix by Spatial NCA with a very large $\lambda$ are ultimately non-negative, Spatial NCA still allows negative values exist in the coefficient matrix $H$ in the initial stage of optimization, and our results imply this flexibility may help achieve more robust performance for face recognition under illumination and occlusion. From another point of view, the solution set for Spatial NMF is just a subset of the one for Spatial NCA, and hence it is possible that Spatial NCA performs more flexibly and better.

6. Conclusion

We in this paper explore a novel penalty function called pixel dispersion penalty in order to guide matrix factorization techniques to learn spatially localized non-negative basis images without using any additional pre-specified structured patterns. The pixel dispersion penalty has directly explored the spatial relationship between pixels. Based on the proposed pixel dispersion penalty, we have developed spatial non-negative matrix factorization (Spatial NMF) and spatial non-negative component analysis (Spatial NCA). Extensive experiments have been conducted in order to quantify the performance of the proposed pixel dispersion penalty and the two developed methods against related methods. We find that the pixel dispersion penalty performs more effective for extracting spatially localized basis images and overall better for face recognition under illumination and occlusion. Moreover, by using pixel dispersion penalty, allowing subtractive and additive combinations of non-negative basis images at the same time would yield a more flexible and also effective matrix factorization technique. This leads to (1) good balance between extracting spatially localized basis images and extracting informative basis images and (2) overall better and more robust classification performance. As in [18–24,36], the future developments of this work can be to combine the proposed Spatial NMF and Spatial NCA with the manifold learning smoothed, and (semi-)unsupervised learning together in order to obtain much better recognition performance. Also, developing an online learning model which can deal with large-scale data processing is also our future work.
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