Evolved neural networks based on cellular automata for sensory-motor controller

Kyung-Joong Kim*, Sung-Bae Cho*

Department of Computer Science, Yonsei University, 134 Shinchon-dong, Sudaemoon-ku, Seoul 120-749, South Korea

Received 17 April 2004; received in revised form 15 July 2005; accepted 15 July 2005

Communicated by W. Yu

Abstract

Constructing the controller of a mobile robot has several issues to be addressed: how to automate behavior generation procedure, how to insert available domain knowledge effectively, and how to hybrid these methods in an integrated manner. There has been extensive work to construct an optimal neural network for controlling a mobile robot by evolutionary approaches such as genetic algorithm, genetic programming, and so on. However, evolutionary approaches have a difficulty to design the controller that conducts complex behaviors. In order to overcome this shortcoming, we propose an incremental evolution method for neural networks based on cellular automata and a method of combining several evolved modules by a rule-based approach. The incremental evolution method evolves the neural network by starting with simple environment and gradually making it more complex. The multi-modules integration method can make complex behaviors by combining several modules evolved or programmed to do simple behaviors. Simulation results show the potential of the incremental evolution and multi-module integration methods as sophisticated techniques to make the evolved neural network to do complex behaviors. In this paper, we attempt to investigate the applicability of cellular automata-based neural networks and propose sophisticated techniques for the generation of high-level behaviors.

1. Introduction

How can we minimize human’s effort to design robot controller? There are some difficulties to construct a sensory-motor controller for an autonomous mobile robot such as coordinating the mechanics and control system parts of the robot, and managing interaction with external environments [16]. There have been many publications of constructing a mobile robot controller by evolutionary approaches, such as evolving neural network (NN) by genetic algorithm, using genetic programming, and combining fuzzy controller with genetic algorithm to avoid the obstacles, because they have the possibility of automatic construction of the controller without explicit design. In particular, evolving NNs has attracted much interest as a promising way for this problem: NNs can easily exploit various forms of learning and they are resistant to noise that is massively presented in interaction between robot and environments [7].

There are more than 100 publications that discuss evolutionary design methods applied to NNs [27]. One of the important advantages of evolutionary NNs is their adaptability to a dynamic environment, and this adaptive process is achieved through the evolution of connection weights, architectures and learning rules. Designing the optimal architecture of NNs can be formulated as searching in the space where each point represents an architecture. The performance level of all the architectures forms a surface in the space. There are several characteristics in such a surface which make evolutionary algorithms promising candidates over conventional learning models.

Cellular automata (CA) can represent complicated structures and functions with simple rules as a biological brain composed of billions of simple nerve cells does. This
indicates that the CA might be a good platform of complex NNs developed based on simple rules. Moreover, due to the features (massive parallelism and affinity to VLSI implementations) of CA it is possible to evolve enormous NNs very quickly on parallel hardware. There are special purpose hardwares called CAM (cellular automata machine) for the quick update of the states of CA [23].

In this paper, the NNs based on CA [9] are used to control an autonomous mobile robot. The model develops NNs composed of neurons, axons and dendrites on CA. The mechanism used to evolve NNs on CAM in this paper is the same as the original work which attempts to apply the model to many problems and show the possibility of the approach [3,4]. The applications include 2-D pattern recognizer [5], bit string detection module, multiple timer module and life-like robot called Robokoneko which shows the possibility of the robot behavior such as jumping, catching a ball, and walking [8].

However, the traditional evolutionary method cannot be easily used to design the controller for complex and general behaviors which have multiple goals. We propose two methods for a sensory-motor controller to do complex behaviors with NNs based on CA. One is incrementally evolving the controller by starting with simple environment and gradually making it more complex and general for complex behaviors [11]. Experimental results of this method show the potential as a technique for improving efficiency of evolutionary process. The other is combining several modules evolved or programmed to do a simple behavior by a rule-based approach [21]. Simulation results of this method show the feasibility of integration of multi-module evolved NNs based on CA incrementally.

The rest of this paper illustrates on the sophisticated techniques for NNs based on CA, and simulation results from applying them to controlling a mobile robot in detail. The neural network is used to evolve basic behaviors incrementally and rule-based integration of them is adopted for high-level behaviors. Section 2 offers a brief explanation on backgrounds such as a behavior-based robot, Khepera, used in our simulations, and related works. Section 3 describes the NNs based on CA in detail. Sections 4–6 explain the integrated approach for generating high-level behavior and multi-module integration methods and present the simulation results.

2. Backgrounds

2.1. Behavior-based robot: Khepera

Khepera (see Fig. 1) was originally designed for research and education in the framework of a Swiss Research Priority Program [13]. It allows confrontation to the real world of algorithms developed in simulation for trajectory execution, obstacle avoidance, pre-processing of sensory information, and hypothesis test on behavior processing.

Fig. 1. Mobile robot, Khepera.

2.2. Related works

As mentioned previously, there are some difficulties to construct a sensory-motor controller of an autonomous mobile robot: It is very difficult to coordinate mechanics and control system parts of the robot because it is hard to predict the interaction between these two levels of Khepera robot, because the autonomous robot interacts with external environments. Therefore, building robots is a tough job because the designer has to predict the interactions between the robot and the environment [22]. It is reasonable to use an automatic procedure such as evolutionary computation because this makes it possible to construct a controller without human intervention and we can automatically design its internal structure in detail with less restriction.

Evolving NNs by using genetic algorithm is a useful method among many evolutionary approaches. Smith et al. proposed the evolution of GasNet NN controllers for a robotic visual discrimination problem [20]. Santos et al. presented different aspects of the use of evolution for the successful generation of artificial NN controllers for real robot [19]. In their work, several parameters of an evolutionary/genetic algorithm (GA) and the way they influence the evolution of artificial neural network (ANN) behavioral controllers for real robots were contemplated. Floreano and Mondada [6] have evolved recurrent NNs for a real mobile robot controller. Their aim is to show that more complex behaviors can emerge by reducing the constraints imposed by the fitness function and by increasing the affordabilities of the environment. For this, they have evolved a real mobile robot controller to navigate and avoid bumping against obstacles by GA and battery-recharging behavior by using the simple fitness function. Walker and Miglino [26] have presented that GA is successfully used to evolve ANNs networks for efficient exploration strategies in a population of software simulated Khepera robots.
Barlow et al. developed autonomous navigation controllers for fixed wing unmanned aerial vehicle (UAV) applications using incremental evolution with multi-objective genetic programming [1]. Walker described the effect of mutating every individual in the seed populations of incremental evolution [25] and compared the performance of incremental evolution to that of direct evolution in multi-variable symbolic regression problem [24]. Parker et al. studied the incremental evolution of NNs to control hexapod robot locomotion [17].

3. Neural networks evolved on cellular automata

NNs based on CA finally aims at developing an artificial brain. In particular, due to the features (massive parallelism and affinity to VLSI implementations) of CA the architecture of NNs composed of millions of neurons can be evolved very quickly on parallel hardware. It is already proved that it can be implemented on CAM-brain machine (CBM) with field programmable gate array (FPGA). It is basically designed to create and evolve CA-based NN modules in real time [3].

However, there are only a few simulation results of this model in some problems such as binary comparator, timer, sine curve generator, and so on. Recently, they are attempting to make NN modules evolved to control a lifesize kitten robot, Robokoneko, for showing off the capacities of the model [8].

3.1. Chromosome representation

The model makes NNs based on CA with its own chromosome that has information about the cell structure and state of CA. Therefore, it is possible to evolve and adapt the structure of the NN to a specific task by GA. Fig. 2 shows the evolution procedure of this model. In general, GA generates the population of individuals and evolves them with genetic operators such as mutation and crossover [10]. We have used the GA to search for the optimal NN. At first, a half of the population that has better fitness value is selected to produce new population. Two individuals in the new population are randomly selected and parts of them are exchanged by one-point crossover. Mutation is operated in the segment of chromosome (see Fig. 3). The information encoded in a chromosome determines a NN architecture. To represent the whole structure of a NN, chromosome has the same number of segments with the cells in CA space and each segment has information of each cell. A segment can change blank state to neuron state and cannot transmit any signals.

where \( s'_{t(x,y,z)} \) denotes the state of cell at time \( t \), \( f() \) denotes the transition function that defines the rule governing state change of a cell. NN structure composed of blank, neuron, axon and dendrite is grown inside 3-D CA space encoded by chromosome. Roles of each cell are as follows:

- Blank: If cell state is blank, it represents empty space and cannot transmit any signals.
- Neuron: It collects signals from surrounding dendrite cells which are accumulated. If the sum of collected signals is greater than a threshold, neuron cells send them to surrounding axon cells.
- Axon: It sends signals received from neurons to the neighborhood cells.
- Dendrite: It collects signals from neighborhood cells and passes them to a connected neuron in the end.

Neighborhood cells of one cell mean surrounding cells (north, south, west and east in 2-D CA space and top and bottom added to them in 3-D CA space). The states of each cell and program (or rules) deciding it with those of neighbors are determined by chromosome (see Fig. 3). The information encoded in a chromosome determines a NN architecture. To represent the whole structure of a NN, chromosome has the same number of segments with the cells in CA space and each segment has information of each cell. A segment can change blank cell to neuron cell (NS bit of Fig. 3), and decide the directions of sending received signals to neighborhood cells (N, S, E, W, T and B bits of Fig. 3). The signal can be only sent to the direction where the bit corresponds to 1.

3.2. Growth phase

The growth phase organizes neural structure and makes the signal trails among neurons. Neurons are seeded in CA
space by chromosome. The NN structure grows by sending two kinds of growth signals (axon and dendrite) to neighborhood cells. A neuron sends axon growth signal to two opposite directions determined by chromosome and dendrite growth signal to the remaining four directions. Table 1 explains state transition rules. The number of axonal or dendrite signals is dependent on surrounding cells. The detailed procedure is as follows:

*Step 1:* A chromosome is randomly made and the states of all cells are initialized as blank. At this point some of the cells are specified as neuron with some probability.

*Step 2:* A neuron cell sends axon and dendrite growth signals to the direction determined by chromosome. Axon growth signal is sent to two opposite directions and dendrite growth signal is sent to the remaining directions.

*Step 3:* The blank cell received growth signal changes to axon or dendrite cell according to the type of growth signal. It sends the signals received from other cells to the direction determined by chromosome.

*Step 4:* Every blank cell goes through Step 3. Repeating this process, the final NN is obtained when the state of every cell changes no longer.

Fig. 4 shows the growing process in \(4 \times 4\) 2-D CA space. In this figure, the cell which is filled with oblique lines is blank cell, and the black arrows show the direction of signaling determined by chromosome. Fig. 4(a) shows the process of seeding a neuron in blank cells, where a neuron is located in \((x_2, y_2)\). Fig. 4(b) shows that the neuron cell sends growth signal to surrounding cells. Fig. 4(c) shows Step 3 of the above procedure, and Fig. 4(d) shows that blank cells grow into axon or dendrite.

### 3.3. Signaling phase

Signaling phase transmits the signal from input to output cells continuously. The trails of signaling are performed with the structure evolved at the growth phase. Each cell plays a different role according to the cell type. If the cell type is neuron, it gets the signal from connected dendrite cells and gives the signal to connected axon cells when the sum of signals is greater than a threshold. If the cell type is dendrite, it collects signals from the connected cells and eventually passes them to the neuron body. If the cell type is axon, it distributes signals originating from the neuron body.

The location of input and output cells in CA space is determined in advance. During signaling phase, the fitness evaluation is executed. The detailed procedure of signaling is as follows:

*Step 1:* If the state of input cell is neuron, it receives signals from outside and accumulates them. It implies that no signaling occurs when the input cell is not a neuron.

*Step 2:* If the sum of signals from outside is greater than a threshold, it sends \(+1\) to excitatory axon and \(-1\) to inhibitory axon.

*Step 3:* Axon cell that received signals from neuron sends the signal to the surrounding cells except the cell that sends the signal. Repeating this process, axon cell distributes the signal to neighborhood cells continuously.

*Step 4:* When dendrite cells belonging to another neuron receive the signals, they collect these signals and send them to a neuron.

*Step 5:* A neuron cell that received signals from dendrite cell goes through Step 2 and it sends the signals to the surrounding cells. Repeating this process, the signal from input cell is passed to the neuron cells and finally arrives at output neuron.

Fitness is evaluated by the output value in this process. Depending on the task, several methods can be used such as the number of activated cells, Hamming distance of the target and output vectors, and some function to evaluate the fitness. Fig. 5 shows the directions of signals after neuron, axon and dendrite are made. In this figure, neuron sends excitatory signal \((+1)\) to the neighborhood cell that has grown into excitatory axon, and inhibitory signal \((-1)\) to the neighborhood cell that has grown into inhibitory axon. Dendrite cell collects signals from neighborhood cells and sends them to a neuron, and axon cell distributes the signals originated from neuron to neighborhood cells.

### 4. Mobile robot control

Applying CA based NN to a mobile robot control requires the following process. NN structure is made at
first, and then sensor values from Khepera simulator are used as inputs of the input cells of the NN which transmits signal from input to output cells. As the output values of the network are inputted to Khepera simulator, the robot moves. When the robot bumps against the obstacle or reaches the goal, its fitness is calculated. Chromosomes are reproduced according to it.

4.1. Method

There are many problems in applying the NNs based on CA to control a mobile robot. Because the network cannot perfectly utilize activation values of robot sensors the activated range of input neurons is made differently according to the value. The higher the value of sensor, the more the number of neurons that gets the input signals. In addition, because delay time is needed until the network makes output value, dummy signaling phase should be executed for some duration until the signals started from

Fig. 4. The process of growth of neural network structure: (a) black arrow represents signaling direction determined by chromosome, and a neuron is located in \((x_2, y_2)\); (b) the neuron sends growth signals; (c) the cell state is determined according to the type of growth signals; (d) propagating growth signals, blank cells become axon or dendrite.
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Fig. 5. The process of signaling of neural network. Neuron cell in CA-based neural network does a similar job with that in feed-forward neural network: it collects signals and accumulates them until the signals exceed the threshold.
input cells arrive at output cells. These make the robot to react timely in situation.

Khepera robot simulator has been programmed with C++, and the simulation has been performed on Sun UltraSparc. The population size is 100, and the maximum step of sensor sampling for the evaluation of the individual is 30,000. We use $5 \times 5 \times 5$ and $10 \times 10 \times 10$ CA space to solve the problem ($5 \times 5 \times 5$ CA is used to analyze its structure). Table 2 shows the parameters used in our simulation. Among sensors of the robot, light sensors are not used and 0, 2, 3, 5 distance sensors are used for evolving avoiding obstacle behavior. Only four sensors are used in this simulation and each input cell is in the center region of four faces of hexahedrons in CA space. Output cells are in the top and bottom faces of hexahedrons, and produce the speed of left and right motors, respectively.

The number of bumps in navigation is used for fitness evaluation. If the robot goes round the simulation space completely without bumping, the fitness becomes 1.0 and the robot stops moving. If robot crashes to the wall it stops movement and the fitness is decreased. Even if we do not give any knowledge about the movements, such as “turning right,” “turning left” and “avoiding obstacles,” the evolution guides NNs naturally to solve the problems.

“Following Light”-module is evolved to go to the light source. Input values of NN module are light sensor values of the robot. The fitness value is defined as follows:

$$Fitness = S \times (1 - \sqrt{V}) \times (D),$$

where $S$, is the average speed of the two wheels, $V$, the difference between the velocities of two wheels, $D$, the normalized value of light sensors.

The fitness evaluation causes the robot to go straight quickly and reach the nearby light source. Population size is 50 and the fitness of individual is computed by the average of four runs. Of course, the direction of the robot changes in each run.

4.2. Simulation results

Fig. 6 shows the change of fitness with generation. At the 10th generation, better solution emerges suddenly and it struggles to survive. The fluctuation from the 14th generation to the 20th generation exists because of no eliticism. It seems to make evolution search for more robust solution by exploring extensively. After the 21st generation, individuals that have fitness value of one keep on appearing. Fig. 7 shows the trajectory of a successful robot. This is less smooth than that obtained in our previous work [2], but this robot controller has smaller number of neurons, which makes the analysis easier.

Fig. 8 shows the architecture of the NN evolved. Dotted arrow represents inhibitory connection, and lined arrow represents excitatory connection. This has been obtained by tracing the activation values of each neuron. The number of neurons is 12, but neurons 8, 11 and 12 are inaccessible because these neurons are not in the path of input to output neurons. Neurons 2 and 10 are output neurons to produce the velocity of left and right wheels, and neurons 3, 4, 5 and 6 are input neurons. Neuron 3 is for the front sensor of the robot, neurons 5 and 6 are for the left sensor, and neuron 4 is for the right sensor. The output neuron for left wheel has only one input from the right sensors. The output neuron for right wheel has two inputs from left sensors and hidden neurons. The link between the output neuron and the neuron for left sensors is positive but the link with the hidden neuron is negative.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Environmental variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>The size of CA space</td>
<td>$5 \times 5 \times 5$, $10 \times 10 \times 10$</td>
</tr>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>The proportion of neurons in cellular automata space</td>
<td>5%</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.3</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.05</td>
</tr>
<tr>
<td>Threshold values of neuron</td>
<td>$-16, 15$</td>
</tr>
</tbody>
</table>
The input from the left sensors can accelerate the velocity of right wheel but inputs from left, right and front sensors can deaccelerate the right wheel with some delay.

Fig. 8 shows the interpreted neural architecture of the 3-D NN based on CA. The procedure of transforming the CA-based NN into such an understandable NN architecture is as follows. At first, each neuron cell is indexed and their relationships are analyzed by tracing the neural trail formed at the growth phase. Input and output neurons are predefined at designing stage of controller. The remaining neurons are all hidden neurons. Some of them are ignored because they are isolated from the input–output signal stream. Based on the information of the link and the direction of signal, the edge is visualized. Each neuron is represented as a circle. This interpreted NN makes someone understand the structure of CA-based NN. However, the visualization cannot reflect the different time-delaying property of each connection.

Fig. 9 shows the change of the best and average fitnesses for evolving $10 \times 10 \times 10$ CA for following light behavior. It shows evolutionary change of 200 generations. The best solution has emerged at the 51st generation but it disappears because of no eliticism. However, there is a steady increase in average fitnesses. It shows that evolving $10 \times 10 \times 10$ CA needs more generations for convergence than evolving $5 \times 5 \times 5$ CA. Fig. 10(a)–(d) shows the trajectory of the evolved robot when the angles are $0^\circ, 90^\circ, 180^\circ$ and $270^\circ$, respectively. The robot can be oriented in the intended direction at the initial position. $0^\circ$ means that robot faces the right side of the environment. The robot changes its orientation to the counterclockwise rotation, if the angle value increases. In evolutionary procedure, the average success of four trials ($0, 90, 180,$ and $270^\circ$) is used and the figure shows the successful one at the last generation.

5. Incremental evolution

An evolutionary method suffers from the inefficiency to solve complex problem because it is difficult to find proper solution in huge search space. Therefore, it is more feasible to solve a complex problem by evolving the controller with simpler environments and gradually developing it with more general and complex environments [11]. Evaluation tasks $t_1, t_2, t_3, \ldots , t_n$ are derived by transforming a goal task in incremental evolution, where $n$ is the number of tasks and $t_n$ is the goal task. In this set, $t_i$ is easier than $t_{i+1}$ for all $i: 0 < i \leq n$. Thus, population is evaluated in task $t_i$ and then task $t_{i+1}$ and it finally does in the goal task, $t_n$ [11]. Fig. 11 shows the process of this method. It is expected to produce a controller doing complex and general behaviors.

Fig. 8. The architecture of the neural networks evolved in $5 \times 5 \times 5$ cellular automata space.

Fig. 9. The change of the best and average fitnesses ($10 \times 10 \times 10$ cellular automata).
5.1. Method

In this paper, we attempt to incrementally evolve a mobile robot controller to avoid bumping against obstacles. After determining environments, we evaluate population of the NNs in each environment. It is important to devise a nice method to generate new population for the next environment, while maintaining the behaviors learned at the previous environments. The simplest way is to copy a successful individual (this method is called manual selection) obtained in the previous step into all the individuals in the next population and then mutate them. This can maintain good features of successful individuals in the previous step but new individuals tend to heavily depend on it.

Gomez and Mikkulainen [11] have solved it by applying delta-coding [15] to escape local minima. Delta coding is an iterative genetic search strategy that sustains search by periodically re-initializing the population. In manual selection, we choose the best individual for the seed of the next population. In this paper, we select several successful individuals according to the fitness value (this method is called automatic selection) and then generate new population by mutating them with a modified delta-coding method. The number of mutations in each individual is decided by Cauchy distribution to distribute new individual properly. The values that represent differences from the best solution need to be generated using a probability density function that concentrates most

---

**Fig. 10.** The trajectory of a successful robot: (a) 0°, (b) 90°, (c) 180° and (d) 270°.

**Fig. 11.** The incremental evolution process of neural networks based on cellular automata.
of the values in the local search space while occasionally permitting values of much larger magnitude. Cauchy distribution is defined as follows:

\[ f(x) = \frac{\alpha}{\pi(\alpha^2 + x^2)} \]  

(3)

With this distribution, the value of \( f \) will fall within the interval \( \pm \alpha \) with 50% probability. This makes many individuals similar to the individual obtained in the previous step and a few individuals very different to them, due to the shape of Cauchy probability density function. In the simulations, this distribution is used to decide the number of mutations on the current population.

Because the robot behavior is composed of going straight and turning left and right, the controller can be incrementally evolved to do those behaviors step by step. The environments in Fig. 12(a) and (b) make the robot to go straight and those in Fig. 12(c)–(e) to turn right, and those in Fig. 12(f) and (g) to turn left. Fitness is evaluated based on the velocity of the robot and the number of straight movements

\[ \text{Fitness} = 50 \times \left( \frac{1}{S} \sum_{i=0}^{S} V_i \right) \]  

(4)

where \( S \) is the number of movements until stopping and \( V_i \) the value determined by the velocity in the \( i \)th step.

This fitness function causes the robot to arrive at goal position quickly without bumping against walls. Population size is 50 and the fitness of individual is computed by the average of four runs.

5.2. Simulation results

Fig. 13(a) shows the change of the best fitness when evolving in the environment of Fig. 12(g). As can be seen, the direct evolution has difficulty producing a successful controller for this task easily. Because all the individuals are poor in performance for the difficult task, simple GA gets trapped in an unpromising region of the solution space. An easier task might induce good individuals which leads to a promising region of the space. In this simulation, successful controller did not emerge after 100 generations. Fig. 13(b) shows the result of the incremental evolution with manual selection of the best individual in each step. In the figure, the goal of evolution is to find the successful solution for the environment in Fig. 12(g). At first, six generations are passed to generate the successful solution for the environment in Fig. 12(a). If the average fitnesses of the population is larger than the pre-defined threshold, it stops. The next generation for more difficult problem is determined manually. For Fig. 12(c), (e), and (f), it takes only one generation because the first population is enough for the problem. To achieve the final goal, more than 100 generations are needed.

Fig. 13(c) shows the result of the incremental evolution with automatic selection of the best individuals and mutations using Cauchy distribution. In the figure, the distribution of the next population for the more difficult problem is determined automatically. The stop criterion is the same as that of manual selection. It needs only 41 generations for achieving the final goal. In these figures, we can see the efficiency of incremental evolution for solving a complex problem. Fig. 14 shows the architectures of the evolved NNs in each step.

In Fig. 14(a), input from the front sensors (neuron labeled as “6”) has a major role for the movement. In Fig. 14(c), the right wheel needs to decrease velocity and...
the left wheel needs to increase for turning right. As a result, neuron for the right wheel has two inhibitory connections for decreasing speed but the neuron for the left wheel has one inhibitory link. In the case of Fig. 14(d), both turning left and turning right behaviors are needed to move correctly and the architecture of the network is difficult to understand because of the complexity of the architecture. Fig. 15 shows the results of applying the
individual obtained by the incremental evolution method to more complex environments.

Fig. 16 shows the simulation results for an improved following light behavior. In this simulation, the configuration of the environment is relatively more complex than that of “avoiding obstacle,” and “following light.” Like other simulations, the map information of the environment is not used and there is no exact information about which way is the right one (only light information is used as a clue). In this case, the initial population is generated
It can only avoid obstacles well and has no information on following light behavior. Finally, the individual which finds shortcuts (robot can infer the way by using the light level information) with relatively less bumps emerges.

6. Multi-module integration

The controller composed of only one NN module has a difficulty in making the robot perform complex behaviors. Some researchers attempt to overcome this shortcoming by combining several modules evolved or programmed to do simple behaviors such as “going straight,” “avoiding obstacles,” “seeking object,” and so on [14,18]. They expect the controller combined with several modules to do complex behaviors.

6.1. Method

Combining low and simple behaviors makes high-level complex behaviors. In this section, basis behaviors and the IF–THEN rules for combining them are presented. Four basis behaviors used in this paper are defined as follows:

- **Battery recharge:** If a robot arrives at battery recharge area, battery is recharged. This module enables the robot to operate as long as possible.
- **Following light:** The robot goes to stronger light. It must operate this module to go to the ‘battery recharge’ area because the light source exists in that area.
- **Avoiding obstacles:** If the obstacles exist around the robot, it avoids obstacles without bumping against...
them. This module enables it to go to ‘Battery Recharge’ area safely by avoiding obstacles.

- Going ahead: If there is nothing around the robot, it goes ahead: This module makes it move continuously without stopping.

These basis behaviors are needed to adapt to a given environment shown in Fig. 17. The robot must avoid bumping against obstacles and go to the “Battery Recharge” area for recharging battery occasionally in order to be alive for a long time in a given environment.

We use IF–THEN rules for combining the four basis behaviors properly. We can determine an operating module according to the situation which is judged by sensor values of the robot using IF–THEN rules. We expect that this method adapts to a given environment if the rules are defined properly. The rules used in this paper are as follows:

IF (“Battery Recharge” area)
THEN Execute Battery Recharge module
ELSE IF (Battery sensor < z) AND (Minimum value of light sensors ≤ γ)
THEN IF (Maximum value of distance sensors ≤ β₁)
THEN Execute Following Light module
ELSE Execute Avoiding Obstacles module
ELSE IF (Maximum value of distance sensors ≤ β₂)
THEN Execute Going Ahead module
ELSE Execute Avoiding Obstacles module

The robot moves differently according to these constant values. For example, the robot moves around “Battery Recharge” area if z is large, while the robot consumes the battery before reaching the “Battery Recharge” area if it is small. Also, if β₁ is large, the robot bumps against the obstacles frequently and if γ is very small, the robot far from light source cannot perceive “Battery Recharge” area.

6.2. Simulation results

This approach is simulated in a modified Khepera simulator. There are two kinds of modules. One is programmed modules such as “Battery Recharge” and “Going Ahead,” and the other is evolved on CA such as “Following Light” and “Avoiding Obstacles.”

“Battery Recharge” module is programmed because this behavior is very simple. Algorithm of this module is that the robot recharges battery if it is in the “Battery Recharge” area shown in Fig. 17.

The operating module is selected by the rules explained previously and sensor values of the robot. Fig. 18 shows the trajectory of the robot by combined modules in a given environment. According to starting position of the robot, the trajectory and moving behavior are different. Battery decreases as the robot moves and battery becomes 2500 when it is recharged: the robot can move without recharging for 2500 times. z is 2/3 of the maximum battery, b₁ is 200, and b₂ is 250. The value of the distance sensor ranges from 0 to 1024, and the larger the value is, the closer the obstacles are. The β₁ and β₂ must be between 0 and 1024. For the safety of the robot, avoiding obstacle module is allowed to be selected for most cases but if the value of the sensor indicates that the robot is too far from the obstacles, another behavior can be selected. The definition of “too far” is empirically determined from many simulations and the values from 200 to 250 (approximately 1/4 of the maximum value) are used. The β₁ and β₂ can be determined from the range.

Fig. 19 shows the trajectory of the robot by combined modules in a more difficult environment. The purpose of this simulation is to show the adaptivity and usefulness of the proposed method. In chaotic environment, there are many small obstacles but the basic structure of the environment and the goal of the robot are not changed. This implies that the pre-defined rules can be applied to the similar but more complex environments easily.

7. Concluding remarks

This paper has attempted to evolve neural networks based on cellular automata to control an autonomous mobile robot. In particular, in order to remedy the shortcoming of conventional evolutionary neural networks and obtain the sensory-motor controller doing complex and general behaviors, we have combined multi-modules evolved or incrementally to do simple behaviors using
IF–THEN rules to generate complex behaviors. We hope that the sophisticated techniques proposed in this paper make the evolutionary algorithms to be used in larger variety of applications. For the scalability of the proposed method, automatic rule generation or sophisticated action selection mechanism is needed. Contribution of this paper lies in the investigation of applicability of cellular automata based neural network for the real-world applications. The proposed systematic procedure to generate high-level behavior can be used in the evolutionary robotics area.

This paper has reported ongoing efforts for generating complex high-level behavior using systematic approach in the context of CA-based NNs. Because it is at the initial stage of the research, the behaviors evolved or generated seem relatively simple and need to be improved. At this stage, we have attempted to show the potential of the proposed methods in relatively simple problems. The extension of the works using sophisticated module combination methods and evolving more complex behavior will be the next step. The increase of complexity for module combination using action selection mechanism is an ongoing research and a preliminary result is reported in another work [12].
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