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Abstract

This is the first paper in a two-part series that describes a massively parallel code that performs 2D frequency-domain full-waveform inversion of wide-aperture seismic data for imaging complex structures. Full waveform inversion methods, namely quantitative seismic imaging methods based on the resolution of the full wave equation, are computationally expensive. Therefore, designing efficient algorithms which

* Code available at http://seiscope.unice.fr/opendownload.php
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take advantage of parallel computing facilities is critical for the appraisal of these approaches when applied to representative case studies and for further improvements.
Full waveform modelling requires the resolution of a large sparse system of linear equations which is performed with the massively parallel direct solver MUMPS for efficient multiple shot simulations. Efficiency of the multiple-shot solution phase (forward/backward substitutions) is improved by using the BLAS3 library. The inverse problem relies on a classic local optimization approach implemented with a gradient method. The direct solver returns the multiple-shot wavefield solutions distributed over the processors according to a domain decomposition driven by the distribution of the LU factors. The domain decomposition of the wavefield solutions is used to compute in parallel the gradient of the objective function and the diagonal Hessian, this latter providing a suitable scaling of the gradient. The algorithm allows one to test different strategies for multiscale frequency inversion ranging from successive mono-frequency inversion to simultaneous multi-frequency inversion. These different inversion strategies will be illustrated in the following companion paper. The parallel efficiency and the scalability of the code will also be quantified.
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1 Introduction

Seismic imaging has widespread applications including civil engineering, seismic hazards, hydrocarbon exploration and crustal-scale imaging for more fundamental applications. Among seismic imaging methods, full-waveform inversion...
sion (e.g., Tarantola (1984)) is that with the greatest potential in terms of resolution power and quantification of the material properties since the whole information contained in the recorded wavefields is theoretically exploited thanks to the complete resolution of the full wave equation embedded in the optimization process. However, the number of convincing applications of full-waveform inversion to real data case studies has remained extremely limited due to the computational cost of these methods and their sensitivity to several source of errors and limitations such as the inaccuracy of the starting model in the frame of local optimization approaches, incomplete modelling of the wave propagation physics, noise, lack of low frequencies source and limited-aperture acquisition systems. In order to improve full-waveform inversion schemes and to appraise their relevance on representative case studies, it is critical to design optimized algorithms which take advantage of parallel computing facilities. In this framework, we present a massively parallel algorithm which performs 2D frequency-domain full-waveform inversion of wide-aperture seismic data.

The frequency-domain formulation of full-waveform inversion or tomography (FWT) has prompted renewed interest during last decade to build accurate velocity models of complex structures from dense global offset (or wide-aperture) acquisition geometries (Pratt, 2004). Global offset acquisition means geometries providing sufficiently long source-receiver offset so that both refracted and reflected waves can be recorded. These acquisitions are generally carried out with dense network of multi-component stations both on land or at sea. One of the main interests of FWT is the extensive use of the full aperture range spanned by global offset geometries for the reconstruction of broad and continuous range of wavelengths in the medium including large to medium wavelengths. In these high-resolution velocity models, theoretical resolution
limit is half the minimum propagated wavelength. Resolution analysis of FWT reveals that both temporal frequency and aperture angle control the spatial resolution of the imaging (Wu and Töksoz, 1987; Sirgue and Pratt, 2004). Therefore, the more the acquisition geometry illuminates a broad range of aperture angles, the more the seismic imaging can resolve a broad and continuous spectrum of wavenumbers. When applied to wide-aperture data, the frequency-domain approach of FWT has been shown to be efficient for three main reasons: first, only few discrete frequencies are necessary to develop a reliable image of the medium by decimating the wave number redundancy provided by multi-aperture geometries (Sirgue and Pratt, 2004; Pratt and Worthington, 1990; Pratt, 1999). Second, proceeding sequentially from the low to the high frequencies defines a multiscale imaging framework which helps to mitigate the non linearity of the inverse problem. Indeed, the low frequencies are less sensitive to cycle-skipping artefacts than the higher ones for a given starting model. A third criteria is related to the forward modelling problem. Frequency-domain modelling reduces to the resolution of a large sparse system of linear equations per frequency whose right-hand side (RHS) term is the source and the solution is the monochromatic wavefield. For 2D acoustic problems, the few frequencies involved in the inverse problem can be efficiently modelled in the frequency domain for a large number of sources if a direct solver is used for solving the linear system. Indeed, the matrix factorization is independent of the RHS terms and the solution for multiple shots can be obtained efficiently by substitutions once the matrix has been factorized once (Marfurt, 1984). Furthermore, attenuation effects using complex velocity (Toksöz and Johnston, 1981) can be easily implemented in the frequency domain as well as unsplit Perfectly-Matched Layers (PML) (Berenger, 1994; Hustedt et al., 2004) and 45° paraxial (Clayton and Engquist, 1977) absorbing
boundary conditions. For all these reasons, the frequency-domain approach of FWT is more computationally efficient than the time-domain counterpart to tackle 2D acoustic problems. Moreover, the frequency domain provides a more natural framework than the time domain to design a multiscale approach by successive inversion of increasing frequencies which mitigates the risk of convergence towards a local minimum of the objective function (see Bunks et al. (1995) for a multiscale FWT in the time domain).

The memory and time complexity of direct solvers as well as their limited scalability will probably limit the use of direct solver to solve very large 2D elastic or 3D high-frequency acoustic problems. Especially, the memory and time complexity of direct solver dramatically increase from the 2D case to the 3D one, i.e., from $O(n^2 \log_2 n)$ and $O(n^2)$ in 2D to $O(n^4)$ and $O(n^n)$ in 3D for the memory and time complexities respectively (George and Liu, 1981; Ashcraft and Liu, 1998). This prompted several authors to perform wave modelling in the frequency domain using iterative solvers (Riyanti et al., 2007; Plessix, 2007; Warner et al., 2007; Stekl et al., 2007) or in the time domain from which the frequency response is extracted for frequency-domain FWT (Nihei and Li, 2007; Sirgue et al., 2007). The main advantage of the iterative or the time-domain approach is their lower memory requirement which allows to perform simulation in large 3D models and their good scalability for both 2D and 3D problems. The main drawback may be the time requirement to perform multiple-shot simulations in the frame of waveform tomography since the time complexity of these approaches linearly increases with the number of sources.

The time and memory complexity of 3D acoustic full-waveform modelling and inversion based on the MUMPS direct solver are quantified in Operto et al.
(2007); who showed that representative problems can be addressed at low frequencies. At the resolution scale provided by frequencies smaller than 7 Hz, the velocity models developed by 3D FWT can be conceived as macromodel for prestack depth migration. The feasibility of 3D FWT will not be addressed further in this paper which is focused on the implementation of a parallel algorithm to perform 2D acoustic FWT. However, the numerical strategies presented in this paper can be applied equally well in 3D (Ben-Hadj-Ali et al., 2007).

Although the frequency-domain formulation of FWT has shown to be very attractive, its computational cost remains high. Few applications of sequential frequency-domain FWT to 2D real data were recently presented (Bleibinhaus et al., 2007; Jaiswal et al., 2007). A crustal-scale application was presented by Operto et al. (2006) for which only the LU factorization was performed in parallel using 12 processes. For a computational grid of 4.4 millions of nodes, the FWT took 20 days to perform 20 iterations of 13 frequencies inversions. Therefore, it is critical that FWT algorithms take advantage of recent advances in high-performance computing as that provided by large Beowulf clusters.

This is the first paper in a two-part series that describes a massively parallel code that performs 2D full-waveform inversion of wide-aperture seismic data for imaging complex structures. In this first paper, we focus on the description of the parallel algorithm. In the companion paper, we shall validate the FWT program with synthetic examples of increasing complexity and present a scalability analysis of the algorithm thanks to a real data case study. Our code is written in Fortran 90 and uses the Message Passing Interface (MPI) for parallelism. Although the models are parametrized by heterogeneous P-wave velocity, density and attenuation for wave propagation modelling, only the P-wave
velocity is currently reconstructed in the inversion. The inverse problem is solved by an iterative local optimization approach based on a steepest-descent (or gradient) method (Tarantola, 1987; Pratt et al., 1998). The gradient of the objective function is computed using the adjoint method which allows to avoid the explicit computation of the sensitivity matrix. The inversion is iterated nonlinearly, which means that the final model of the current iteration is used as the starting model for the subsequent iteration. The algorithm has been originally designed so that discrete frequencies are inverted successively by proceeding from the low to the high frequencies. However, we also implemented the possibility to perform simultaneous inversion of multiple frequencies. Full-waveform modelling is performed by a finite-difference (FD) frequency-domain method (Jo et al., 1996; Hustedt et al., 2004). For solving the discrete linear system of equations resulting from the finite-difference discretization of the forward problem, we use the MUlti frontal Massively Parallel direct Solver (MUMPS) for distributed-memory computers (Amestoy et al., 2006, June 2007). The MUMPS solver is a key component of the FWT program as the parallelism of the FWT algorithm is strongly driven by several functionalities of MUMPS. One of this functionality performs parallel multiple-shot substitutions after LU factorization taking advantage of high-performance BLAS3 (Basic Linear Algebra Subprograms; http://www.netlib.org/blas) library. After resolution, the wavefield solutions for all sources are left in core and spatially distributed on the processors allowing straightforward parallelization of subsequent tasks in the FWT program such as gradient computation.

In the first part of the paper, we briefly review the theory of frequency-domain full-waveform modelling and inversion and we introduce the main equations to be implemented. In the second part, we describe the parallel implementation
of the FWT program. We first review the main functionalities of the MUMPS solver. Second, we describe the parallel FWT program.

2 Method

2.1 Finite-difference frequency-domain full-waveform modelling

The 2-D visco-acoustic wave equation is written in the frequency domain as

$$\omega^2 \frac{\kappa(x,z)}{\rho(x,z)} p(x,z,\omega) + \frac{\partial}{\partial x} \left( \frac{1}{\rho(x,z)} \frac{\partial p(x,z,\omega)}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\rho(x,z)} \frac{\partial p(x,z,\omega)}{\partial z} \right)$$

$$= -s(x,z,\omega),$$

where $\rho(x,z)$ is the density, $\kappa(x,z)$ the complex bulk modulus, $\omega$ the frequency, $p(x,z,\omega)$ the pressure field and $s(x,z,\omega)$ is the source. Attenuation effects can be straightforwardly implemented thanks to complex P-wave velocities in the expression of the bulk modulus (Toksöz and Johnston, 1981).

Since the relation between the pressure wave field and the source is linear, the visco-acoustic wave equation, Eq. 1, can be recast in a matrix form as

$$A \mathbf{p} = \mathbf{s}$$

where the complex-valued impedance matrix $A$ depends on the frequency and medium properties. The 2-D pressure $\mathbf{p}$ and source $\mathbf{s}$ fields at one frequency $\omega$ are stored as vectors of dimension $nx \times nz$ where $nx$ and $nz$ are the dimensions of the regular FD grid, with a grid interval $h$. The pressure field is obtained by solving the system of linear equations, Eq. 2. If a direct solver can be
used to solve Eq. 2, solutions for multiple sources (i.e., multiple RHS) can be efficiently obtained by forward and backward substitutions once the matrix $A$ was factorized using a LU decomposition scheme.

We discretized Eq. 1 with the so-called parsimonious mixed-grid method (Hustedt et al., 2004). The aim of the mixed-grid method is to design both accurate and spatially-compact FD stencil for frequency-domain modelling based on a direct solver. The use of a spatially-compact stencil is critical if a direct solver is used to solve the system 2 to limit the numerical bandwidth of the matrix and hence its filling during LU factorization. Spatially-compact stencils were implemented with second-order accurate differencing operators. Accuracy in terms of both numerical anisotropy and dispersion is achieved using the following recipes: first, the differential operators are discretized on different rotated coordinate systems and are combined linearly following the so-called mixed-grid strategy (Jo et al., 1996; Stekl and Pratt, 1998; Hustedt et al., 2004). Second, the mass term at the collocation point is replaced by its weighted average over the grid points involved in the stencil (Marfurt, 1984). Combining these two tricks allows one to use a discretization rule 4 grid points per wavelength although $2^{nd}$-order accurate stencils are used. This discretization of the forward problem is optimal for FWT whose resolution limit is half a wavelength. Concerning the discretization of the differential operators, the paper of Hustedt et al. (2004) has clarified the relation between the original mixed-grid approach of Jo et al. (1996) and the staggered-grid methods applied to the first-order hyperbolic velocity-stress formulation of the wave equation (Virieux, 1984, 1986; Saenger et al., 2000) through a parsimonious strategy, originally developed for the time-domain wave equation (Luo and Schuster, 1990).
The numerical bandwidth of the matrix is $O(n_1)$ where $n_1$ is the smallest dimension of the 2D computational grid and the number of non-zero coefficients per row is 9. For this kind of sparse matrix, the memory and time complexity of the LU factorization using a nested-dissection ordering is $O(n^2 \log_2 n)$ and $n^3$ respectively for a square computational grid of dimension $n \times n$ (George and Liu, 1981).

Absorbing boundary conditions are implemented with a combination of 45° paraxial condition (Clayton and Engquist, 1977) along the outer edges of the model and Perfectly-Matched Layer (PML) conditions (Berenger, 1994). Attenuation is implemented with complex velocities which can depend on frequencies.

The solution of the system, Eq. 2, was computed through a distributed-memory parallel multifrontal scheme developed by Amestoy et al. (2006, June 2007). A brief review of MUMPS is provided latter in the paper.

### 2.2 Frequency-domain full-waveform tomography

Theory of frequency-domain full-waveform tomography is developed in Pratt et al. (1998). The specific inversion formula including regularization and scaling that is implemented in our FWT program is provided in Operto et al. (2006). Only a brief review is given here.

The weighted least-squares objective function is given by

$$C(m) = \Delta d^\dagger W_d \Delta d$$

(3)

where $\Delta d$ is the misfit vector, the difference between the observed data and the data computed in model $m$. The superscript $\dagger$ indicates the adjoint, i.e.,
the transpose conjugate. $W_d$ is a weighting operator applied to the data that scales the relative contribution of each component of the vector $\Delta d$ in the inversion.

In the steepest-descent method, a perturbation model $\delta m$ is searched in the vicinity of a starting model $m_0$ in the opposite direction of the gradient of the objective function.

One can obtain for the velocity perturbation located at a diffractor point $i$

$$\Delta m_i = \alpha \sum_{S} Re \left\{ p^t \left[ \frac{\partial A}{\partial m_i} \right]^t A^{-1} W_d \Delta d^* \right\}$$

(4)

where $\alpha$ is the step length and $S$ labels sources. $Re$ denotes the real part of a complex number.

This equation indicates that the perturbation model is computed by multiplication of the forward wavefield $p$ with the backpropagated residuals $A^{-1} W_d \Delta d^*$.

Therefore, two forward problems (two forward and backward substitutions once the matrix $A$ was LU-factorized) per shot are necessary to compute the gradient. The term $\frac{\partial A}{\partial m_i}$ is a sparse operator obtained by computing the spatial derivative of the coefficients of the matrix $A$ with respect to the model parameter $m_i$. In the frame of diffraction tomography, this operator is the radiation pattern of the diffraction by the fictitious heterogeneity $\delta m_i$. For the P-wave velocity parameter, the operator $\frac{\partial A}{\partial m_i}$ reduces to one scalar located on the diagonal of the $i^{th}$ row of matrix $A$. Equation 4 corresponds to the inversion of one frequency. Simultaneous inversion of multiple frequencies can be easily implemented by summation over frequencies in Eq. 4. Eq. 4 can be derived by explicitely deriving the partial derivative wavefields in a first step and exploiting the reciprocity of Green functions in a second step (Pratt et al., 1998) or
by using the adjoint-state method (Plessix, 2006). The first derivation draws clear connection between FWT and generalized diffraction tomography (Wu and Töksöz, 1987).

In order to obtain reliable perturbation models, we applied some scaling and regularization to the gradient, Eq. 4. We implemented the following inversion formula

$$\Delta m_i = -\alpha (\text{diag} H_a + \epsilon I)^{-1} G_m \text{Re} \left\{ p^t \left[ \frac{\partial A^t}{\partial m_i} \right] A^{-1} W_d \Delta d^* \right\}$$

(5)

where $\text{diag} H_a = \text{diag} \text{Re}\{ J^t W_d J^* \}$ denotes the diagonal elements of the weighted approximate Hessian $H_a$ and $G_m$ is a spatial smoothing operator. $J$ is the sensitivity matrix whose explicit estimation is required to compute the diagonal Hessian. This estimation requires to compute $N_{\text{shot}} + N_{\text{rec}}$ solutions where $N_{\text{shot}}$ and $N_{\text{rec}}$ are the number of non redundant shot and receiver positions respectively. Since the diagonal approximate Hessian requires the explicit computation of the sensitivity matrix and therefore can be expensive to compute, we implement the possibility to compute it only at the first iteration of one frequency inversion and for a decimated acquisition (Operto et al., 2006). The diagonal of the approximate Hessian provides a preconditioner of the gradient that properly scales the perturbation model (Shin et al., 2001).

The smoothing operator $G_m$ is a 2-D Gaussian spatial filter whose correlation lengths are adapted to the inverted frequency (Ravaut et al., 2004).

The operator $W_d$ is an amplitude gain with offset applied to each seismic
where the scalar $g$ controls the amplitude of the gain with respect to the source-
receiver offset $o_{sr}$. This weighting allows to strengthen the relative contribution
of large offsets at the partial expense of smaller ones.

We used two criteria to stop iterations. The first one is that the iteration
number must not exceed a maximum number of iterations. The second one
requires that the objective function reduction must be superior to a given
percentage of the objective function computed in the starting model:

$$(C(i - 1) - C(i)) \geq \text{thresC} \times C(i - 1)$$ (7)

The step length in Eq. 4 is estimated by parabolic fitting. It requires to
compute at least 2 factorizations and $2 \times N_{shot}$ solutions to define 3 pairs
$(0, C(m_0))$, $(\alpha_1, C(m_1(\alpha_1)))$ and $(\alpha_2, C(m_2(\alpha_2)))$ through which a parabola is
fitted. The minimum of the parabola provides the optimal step length.

The FWT program can either be applied to hydrophone or geophone data
generated by explosive sources. In case of geophone data, we exploit the reciprocity of Green functions to match geophone data with pressure synthetics by
replacing explosive sources by vertical forces in the forward problem (Operto
et al., 2006).
3 Numerical implementation

3.1 The massively parallel MUMPS solver

MUMPS, a multifrontal massively parallel sparse direct solver package for distributed-memory platforms, developed by CERFACS, ENSEEIHT-IRIT and INRIA, is used here to solve the system of linear equations, Eq. 2 (Amestoy et al., June 2007, 2006). Like other direct methods, the multifrontal technique used in MUMPS is based on an elimination tree, which is a transitive reduction of the graph of $L$, where $L$ is the Cholesky factor of the matrix $(A + A^T)$, and is the smallest data structure representing dependencies between operations (Duff and Reid, 1983; Liu, 1992). The multifrontal algorithm is an approach to organize right-looking sparse matrix factorization in which the factorization of the matrix is done by performing a succession of partial factorizations of small dense matrices called frontal matrices. The factorization process is given by the assembly tree where a frontal matrix is associated to each node.

Reordering (i.e. renumbering the entries of a sparse linear system) is a well known technique to reduce fill in the final factors, and this has a big impact on the memory size. MUMPS offers several ordering algorithms, particularly the METIS package from University of Minnesota which relies on an hybrid method combining a multilevel nested dissection with a multiple minimum degree algorithm (Karypis and Kumar, 1998) and an AMD ordering (Amestoy et al., 1996). An analysis of the impact of reordering on the memory of the multifrontal method is presented in Guermouche et al. (2003).

In the multifrontal method, the resolution of the linear system is generally subdivided into 3 main tasks. The first one is an analysis phase or sym-
bolic factorization. This analysis is currently sequential in MUMPS and is
carried out by the master processor. Reordering of the matrix coefficients is
first performed in order to minimize fill-ins, namely, the additional non zero
coefficients introduced during the elimination process. Then, the dependency
graph is estimated as well as the memory required to perform the subsequent
numerical factorization. If several simulations need to be performed in slightly
different velocity models during iterative FWT, the analysis phase needs to
be performed only once per frequency. The sparse impedance matrix is gen-
erally assembled on the master processor before the analysis. For very large
2D problems (i.e., typically for problems involving few tens of millions of un-
knowns), the sparse impedance matrix may not fit the memory assigned to
the master processor. In that case, the impedance matrix can be assembled in
distributed format over the processors involved during the subsequent parallel
factorization. It is also possible with MUMPS to avoid involving the master
processor in the LU factorization in the case of large centralized matrix to
avoid unbalanced workload. Note also than for large 2D problems it may be
necessary to compile MUMPS with an option making default integer variables
8 bytes long in order to avoid overflow during the sequential analysis. The
second task is the numerical factorization performed with the multifrontal
method. At the end of the factorization, the LU factors are distributed over
the processors. The third task is the solution phase performed by forward
and backward substitutions. During the solution phase, multiple RHS terms
can be provided in sparse format on the master processor. They are broadcast
from the host to the processors over which the LU factors are distributed. The
multiple-shot solutions can be computed simultaneously from the LU factors
taking advantage of BLAS3 library and are either assembled on the host or
kept distributed on the processors for subsequent parallel computations. To
maximize the efficiency of the solve phase for multiple RHS, MUMPS allocates workspace memory of size proportional to the blocking factor for multiple RHS (MUMPS parameter KEEP(84)). This parameter needs to be tuned to obtain the minimum computational time for the multi-RHS solution phase.

We performed the factorization and the solution phases in single precision. To reduce the condition number of the matrix, a row and column scaling is applied in MUMPS before factorization. The sparsity of the matrix and suitable equilibration have made single precision factorization accurate enough so far for the 2D and 3D problems we tackled (see Hustedt et al. (2004) for examples of 2D simulations in very contrasted media).

3.2 Flowchart of the FWT algorithm

The processing flow performed by the FWT program is summarized in Fig. 1. It contains mainly two sequential loops over groups of frequencies and inversion iterations (by sequential loop is meant that each processor does all the iterations of the do loop). These loops are necessarily sequential due to the non linearity of the iterative inversion, i.e., the final model of one iteration of a frequency group inversion is used as a starting model for the next iteration.

A group of frequencies defines several frequencies that are simultaneously inverted. Defining only one frequency per group is equivalent to perform successive mono-frequency inversion following the classic multiscale approach promoted by Pratt (1999). On the opposite, defining only one group is equivalent to perform simultaneous multi-frequency inversion. A third approach performs of successive inversions of overlapping frequency groups of increasing frequency content. This means that a given frequency group contains the frequencies
from the previous groups plus a higher frequency. This multiscale approach can be viewed as the equivalent in the frequency domain of the time-domain approach of Bunks et al. (1995).

The first task within the loop over iterations reads the starting model and initializes the gradient and the diagonal Hessian. The gradient and diagonal Hessian are computed by summation over the frequencies of a group. In the following, the contribution of one frequency to the diagonal Hessian and gradient will be referred to as partial diagonal Hessian and partial gradient respectively. Within the loop over iterations, a sequential loop over frequencies of one group is opened. Within this loop, the impedance matrix $A$ whose coefficients depend on frequency and velocity model properties is assembled in sparse format on the master processor and is subsequently LU factorized in parallel with MUMPS. At the end of the factorization, the LU factors are kept distributed on the processors. The program proceeds with the computation of the partial diagonal Hessian which first requires to solve system 2 by forward/backward substitutions for each non redundant shot and receiver positions. At the end of the solve, each processors stores in core a spatial subdomain of all the wavefield solutions. This domain decomposition which is driven by the distribution of the LU factors is illustrated for one wavefield and 12 processes in Fig. 2. The partial diagonal Hessian is basically computed by weighted summation over the source and receiver wavefields. We take advantage of the domain decomposition of the wavefields to perform in parallel this weighted summation i.e., each processor computes the spatial subdomain of the partial diagonal Hessian corresponding to the subdomain of the wavefields stored on this processor. Once the partial diagonal Hessian has been computed in distributed format on each processor, all the subdomains of the partial di-
agonal Hessian are gathered on the master processor and the diagonal Hessian is updated by addition of the newly-computed partial diagonal Hessian. Note that the update of the diagonal Hessian is performed on the master processor and not in distributed format over the processors because the domain decomposition can slightly change from one frequency to the next due to pivoting during the LU factorization. The next task is the computation of the gradient. It first requires $N_{\text{shot}}$ solutions of system 2 to compute the incident wavefields. Again these incident wavefields are left in core and distributed over the processors following the same domain decomposition as for the diagonal Hessian. Once these solutions are computed, the incident wavefields are extracted at the receiver positions on each subdomain containing receivers. At this step, the program can perform a source estimation for the current frequency by solving a linear inverse problem (see Eq. 17 in Pratt (1999)). After the source estimation, partial data residuals are computed on each subdomain and are assembled on the master processor to build the composite residual sources in sparse format. A second series of $N_{\text{shot}}$ resolutions is performed to obtain the backpropagated residual wavefields. The partial gradient is computed in distributed format over the processors and gathered in the end on the master processor following the same strategy than for the diagonal Hessian. The total gradient is updated by addition of the newly-computed partial gradient on the master processor. Once all the frequencies of the group are processed, the gradient is scaled by the diagonal Hessian and smoothed by the 2D Gaussian filter. Note that we have assumed so far that all the wavefield solutions and the LU factors can remain in core over the processors. If not enough memory is available, we split the RHS terms in several partitions and process sequentially each partition during the solve phases and the computation of the diagonal Hessian and gradient without hard disk access. A second remark is
that no point-to-point communication is required during the diagonal Hessian
and gradient computations when the P-wave velocity is considered as model
parameter. This is due to the fact that the matrix $\frac{\partial A}{\partial m_i}$, Eq. 4, reduces to a
scalar located on the $i^{th}$ row of the diagonal of $A$. In this case, estimation
of the gradient at a point $m_i$ depends only on the wavefield solutions at this
same point. This comment would apply for the attenuation parameter as well.

On the contrary, if one consider parameter such as density, estimation of the
gradient at the point $m_i$ will require the knowledge of the incident and back-
propagated residual wavefields at the next positions. If these next positions
belong to another domain than the point $m_i$ some bidirectional point-to-point
communications will be necessary during the gradient computation. Involve-
ment of other classes of parameters in the inversion will be the aim of a future
release of our FWT program. A third remark is that the loop over frequen-
cies of one group is currently sequential. Since simultaneously accounting for
multiple frequencies is a linear process, this loop may be distributed over $M$
sets of processors where $M$ is the number of frequencies in the group. Indeed,
this strategy implies that each group of processors have enough distributed
memory to solve the system 2 for a significant number of RHSs. This strategy
was not investigated yet.

The program proceeds with the step length estimation which requires at least
two factorizations and two $N_{\text{shot}}$ resolutions for each frequency as mentioned
before.
4 Conclusion and perspectives

We described a massively parallel algorithm to perform frequency-domain full-waveform modelling and inversion for imaging 2D acoustic media using a steepest-descent algorithm. Frequency-domain full-waveform modelling reduces to the resolution of a large and sparse system of linear equations. We have used a massively parallel direct solver for efficient resolution of this system for a large number of sources, a critical issue in tomography applications. The efficiency of the parallelism of the FWT algorithm is strongly driven by the functionalities implemented in the parallel direct solver. In addition to the high-performance LU factorization performed with a multifrontal method, three of these functionalities which are useful for tomographic applications are the sparse storage of the right-hand side (source) terms, the multi-RHS solutions in parallel and the storage of the multi-RHS solutions in distributed format thanks to a domain decomposition. This latter functionality provides the optimal framework to compute in parallel the gradient of the objective function.

Our FWT program allows to test in a flexible way different strategies for selecting and clustering frequencies in the inversion ranging from successive mono-frequency inversion to simultaneous multi-frequency inversion. In the companion paper (this issue), the main functionalities of the code are illustrated with numerical examples and a detailed scalability analysis is performed with a large crustal-scale case study.
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6 Captions of Figures

Fig. 1. Flowchart of the FWT algorithm. The algorithm is structured within 2 main nested loops over frequency groups and iterations. Within these loops, 3 loops over frequencies of one group are performed. The diagonal Hessian and the gradient are computed within the first one while the second and third ones are required to estimated the step length (not detailed in the figure). In the diagonal Hessian and gradient boxes, by partial diagonal Hessian and partial gradient are meant the specific contributions of the current frequency to the diagonal Hessian and gradient computation. Nomenclature: $P_0$ labels the master process. $N_{shot}$: number of shots; $N_{rec}$: number of receivers. $RHS$: right-hand side terms.

Fig. 2. Illustration of the domain decomposition of the wavefield solutions during the solution step in MUMPS. Computation was performed using 12 processes. The black areas delineate the 12 subdomains of the wavefield solutions distributed over the processors. The model dimensions are 105 x 25 km and correspond to the real data case study presented in the companion paper (this issue). The gradient of the objective function (i.e., the unscaled perturbation model) is computed in parallel with the same domain decomposition that shown in the figure.
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