Shadowed sets in the characterization of rough-fuzzy clustering
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ABSTRACT

In this study, we develop a technique of an automatic selection of a threshold parameter, which determines approximation regions in rough set-based clustering. The proposed approach exploits a concept of shadowed sets. All patterns (data) to be clustered are placed into three categories assuming a certain perspective established by an optimization process. As a result, a lack of knowledge about global relationships among objects caused by the individual absolute distance in rough C-means clustering or individual membership degree in rough-fuzzy C-means clustering can be circumvented. Subsequently, relative approximation regions of each cluster are detected and described. By integrating several technologies of Granular Computing including fuzzy sets, rough sets, and shadowed sets, we show that the resulting characterization leads to an efficient description of information granules obtained through the process of clustering including their overlap regions, outliers, and boundary regions. Comparative experimental results reported for synthetic and real-world data illustrate the essence of the proposed idea.

© 2011 Elsevier Ltd. All rights reserved.

1. Introductory comments

Real-world data distribution often involves ambiguous structures characterized by uncertainty and overlap between elements of the structure (clusters). The main task of clustering is to partition an unlabeled dataset \( \{x_1, x_2, \ldots, x_N\} \), each object \( x_i \in \mathbb{R}^n \), into \( C \) \((1 < C < N)\) subgroups such that the objects in the same cluster are characterized by the highest levels of similarity (homogeneity). During the realization of clustering algorithms, one can highlight several important issues.

K-Means [1] being regarded as a classical prototype (centroid)-based partitive clustering method, assigns each object to exactly one cluster. Though K-Means is effective, its usefulness degenerates when dealing with overlapping clusters. Fuzzy clustering, especially Fuzzy C-Means (FCM) [2], as the extension of K-Means, is often used to reveal the structure of a dataset and to construct information granules. It utilizes a partition matrix to capture the degree of each object belonging to each cluster, so the overlapping circumstances can be effectively described. The main challenge to FCM is the sensitivity to noisy objects.

Recently, considering rough set theory [3], Lingras and West [4] introduced Rough C-Means (RCM) clustering, which describes each cluster not only by a prototype, but also with a pair of lower and upper bounds (interval set). Weighted parameters are used to measure the importance of lower bounds and boundary regions when calculating new prototypes. RCM can deal with the uncertainty and vagueness arising in the boundary region of each cluster. Since no memberships are involved, the closeness of objects to the clusters cannot be detected [5].

As two important paradigms of Granular Computing [6,7], rough sets and fuzzy sets have been developed separately to a significant extent. However, they are also complementary. Invoking membership degrees, Mitra et al. [5] put forward a Rough-Fuzzy C-Means (RFCM) clustering method, which integrates the advantages of the technologies of fuzzy sets and rough sets. The lower and upper bounds are determined according to the membership degrees, not the individual absolute distances between an object and its neighbors. Maji et al. [8] further pointed out that the objects in the lower bound of a cluster should have similar influence on this cluster and the corresponding prototype, and their weights should also be independent of other prototypes when iteratively computing the new prototypes. Following this notion, Maji modified the computation for new prototypes under the scheme of the RFCM.

No matter which rough set-based partitive clustering methods will be used, their pertinent parameters have to be carefully optimized. One of them is the threshold that determines the
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approximation regions for each cluster. The other is the weighted measures evaluating the importance of lower bounds and boundary regions when updating the prototypes in iterations. Though the initial configuration of the methods can be optimized by a genetic algorithm [9], the selection of parameters mainly depends on subjective tuning in some available research and the obtained results need more interpretations [4,11]. In addition, since only the individual absolute distance and individual membership degree are, respectively, exploited in the RCM and RFCM, the approximation regions that form the prototypes might be deflected when some outliers are involved [10].

Shadowed sets [12], which are considered as a conceptual and algorithmic bridge between rough sets and fuzzy sets, have become a new emerging paradigm of Granular Computing being successfully used for unsupervised learning, resulting in a so-called Shadowed C-Means (SCM) [13]. Unlike FCM, the weighted values of objects at the core level of a cluster are enhanced in the SCM. The membership degrees of these objects to this cluster should also be uniform when calculating the dfsfsa corresponding prototype, which is the same as in Maji's notion. The weighted values of objects at the exclusion level of a cluster will be reduced by raising the fuzzification coefficient in the form of a double exponential. Compared with the FCM, the capability of SCM when dealing with outliers is enhanced and improved clustering results can be envisioned [13].

In this study, we concentrate on the determination of the threshold parameter in three types of rough set-based clustering methods including RCM, RFCM, and Maji's method. According to the optimization process supported by shadowed sets, this user-defined threshold becomes automatically selected based on the data's intrinsic structural complexity. The lack of knowledge about global relationships among objects caused by the individual absolute distance in RCM or individual membership degree in RFCM can be circumvented. Therefore, comparative accurate approximation regions of each cluster can be detected which are crucial to the calculations of the associated prototype. Furthermore, a new validity index is proposed by taking into account the granulation–degranulation principle and its underlying mechanism. It is worth noting here that this concept is quite different from the idea supported by cluster validity indices available in the literature including such alternatives as PBM [14], DB [15] and XB indices [16].

By integrating various techniques of Granular Computing involving fuzzy sets, rough sets and shadowed sets, some significant merits of the proposed development can be offered. The membership degrees can effectively describe an overlapping effect present in the partition matrices. In particular, the concept of approximation regions can deal with uncertainty and vagueness arising in the boundary region of any cluster, while the shadowed sets make the modified algorithms robust when coping with noisy objects. Experimental results for synthetic and real-world data show the comparative performance of the proposed notion with respect to the new index along with other available validity indices.

The structure of the paper is as follows. Some basic concepts of rough sets are briefly introduced in Section 2. Section 3 reviews the pertinent rough set-based clustering methods along with their generalized version. In Section 4, we provide shadowed sets as a vehicle for describing information granules obtained through the process of clustering. Based on granulation–degranulation mechanisms, a new cluster validity index is presented in Section 5. Section 6 includes the results of experiments involving both synthetic and real datasets. In Section 7, main conclusions are covered.

Throughout the study, we adhere to the following notation:

- \( N \) number of objects;
- \( C \) number of clusters;
- \( U_i \) \( i \)th cluster;
- \( v_i \) \( i \)th prototype;
- \( x_k \) \( k \)th object;
- \( u_{ik} \) membership of \( x_k \) in \( U_i \);
- \( m \) fuzzification coefficient;
- \( R U_i \) lower bound of \( U_i \);
- \( R B U_i \) upper bound of \( U_i \);
- \( R_i \) boundary region of \( U_i \);
- \( \delta_j \) standard deviation of the \( j \)th feature;
- \( d(x_k, v_i) \) distance between \( x_k \) and \( v_i \);
- \( \text{card}(X) \) cardinality of set \( X \).

2. A brief review of rough sets

Rough sets aim at forming an approximate definition for a target set in terms of some definable sets, especially, when the target set is uncertain or imprecise. Some basic concepts in the rough set theory are briefly recalled in this section. More detailed discussion can be found in [3,17].

Let \( U \) denote a finite nonempty universe. A is a set of features (attributes) that describe the objects in the universe. A can be defined as an equivalence relation, referred to as an discernibility relation on \( U \), with which \( U \) can be partitioned into a collection of disjoint equivalence classes \( U/A = \{E_1, E_2, \ldots, E_{\text{card}(U/A)}\} \). \( \text{card}(X) \) stands for the cardinality of set \( X \). Each \( E_i \in U/A \) is called an elementary set. Any arbitrary subset (target set) \( X \subseteq U \) can be represented in terms of a pair of upper and lower bounds \( \overline{X} \) and \( \underline{X} \) which are defined as follows:

\[
\overline{X} = \bigcup \{E \cap X \neq \emptyset, E \in U/A\}, \quad \underline{X} = \bigcup \{E \subseteq X, E \in U/A\}. \tag{1}
\]

The upper bound \( \overline{X} \) is composed of objects that have a nonempty intersection with \( X \), namely belong to the set \( X \) possibly. The lower bound \( \underline{X} \) is composed of objects that are subsets of \( X \), namely belong to the set \( X \) certainly. \( U - \overline{X} \) is called the negative region of \( X \), in which the objects do not belong to the set \( X \). The objects positioned in-between the lower and upper bounds form the boundary region of \( X \). If the boundary region is empty, \( X \) is called a crisp set. Otherwise, we are concerned with a rough set. The upper and lower bounds approximate the set \( X \) from two sides. In other words, \( X \) can be approximately represented by two sets. If the target set \( X \) is uncertain or vague, such approximate descriptions have an important meaning.

3. Rough set-based partitive clustering

In this section, some rough set-based partitive clustering algorithms will be revisited which include rough C-means algorithm (Lingras’ model) and two types of rough-fuzzy C-means algorithms (Mitra’s model and Maji’s model).

3.1. Rough C-means

Lingras et al. [4] extended the concept of rough approximations to develop a clustering algorithm in which the following basic rough set properties need to be satisfied.

**Property 1.** An object can belong to the lower bound of one cluster at most.

**Property 2.** An object that belongs to the lower bound of a cluster also belongs to the upper bound of this cluster.

**Property 3.** An object that does not belong to any lower bound will belong to more than one upper bound.
Each cluster has its own lower and upper bounds. The new prototype calculations will only depend upon the objects in these two approximation regions, not all objects as in the $k$-Means, FCM or SCM. Thus the useless information can be filtered out and ensuing numeric computing can be reduced. For a fixed cluster, all objects are split into three categories, namely, core level, boundary level and exclusion level, as shown in Fig. 1.

The objects located at the core level definitely belong to this cluster. The objects at the boundary level possibly belong to this cluster, viz., they come with some component of vagueness and uncertainty. Other objects that fall within the exclusion level do not belong to this cluster. The contributions of objects located at different levels to the cluster are distinct. Generally, the objects present at the core level exhibit the highest importance while the objects positioned in the exclusion region are almost ignored.

Suppose $N$ objects are grouped into C clusters $U_1, U_2, ..., U_C$. The corresponding prototypes $v_1, v_2, ..., v_C, v_i \in \mathbb{R}^d$, are updated in the following way.

$$v_i = \begin{cases} w_i A_1 + w_i B_1 & \text{if } RU_i \neq 0 \land R_b U_i \neq 0, \\ B_1 & \text{if } RU_i = 0 \land R_b U_i \neq 0, \\ A_1 & \text{if } RU_i \neq 0 \land R_b U_i = 0, \end{cases}$$

where

$$A_1 = \frac{\sum_{x_k \in RU_i} x_k}{\text{card}(RU_i)},$$

$$B_1 = \frac{\sum_{x_k \in R_b U_i} x_k}{\text{card}(R_b U_i)},$$

$$RU_i = RU_i - RU_i$$ denotes the boundary region of cluster $U_i$, where $RU_i$ and $R_b U_i$ denote the lower and upper bounds of cluster $U_i$ with respect to feature set $R$, respectively. $A_1$, $B_1$ can be considered as the contributions by the lower bounds and boundary regions, respectively. $A_2$, $B_2$ are the weights for these two contributed parts. When updating a prototype, the higher the value of $w_i$ the more important the lower bound is. There is no need to consider the cases that both the lower bound and boundary region of a cluster are empty since this cluster has no representative.

In order to determine the lower bound and boundary region of each cluster, Lingras et al. [4] utilized the following rules:

If $d(x_i, v_p) - d(x_i, v_q) \leq \varepsilon$, then $x_i \in RU_p$ and $x_i \in RU_q$. In this case, $x_i$ cannot belong to the lower bound of any cluster. Otherwise, $x_i \in RU_p$. Here $d(x_i, v_p)$ denotes the distance between object $x_i$ and prototype $v_p$ ($p = 1, 2, ..., C$). $d(x_i, v_p)$ and $d(x_i, v_q)$ stand for the minimum and secondary minimum of $x_i$ over all clusters, respectively. A weighted Euclidean distance will be used in this study, which is expressed as follows:

$$d(x_i, v_j) = \frac{\sum_{i=1}^{n} (x_{ij} - v_{ij})^2}{\delta_i^2}$$

where $\delta_i$ is the standard deviation of the $j$th feature. Compared with the standard Euclidean distance, its weighted version eliminates the influence of significantly different ranges of individual features.

The threshold $\varepsilon$ is crucial for the determination of the approximation regions of each cluster. The lower the threshold value, the more objects will belong to the lower bounds. To the contrary, the higher the threshold, the more objects will belong to the boundary regions. The improperly selected value of the threshold will result in inaccurate approximation regions, which then misguide the formation of the prototypes. In addition, since no membership degrees are involved, the overlapping partitions cannot be effectively handled by the RCM.

### 3.2. Rough-fuzzy C-means

Incorporating fuzzy clustering methods, Mitra et al. [5] put forward the version of Rough-Fuzzy $C$-means (referred to as RFCM I) in which membership degree $u_{ik}$ will replace the absolute distance $d(x_i, v_j)$ when determining the approximation regions for each cluster. This adjustment will enhance the robustness of the clustering when dealing with overlapping situations. In this case, the calculation of prototypes is governed by the following expressions:

$$v_i = \begin{cases} w_i A_2 + w_i B_2 & \text{if } RU_i \neq 0 \land R_b U_i \neq 0, \\ A_2 & \text{if } RU_i = 0 \land R_b U_i \neq 0, \\ B_2 & \text{if } RU_i \neq 0 \land R_b U_i = 0, \end{cases}$$

where

$$A_2 = \frac{\sum_{x_k \in RU_i} u_{ik} x_k}{\sum_{x_k \in RU_i} u_{ik}},$$

$$B_2 = \frac{\sum_{x_k \in R_b U_i} u_{ik} x_k}{\sum_{x_k \in R_b U_i} u_{ik}}.$$  

$A_2$ and $B_2$ can be considered as the contributors to the fuzzy lower bounds and fuzzy boundary regions, respectively. As in the RCM, the weights $w_i = 1 - w_i$ and $0.5 < w_i < 1$. In order to determine the approximation regions, the following calculations are completed.

If $u_{ik} - u_{ik} \leq \varepsilon$, then $x_i \in RU_p$ and $x_i \in RU_q$. In this case, $x_i$ cannot belong to the lower bound of any cluster. Otherwise, $x_i \in RU_p$, $u_{ik}$ denotes the membership degree of object $x_i$ to the cluster with prototype $v_j$ ($j = 1, 2, ..., C$) and is calculated in the same way as realized in the FCM. $u_{ik}$ and $u_{ik}$ represent the maximum and secondary maximum of $x_i$ over all clusters, respectively.

The fuzzification coefficient $m$ assumes values greater than 1. Its value reflects the geometry of fuzzy clusters [18]. When the value is close to 1, it implies a Boolean nature of the cluster. On the other hand, it will result in spike-like membership functions when the value increases (such as three or more). By choosing different values of $m$, we can control the shape of clusters. Yu et al. [21] provided a theoretical basis for selecting the fuzzification coefficient and pointed out that its suitable values should depend on the dataset itself. A fuzzy encoding and decoding mechanism [22] has also been constructed for choosing experimental optimal values. Predominantly, applications involving FCM often set this value to be equal to 2.

Maji et al. [8] pointed out that the weights of objects forming the lower bound of a cluster should be independent of other prototypes and they should have the same contribution to this cluster. Nevertheless, the objects in the boundary region should exhibit different influence on this prototype. Following these observations, Mitra’s model is modified where the prototypes are computed depending on the weighted average of the lower
bounds and fuzzy boundary regions. More specifically, we have

\[ v_i = \begin{cases} 
  w_1A_1 + w_2B_2 & \text{if } R_i \neq 0 = R_i \neq 0, \\
  B_2 & \text{if } R_i = 0 = R_i \neq 0, \\
  A_1 & \text{if } R_i = 0 \neq R_i = 0.
\end{cases} \quad (9) \]

The parameters \( w_i \) and \( e \) as well as the rules used to determine the approximation regions are the same as encountered in the RFCM I. It has been shown that the performance of the modified RFCM (referred here to as RFCM II) is better than RFCM I according to some proposed rough set-based quantitative indices [8].

3.3. Generalized rough set-based C-means algorithm

According to the common properties of RCM, RFCM I and RFCM II, a generalized version of rough set-based C-means algorithm can be described as follows:

**Algorithm 1.** Generalized rough set-based C-means algorithm

1. **Step 1:** Initialization. Assign initial prototypes for the \( C \) clusters;
2. **Step 2:** Determine the lower bound and boundary region of each cluster;
3. **Step 3:** Update the prototypes for the \( C \) clusters;
4. **Step 4:** Repeat Steps 2 and 3 until convergence has been reached.

Convergence pointed to in Step 4 means the obtained prototypes in the current iteration are identical to those that have been generated in the previous one, namely, the prototypes are stabilized. Steps 2 and 3 are the main points in the generalized version. The modifications based on original RCM, namely, RFCM I and RFCM II, are all concentrated on them. Compared with K-Means and FCM, the objects are divided into three regions with respect to a given cluster. The contributions for the prototype and cluster from the lower bound (core level) will be enhanced and the contributions from the boundary region will be diminished relative to the contributions encountered in the FCM.

The accurate approximation regions and reasonable values of weights directly affect the clustering results. However, a single threshold cannot reflect the differences among all clusters and the closeness of objects to the clusters will not be effectively described. In this case, approximation regions may be distorted and the contributions from the boundary region will be diminished relative to the contributions encountered in the FCM.

4. Shadowed set-based rough-fuzzy clustering

Shadowed set-based rough-fuzzy clustering methods are proposed in this section. We show that the threshold parameter that affects the lower bound and boundary region of each cluster can be decided upon automatically. Its value can be adjusted according to the structure of data and its complexity.

4.1. Shadowed sets

Shadowed sets, as introduced by Pedrycz [12], is one among several key contributions to the area of Granular Computing. It could be considered as new and stand-alone constructs, yet it is often induced by the corresponding fuzzy sets. It is simpler and more practical than fuzzy sets and can be sought as a symbolic representation of numeric fuzzy sets [19].

Three quantification levels being elements of the set \( \{0, 1, [0, 1]\} \) are utilized to simplify the relevant fuzzy sets in shadowed set theory. Obviously, it not only simplifies the interpretation but also avoids a number of computations of numeric membership grades comparing with the methodology of fuzzy sets. Conceptually, shadowed sets are close to rough sets even though their mathematical foundations are very different. The concepts of negative region, lower bound and boundary region in rough set theory are corresponding to three-logical values 0, 1, and \([0,1]\) in shadowed sets, namely, excluded, included and uncertain, respectively. In this sense, shadowed sets can be considered as the bridge between fuzzy and rough sets.

The construction of shadowed sets is based on balancing the uncertainty that is inherently associated with fuzzy sets, in other words, uncertainty relocation. As elevating membership values (high enough) of some regions of universe to 1 and at the same time, reducing membership values (low enough) of some regions of universe to 0, we can eliminate the uncertainty in these regions. In order to balance the total uncertainty, it needs to compensate these changes by allowing for the emergence of uncertainty regions, namely, it results in shadowed sets.

Given a continuous fuzzy membership function \( x \rightarrow f(x) \), \( f(x) \in [0,1] \), the reduction of uncertainty and shadows can be represented as in Fig. 2 and are quantified as follows.

Reduction of membership:

\[ \Omega_1 = \int_{x} f(x) \, dx. \quad (10) \]

Elevation of membership:

\[ \Omega_2 = \int_{x} (1-f(x)) \, dx. \quad (11) \]

Formation of shadows:

\[ \Omega_3 = \int_{x} f(x) \, dx. \quad (12) \]

The separate threshold \( x \) in shadowed sets can be optimized by realizing the principle of uncertainty balance. It translates into the minimization of the following objective function.

\[ V(x) = ||\Omega_1 + \Omega_2 - \Omega_3||. \quad (13) \]

The optimal threshold \( x \) satisfies the requirement \( x_{opt} = \arg \min_x V(x) \), where \( x \in (0,0.5) \). The discrete version of optimization process can be expressed in a similar manner. Suppose \( u_1, u_2, \ldots, u_q \) are discrete membership values, \( u_k \in [0,1] \) \( (k=1,2,\ldots,N) \). \( u_{max} \) and \( u_{min} \) denote the maximal and minimal values, respectively. The objective function is modified as

\[ V(x) = ||\psi_1 + \psi_2 - \psi_3||, \quad (14) \]

where \( \psi_1 = \sum u_k \in x u_k \) means the reduction of membership, \( \psi_2 = \sum u_k \geq u_{max} \in x (u_{max} - u_k) \) means the elevation of membership, \( \psi_3 = \text{card}(A) \) represents the shadows, \( A = \{x < u_k < (u_{max} - x)\} \). The range of feasible values of threshold \( x \) is suggested in \([u_{min},u_{max}]/2\).

Three logical values induced by shadowed sets correspond to the notions of three approximation regions in rough set theory. Though the foundations of these two methodologies are different, they share some common philosophies when coping with uncertain
problems. The main merits of shadowed sets involve the optimization mechanism for choosing separate threshold and the reduction of the burden of plain numeric computations.

4.2. Shadowed set-based rough-fuzzy clustering

The membership degrees of objects belonging to a fixed cluster \( U_i \) \((i = 1, 2, \ldots, C)\) can be considered as a generic fuzzy set. Under this consideration, we can determine the approximation regions for cluster \( U_i \) by integrating shadowed sets. The algorithm is described as follows.

Algorithm 2. Determine the approximation regions based on shadowed sets

Step 1: Compute membership values \( u_{ik} \) of each object \( x_k \) to each prototype \( v_i \).

\[
 u_{ik} = \frac{1}{\sum_{j=1}^{\infty} \left( \frac{d(x_k, v_j)}{d(x_k, v_i)} \right)^{2(m-1)}};
\]

\[
 V_i = \left\{ x_k | u_{ik} \geq \left( \max_{k}(u_{ik}) - z_i \right) \right\},
\]

where

\[
 V_i = \left\{ x_k | u_{ik} \geq \left( \max_{k}(u_{ik}) - z_i \right) \right\};
\]

Step 2: Based on the optimization process in shadowed sets, compute optimal threshold \( z_i \) for each cluster \( U_i \).

\[
 z_i = \text{argmin}(V_i),
\]

Step 3: According to \( z_i \), determine the lower bound and boundary region of each cluster \( U_i \).

\[
 R_{U_i} = \left\{ x_k | u_{ik} \leq \left( \max_{k}(u_{ik}) - z_i \right) \right\},
\]

\[
 R_{\hat{U}_i} = \left\{ x_k | u_{ik} < \left( \max_{k}(u_{ik}) - z_i \right) \right\},
\]

where \( u_{ik} \in [0,1] \) \((i = 1, 2, \ldots, C; k = 1, 2, \ldots, N)\). \( \sum_{k=1}^{N} u_{ik} = 1 \) and \( 0 < \sum_{k=1}^{N} u_{ik} < N \). After Algorithm 2 is completed, each cluster comes with its lower bound and boundary region. Here, the threshold is not subjectively user-defined but it is established on the balance of uncertainty and can be adjusted automatically in the clustering process. In addition, the determination of approximation regions is not dependent on the individual absolute distance or the individual membership value. It considers all membership values with respect to a fixed cluster when updating the prototype of this cluster. Thus the three levels of objects regarding this cluster can be effectively divided.

Based on Algorithm 2, the generalized version of rough set-based clustering algorithm can be refined as follows.

Algorithm 3. Shadowed set-based rough-fuzzy clustering

Step 1: Assign a random membership partition matrix \( u_{ik} \);

Step 2: Based on shadowed sets, compute optimal \( z_i \) for each cluster \( U_i \) \((i = 1, 2, \ldots, C)\);

Step 3: According to \( z_i \), determine the lower bound and boundary region for each cluster \( U_i \);

Step 4: Calculate the prototypes by formula (2), (6) or (9);

Step 5: Update the membership partition matrix \( u_{ik} \);

Step 6: Repeat Steps 2–5 until convergence has been reached.

Algorithm 3 will be referred to as shadowed set-based rough \( C \)-means (SRCM), shadowed set-based rough-fuzzy \( C \)-means I (SRFCM I) and shadowed set-based rough-fuzzy \( C \)-means II (SRFCM II) according to formulas (2), (6) and (9) used in Step 4, respectively.

The main difference between Algorithm 3 and available rough set-based clustering methods is the mechanism for choosing a suitable threshold for each cluster. The threshold values used in the RCM and RFCM are often user-defined and the approximation regions are determined from the perspective of individual objects, then the global knowledge over all objects when calculating the prototype for each cluster will be lost. However, the threshold in Algorithm 3 will be automatically adjusted and optimized. The approximation regions are determined from the perspective of individual clusters and the accurate three levels can be available detected. In addition, the membership computation can capture the overlapping partitions and the concept of approximation regions can handle the uncertain arising from the boundary regions. By integrating fuzzy sets, rough sets and shadowed sets, the proposed notion can effectively deal with uncharted situations.

Like most partitive clustering methods, the shadowed set- and rough set-based clustering approaches cannot effectively cope with non-sphere datasets. In this case, more information about the data structure is expected to be integrated.

5. A validity index based on granulation–degranulation mechanisms

During the recent years, some validity indices are proposed to evaluate clustering methods which include fuzzy and non-fuzzy versions, such as PBMs, DB and XB indices. These indices often follow the principle that the distance between objects in the same cluster should be as small as possible and the distance between objects in different clusters should be as large as possible. They have also been used to acquire the optimal number of clusters \( C \) [14]. However, each of them can work better than others depending on the selected datasets [20]. In what follows, we introduce a new validity index, which is based on the granulation–degranulation mechanisms that are schematically shown in Fig. 3.

Essentially, fuzzy clustering process can be treated as a granulation mechanism. Then the information granules established here are expected to reflect the original data as much as possible, so that the input objects should be represented in terms of information granules, involving prototypes and associated membership degrees. In the subsequent step, degranulation process takes place and is applied to original objects and reconstructed (de-granulated) based on the prototypes and the partition matrix. The results of degranulation are expected to be as close as possible to the original objects subject to the granulation. The concept of granulation–degranulation comes also under the name of fuzzification-defuzzification, coding–decoding, compression–decompression and alike. Recently, the mechanisms of granulation–degranulation are utilized in the design of adjustable fuzzy clustering [22].

Formally, given an object \( x \), suppose that \( \hat{x} \) is the corresponding result of degranulation. An overall performance of the granulation–degranulation mechanisms is quantified as follows:

\[
 Q = \sum_{k=1}^{N} d^2(x_k, \hat{x}_k),
\]

**Fig. 3.** A schematic view at the granulation–degranulation mechanisms.
where

\[ x_k = \frac{\sum_{i=1}^{c} w_i^m}{\sum_{i=1}^{c} u_{ik}^m}. \]  

(20)

In general, the values of \( Q \) will decrease with the increase of the number of clusters \( C \). The reason is that more clusters can provide the detailed information of data structure, so that the estimation of each object can be precisely established in the degranulation process. The smaller the value of \( Q \), the better the established information granules will be reflected under the same value of \( C \).

6. Experimental studies

We report on the results produced by different clustering algorithms, two synthetic two-dimensional datasets and some datasets coming from the UCI repository [23].

6.1. Synthetic dataset I

This synthetic dataset is a mixture of Gaussian distributions as depicted in Fig. 4. It consists of three clusters with 50 data per cluster. Two of the three clusters exhibit some overlap.

The results obtained by running FCM and including prototypes and the corresponding membership degrees constitute an initial configuration for the implementation of SCM, SRCM, SRFCM I, and SRFCM II. Since the lower bound of each cluster forms the main configuration for the implementation of SCM, SRCM, SRFCM I, and the corresponding membership degrees constitute an initial cluster. Two of the three clusters exhibit some overlap.

![Scatter-plot of synthetic dataset I.](image)

The prototypes obtained by each method are presented in Table 1. As Fig. 5 shows, each shadowed set-based clustering algorithm can separate well the core level (lower bound) and boundary region of each cluster. Moreover, cluster 2 acquires the same results under different shadowed set-based clustering methods. However, the results in cluster 3 generated by the SRFCM II, refer to Fig. 5(b), exhibit some minor differences when compared with the results produced by the other three methods, refer to Fig. 5(a, c and d). One data object in the cluster 3 is partitioned to the boundary level of this cluster by FCM and is partitioned to the boundary region of this cluster by other three methods. In addition, one data object in the cluster 3 is partitioned to the boundary region of this cluster by SCM and is partitioned to the core level of this cluster by the others. The results in cluster 1 generated by the SRFCM I, refer to Fig. 5(c), also show some minor differences compared with the results provided by other methods. The obtained approximation regions could be distorted due to some objects that are displaced, even if the number of these objects is very small.

Furthermore, it can be observed that some objects only belong to the boundary region of one cluster, meaning that these objects only belong to the upper bound of one cluster which indicates that the third property in Lingras’ model needs not to be always satisfied. The reason behind this effect is that the lower bounds and the boundary regions are being formed from the perspective of each cluster, not the individual objects, and these are independent from any other clusters. In the case of increased overlap between clusters, more objects tend to appear in the common boundary region as seen between the first and the second clusters.

The threshold values that determine the lower bound and the boundary region of each cluster are adjusted automatically according to the intrinsic structural complexities of data detected during the implementation. The obtained threshold values are distinct for different shadowed set-based clustering methods as illustrated in Table 2. According to these obtained threshold values, the lower bound and boundary region of each cluster are depicted in Fig. 5 (right column). It is noticeable that the lower bounds do not intersect which is not the case for some boundary regions of different clusters.

To compare the results obtained by the introduced partitive clustering algorithms, some validity indices are utilized including PBM, XB, DB indices as well as the reconstruction index \( Q \). The obtained results are presented in Table 3. Note that the greater the values of the PBM index and the smaller the values of the XB, DB and Q indices, the better the clustering results are. It becomes apparent that shadowed set-based clustering methods perform far better than the generic FCM. Furthermore, clustering utilizing shadowed sets and rough sets performs better than the SCM method. This implies that the partition of the approximation regions can better capture the existing data structure. Data objects located in different regions (core, boundary and exclusion) exhibit different levels of contribution to prototypes and clusters.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Prototypes obtained for the synthetic dataset I.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FCM</td>
</tr>
<tr>
<td>Prototype 2</td>
<td>2.9681</td>
</tr>
<tr>
<td>Prototype 3</td>
<td>1.1981</td>
</tr>
</tbody>
</table>
Compared with FCM, the contribution produced by the objects in the core, boundary and exclusion regions are enhanced, reduced and eliminated, respectively. Among introduced methods, the SRFCM I exhibits the best performance as documented in Table 3. In addition, the computed time (in seconds) of FCM is less than shadowed set- and rough set-based methods. The
reason is that the optimization of $\alpha$ for each cluster in each iteration consumes extra time.

6.2. Synthetic dataset II

Synthetic dataset II comes with the two clusters of quite distinct cardinalities. The prototypes produced by each method are collected in Table 4 and visualized in Figs. 6 and 7, respectively.

The underlying characteristics of these data affect the validity of the clustering methods. The prototypes produced by FCM, SCM, SRCM and SRFCM II somewhat deviate from the anticipated positions of the representatives. Here the FCM algorithm performs quite poorly. Although SCM, SRCM and SRFCM II show some improvement, the results are still not appealing, see Fig. 7(a, b and d). The results generated by SRFCM I are the best in terms of the location of the prototypes, see Fig. 7(c).

As shown in Fig. 7(a, b and d), the approximation regions obtained by SCM, SRCM and SRFCM II are not desirable. Some data objects are apparently partitioned into wrong areas, namely, three data objects that should belong to the cluster 1 are definitely assigned to the cluster 2. Inaccurate lower bounds and boundary regions will directly result in unsuitable prototypes. The best approximation regions of each cluster can be captured by SRFCM I, which can be observed in Fig. 7(c). Only a single object here has not been properly assigned to the clusters.

Different threshold values result in distinct approximation regions and these regions affect the prototypes and associated membership values. Following the principle of uncertainty balance in shadowed sets, the optimal threshold value of each cluster can be acquired. The comparative results are presented in Table 5 and the corresponding approximation regions of each cluster are shown in Fig. 7(right column). It can be observed that the core level of one cluster is the exclusion level of the other cluster.

It reflects the duality property between approximation regions of the target concept and its complement in rough set methodology.

The validity indices of each method are compared in Table 6. SRFCM I exhibits a far better performance than other methods with respect to the available and newly proposed indices. Moreover, shadowed set- and rough set-based clustering methods, namely SRCM, SRFCM I and II, perform better than the generic SCM and FCM. It implies that the partition of approximation regions can reveal the nature of data structure and only the lower bound and boundary region of each cluster have positive contribution in the process of updating the prototypes. Though the execution time of shadowed set-based methods is longer than the one for the FCM method, they can also be realized in short time, as shown in Table 6.

6.3. UCI datasets

Eight UCI datasets are included in the experiments, namely Iris, Wine, Balance, Ionosphere, Wisconsin, Bupa liver, Vehicle and Heart data. The results of comparative analysis are shown in Tables 7–10. From the experimental results, the following conclusions can be drawn:

1. The shadowed set-based C-means clustering methods perform far better than the FCM itself. The improvement can be attributed to the fact that the objects are divided into different regions (segments), which helps capture better the overall topology of the data.

2. The shadowed set- and rough set-based clustering methods (namely SRCM, SRFCM I, and SRFCM II) exhibit better performance than the generic SCM. Through the weighted approaches, the contribution of each approximation region to the formation of the prototypes and the clusters can be properly quantified.

3. It can be found that even though the computing time required to run FCM is less than the one required by shadowed set-based methods, FCM cannot provide sound results for all
real-world data. However, the shadowed set-based methods can also be executed in short time along with better performance. Especially, they exhibit the capability on the Balance and Heart data which cannot be effectively handled by FCM.

(4) The SRFCM I method exhibits the best performance when being compared with the results produced by other methods and the quality is assessed by the validity indices (with exception of the PBM index reported for the Iris data). Here the advantages of
fuzzy sets, rough sets and shadowed sets are integrated in the SRFCM I. The membership grades make the proposed notion applicable to deal with overlapping partitions, as the concept of approximate regions can handle the uncertainty and vagueness arising from the boundary regions, and the optimization process in the shadowed sets make the method robust to outliers, so that the approximation regions of each cluster can be determined accurately and the obtained prototypes approach to the desired locations. Although the SRFCM II has the same properties, the experimental results demonstrate that the objects within the lower bound of a cluster should have different influence on this cluster and the calculations of the corresponding prototype when the shadowed sets are incorporated to the method.

7. Conclusions

The value of the threshold that determines the approximation regions in rough set-based clustering methods is crucial in the

Table 5
Comparative results of thresholds for synthetic dataset II.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCM</td>
<td>0.32827</td>
<td>0.32785</td>
</tr>
<tr>
<td>SRCM</td>
<td>0.33629</td>
<td>0.33559</td>
</tr>
<tr>
<td>SRFCM I</td>
<td>0.33438</td>
<td>0.32549</td>
</tr>
<tr>
<td>SRFCM II</td>
<td>0.33629</td>
<td>0.33655</td>
</tr>
</tbody>
</table>

Table 6
Values of the validity indices—synthetic dataset II.

<table>
<thead>
<tr>
<th>Method</th>
<th>PBM</th>
<th>XB</th>
<th>DB</th>
<th>Q</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>4.7038</td>
<td>0.1295</td>
<td>0.74606</td>
<td>0.7441</td>
<td>0.015</td>
</tr>
<tr>
<td>SCM</td>
<td>4.7996</td>
<td>0.12655</td>
<td>0.69913</td>
<td>0.74393</td>
<td>0.078</td>
</tr>
<tr>
<td>SRCM</td>
<td>4.8829</td>
<td>0.12441</td>
<td>0.69171</td>
<td>0.7412</td>
<td>0.078</td>
</tr>
<tr>
<td>SRFCM I</td>
<td>5.9473</td>
<td><strong>0.10075</strong></td>
<td><strong>0.61455</strong></td>
<td><strong>0.72311</strong></td>
<td>0.14</td>
</tr>
<tr>
<td>SRFCM II</td>
<td>4.8886</td>
<td>0.12427</td>
<td>0.6913</td>
<td>0.74091</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Table 7
Validity indices for Iris and Wine data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Iris ($C=3$)</th>
<th>Wine ($C=3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>XB</td>
<td>DB</td>
</tr>
<tr>
<td>FCM</td>
<td>40.722</td>
<td>0.18017</td>
</tr>
<tr>
<td>SCM</td>
<td>43.081</td>
<td>0.14207</td>
</tr>
<tr>
<td>SRCM</td>
<td>43.946</td>
<td>0.12821</td>
</tr>
<tr>
<td>SRFCM I</td>
<td>42.933</td>
<td><strong>0.12614</strong></td>
</tr>
<tr>
<td>SRFCM II</td>
<td>43.913</td>
<td>0.12868</td>
</tr>
</tbody>
</table>

Table 8
Validity indices for Balance and Ionosphere data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Balance ($C=3$)</th>
<th>Ionosphere ($C=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>XB</td>
<td>DB</td>
</tr>
<tr>
<td>FCM</td>
<td>0.004805</td>
<td>145.14</td>
</tr>
<tr>
<td>SCM</td>
<td>1.054</td>
<td>0.29652</td>
</tr>
<tr>
<td>SRCM</td>
<td>1.2211</td>
<td>0.25702</td>
</tr>
<tr>
<td>SRFCM I</td>
<td><strong>1.226</strong></td>
<td><strong>0.24278</strong></td>
</tr>
<tr>
<td>SRFCM II</td>
<td>1.1921</td>
<td>0.24792</td>
</tr>
</tbody>
</table>

Table 9
Validity indices for Breast cancer and Bupa liver disorders data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Breast cancer—Wisconsin ($C=2$)</th>
<th>Bupa liver disorders ($C=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>XB</td>
<td>DB</td>
</tr>
<tr>
<td>FCM</td>
<td>5.8505</td>
<td>0.11314</td>
</tr>
<tr>
<td>SCM</td>
<td>6.1424</td>
<td>0.10766</td>
</tr>
<tr>
<td>SRCM</td>
<td>6.1233</td>
<td>0.10788</td>
</tr>
<tr>
<td>SRFCM I</td>
<td><strong>6.4839</strong></td>
<td><strong>0.1016</strong></td>
</tr>
<tr>
<td>SRFCM II</td>
<td>6.163</td>
<td>0.1072</td>
</tr>
</tbody>
</table>

Table 10
Validity indices for Vehicle and Heart-Statlog data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Vehicle ($C=4$)</th>
<th>Heart-Statlog ($C=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBM</td>
<td>XB</td>
<td>DB</td>
</tr>
<tr>
<td>FCM</td>
<td>11.447</td>
<td>2.0111</td>
</tr>
<tr>
<td>SCM</td>
<td>13.168</td>
<td>2.2233</td>
</tr>
<tr>
<td>SRCM</td>
<td>13.214</td>
<td>1.7829</td>
</tr>
<tr>
<td>SRFCM I</td>
<td><strong>13.469</strong></td>
<td><strong>1.2596</strong></td>
</tr>
<tr>
<td>SRFCM II</td>
<td>13.443</td>
<td>1.7359</td>
</tr>
</tbody>
</table>
determination of prototypes so that they are reflective of the structure of the data. By engaging the optimization supported by the shadowed set constructs, the threshold is automatically acquired in rough set-based clustering methods. As a result, from the perspective of each cluster, all objects to be clustered are divided into three components. Since the lack of knowledge regarding global relationships over all objects caused by the individual absolute distance in RCM or individual membership degree in RFCM is diminished, the comparative accurate lower bound and boundary region of each cluster can be captured. The effectiveness of the proposed notion is demonstrated by experimenting some synthetic as well as real-world datasets.

The complex characteristics of data distribution cannot be fully analyzed by only a single methodology. The performance of the approach can be improved by integrating the available methodologies since all of them have their own merits and share a strong nature of complementarities. To comprehensively reveal the capabilities of the proposed hybrid methods, some possible applications need further investigation along with their theoretical basis. In addition, the proposed notion is implemented on static data in this study. How to utilize them for analyzing time-varying data is a challenging task to study in the future.
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Appendices

Table 11

<table>
<thead>
<tr>
<th>Index</th>
<th>x</th>
<th>y</th>
<th>Index</th>
<th>x</th>
<th>y</th>
<th>Index</th>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.4654</td>
<td>1.0284</td>
<td>51</td>
<td>4.3005</td>
<td>4.1126</td>
<td>101</td>
<td>4.1331</td>
<td>3.8171</td>
</tr>
<tr>
<td>2</td>
<td>0.18183</td>
<td>0.35795</td>
<td>52</td>
<td>3.2691</td>
<td>5.0615</td>
<td>102</td>
<td>4.7904</td>
<td>4.2794</td>
</tr>
<tr>
<td>3</td>
<td>1.9709</td>
<td>1.5886</td>
<td>53</td>
<td>2.8449</td>
<td>4.1912</td>
<td>103</td>
<td>7.0358</td>
<td>2.6073</td>
</tr>
<tr>
<td>4</td>
<td>2.7071</td>
<td>1.6787</td>
<td>54</td>
<td>3.0342</td>
<td>6.7051</td>
<td>104</td>
<td>6.0239</td>
<td>4.2974</td>
</tr>
<tr>
<td>5</td>
<td>1.9233</td>
<td>0.09791</td>
<td>55</td>
<td>3.9913</td>
<td>5.2905</td>
<td>105</td>
<td>5.9741</td>
<td>3.6432</td>
</tr>
<tr>
<td>6</td>
<td>0.50687</td>
<td>0.71848</td>
<td>56</td>
<td>1.6382</td>
<td>4.9401</td>
<td>106</td>
<td>5.4971</td>
<td>3.6432</td>
</tr>
<tr>
<td>7</td>
<td>2.007</td>
<td>1.3978</td>
<td>57</td>
<td>3.7952</td>
<td>5.3607</td>
<td>107</td>
<td>6.8801</td>
<td>3.4199</td>
</tr>
<tr>
<td>8</td>
<td>0.026907</td>
<td>0.57245</td>
<td>58</td>
<td>2.1137</td>
<td>4.1912</td>
<td>108</td>
<td>6.4778</td>
<td>3.6395</td>
</tr>
<tr>
<td>9</td>
<td>1.5408</td>
<td>1.7084</td>
<td>59</td>
<td>2.6438</td>
<td>5.4351</td>
<td>109</td>
<td>7.1449</td>
<td>3.1369</td>
</tr>
<tr>
<td>10</td>
<td>0.22675</td>
<td>0.68569</td>
<td>60</td>
<td>2.8572</td>
<td>5.4483</td>
<td>110</td>
<td>7.1449</td>
<td>3.1369</td>
</tr>
</tbody>
</table>

Table 11: Synthetic dataset I.
Table 12

Synthetic dataset II.

<table>
<thead>
<tr>
<th>Index</th>
<th>x</th>
<th>y</th>
<th>Index</th>
<th>x</th>
<th>y</th>
<th>Index</th>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.11866</td>
<td>0.17398</td>
<td>16</td>
<td>0.23157</td>
<td>0.28801</td>
<td>31</td>
<td>0.40899</td>
<td>0.3114</td>
</tr>
<tr>
<td>2</td>
<td>0.11406</td>
<td>0.20906</td>
<td>17</td>
<td>0.25922</td>
<td>0.31725</td>
<td>32</td>
<td>0.3629</td>
<td>0.3348</td>
</tr>
<tr>
<td>3</td>
<td>0.15553</td>
<td>0.20906</td>
<td>18</td>
<td>0.32604</td>
<td>0.3348</td>
<td>33</td>
<td>0.26613</td>
<td>0.37281</td>
</tr>
<tr>
<td>4</td>
<td>0.18088</td>
<td>0.1886</td>
<td>19</td>
<td>0.32373</td>
<td>0.38158</td>
<td>34</td>
<td>0.23848</td>
<td>0.30263</td>
</tr>
<tr>
<td>5</td>
<td>0.17166</td>
<td>0.15351</td>
<td>20</td>
<td>0.36751</td>
<td>0.34064</td>
<td>35</td>
<td>0.24078</td>
<td>0.24123</td>
</tr>
<tr>
<td>6</td>
<td>0.1394</td>
<td>0.14474</td>
<td>21</td>
<td>0.40688</td>
<td>0.3231</td>
<td>36</td>
<td>0.4159</td>
<td>0.20906</td>
</tr>
<tr>
<td>7</td>
<td>0.10714</td>
<td>0.15351</td>
<td>22</td>
<td>0.3629</td>
<td>0.28509</td>
<td>37</td>
<td>0.41129</td>
<td>0.28801</td>
</tr>
<tr>
<td>8</td>
<td>0.14171</td>
<td>0.21784</td>
<td>23</td>
<td>0.36982</td>
<td>0.24708</td>
<td>38</td>
<td>0.2775</td>
<td>0.2002</td>
</tr>
<tr>
<td>9</td>
<td>0.17396</td>
<td>0.13889</td>
<td>24</td>
<td>0.32604</td>
<td>0.24123</td>
<td>39</td>
<td>0.2775</td>
<td>0.351</td>
</tr>
<tr>
<td>10</td>
<td>0.23157</td>
<td>0.30203</td>
<td>25</td>
<td>0.29378</td>
<td>0.2617</td>
<td>40</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>11</td>
<td>0.25922</td>
<td>0.39327</td>
<td>26</td>
<td>0.29839</td>
<td>0.22076</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.37212</td>
<td>0.40497</td>
<td>27</td>
<td>0.34677</td>
<td>0.20322</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.42051</td>
<td>0.33772</td>
<td>28</td>
<td>0.37673</td>
<td>0.23246</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.43664</td>
<td>0.23538</td>
<td>29</td>
<td>0.42281</td>
<td>0.22953</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.24539</td>
<td>0.22076</td>
<td>30</td>
<td>0.37673</td>
<td>0.27632</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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