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Abstract

The hybrid speech synthesis system, which combines the hidden Markov model and unit selection method, has become an additional mainstream in state-of-the-art TTS systems. However, traditional Viterbi algorithm is based on global minimization of a cost function and the procedure can end up selecting some poor-quality units with larger local errors, which can hardly be tolerated by the listeners. In Mandarin and many other languages, the naturalness of the region of consecutive voiced speech segments (CVS) is more essential to the overall quality of the synthetic speech. Consequently, in this paper, we proposed to use a hierarchical Viterbi algorithm which involves two rounds of Viterbi search: one is for the sub-paths in the CVS regions; the other is for the utterance path connecting all the sub-paths. In the proposed technique, we defined CVS Region as a region which is formed by two or more voiced phones, and whose observation of pitch has a continuous value. Subjective evaluations suggest that the use of hierarchical Viterbi algorithm in the Mandarin hybrid speech synthesis system outperforms the use of traditional algorithm in both the naturalness and speech quality of synthetic speech.

Index Terms: hierarchical Viterbi algorithm, unit selection, hidden Markov models, hybrid TTS, CVS Region

1. Introduction

Unit selection based waveform concatenation system [1, 2] and hidden Markov models (HMMs) based parametric system [3] are two mainstream systems of corpus-based TTS for decades. While conventional unit-selection based methods can preserve the naturalness of real speech, they often suffer from the occasional glitches or artifacts, especially with a small corpus. Worse still, the methods have a loose control on the speech features of a single unit, which usually leads to an inconsistent output speech. HMM-based synthesis methods are much more stable and have much little footprint; however, the output speech carries an intrinsic hiss-buzz vocoding flavor due to their source-filter assumption, which leads to a poor performance on naturalness.

Now there is a growing trend to combine the advantages of these two systems together into one single hybrid system [4, 5]. In this hybrid system, the selection of the unit sequence is guided by the HMMs trained according to the criterion of Maximum Likelihood. On the one hand, the underlying HMM-based prediction can insure the smoothness and consistency of generated trajectories, which can guide unit selection to match several features such as spectrum, pitch and duration. On the other hand, the use of natural speech segments in concatenation preserves natural variation which is hard to model. Furthermore, the hybrid approach’s cost function is usually made of the likelihood of sentence HMM, instead of the complex context based sub-costs, so that fewer weights are concerned compared to the traditional unit selection approaches.

In hybrid systems, a target cost and a join cost are determined for each candidate unit taken from the corpus. The target cost is usually selected from the different combination of: 1) the probabilistic criterion of likelihood of candidate [6]; 2) the Kullback-Leibler divergence (KLD) between target and candidate phone-based HMMs [6]; 3) the difference between the parameter trajectories of candidate and the generated parameter trajectories from HMMs [7]. The join cost uses usually the frame parameterization difference at the point of concatenation or the Mahalanobis distances between the parameterized boundary frames and the corresponding HMM models [6]. Once the cost functions are defined, a lattice of candidates’ costs is constructed for each input sentence.

In unit selection stage, Viterbi algorithm (VA) proposed by Viterbi [8] is used to search the optimal path from the lattice. The algorithm can efficiently search for the minimum cost path through a graph. However, the traditional single running Viterbi search has intrinsic problem that all the units selected are of average suitability or quality and some may have larger local errors which can hardly be tolerated.

Various approaches have been proposed in order to solve the problem. In [9], an iterative Viterbi algorithm is proposed and candidates classified as unnatural will be removed between iterations. However, this approach involves an additional prosody model for classification, and iterative search is too time-consuming. Silén, et al. [10] introduce the robust Viterbi search to detect the bad units, and replace the bad units using HMM-TTS employing the same parameterization as the unit selection TTS. But the results in [11] show that voice quality is not improved via the mixing of synthetic and real units, and the sudden switching from unit selection to HMM-based synthesis cause unnaturalness which degrades the synthetic speech a lot.

In this paper, we propose to use the hierarchical Viterbi search (HVA) which involves two rounds of Viterbi search. In the first round, a group of sub-paths in the CVS regions will be chosen based on the minimization of local cost function; in the second round, the complete path connecting all the CVS regions will be obtained based on the global minimization of utterance cost. Since the search in each CVS region ignores the other units, the selection of longer continuous speech segments within each CVS region is enabled. Furthermore, the results of first-round search can be used in the second round, which adds no computation complexity to the traditional Viterbi algorithm.

The rest of paper is organized as follows. An overview of our hybrid speech synthesis system will be discussed in Section 2. Section 3 gives the definition and prediction method of CVS region. Afterwards, the use of hierarchical Viterbi
algorithm in unit selection speech synthesis is described in Section 4. In Section 5, several subject experiments are carried out for evaluation. Discussion and conclusion is drawn in Section 6 and 7.

2. Overview of the hybrid system

2.1. Training stage

In this stage, the context-dependent acoustic HMMs are first estimated using acoustic features and label information. Next, a decision tree based model clustering technique is applied to improve the robustness of estimated models. Then the state duration models are also trained. Finally, all the sentences in the speech database are segmented into states using the above acoustic and duration models, and a phone based candidate corpus is constructed.

2.2. Synthesis stage

In the synthesis stage, the input text is first converted into a serial of labels with context features via text analysis. Next, the context dependent acoustic model and duration model of the labels are determined by the decision trees and clustered HMMs. Then the CVS region is predicted using the above directing models.

After that, a lattice of candidates’ costs is constructed: the target cost function is taken from [6], while the concatenation cost use directly the frame parameterization difference at the point of concatenation. Our preliminary test indicates that this join cost can enable the selection of longer continuous speech segments for synthesis than the function given in [6].

Finally the proposed hierarchical Viterbi algorithm is applied to select the best group of candidates using the CVS region predicted.

The schematic diagram of our hybrid system is shown in Figure.1.

3. Definition and prediction of CVS

3.1. Definition of CVS

Fig 2 gives an example of pitch contour for the sentence “小学门口的”。The consecutive voiced phones (/ue/, /m/, /en/) are pronounced together without silence, and their pitch contours are continuous in this local region. So these three phones formed a CVS region. In this paper, we defined CVS region as a region which is formed by two or more voiced phones, and whose observation of pitch has a continuous value.

In Mandarin, most of syllables are formed by an initial and a final (both referred as a phone in this paper). Some initials are unvoiced like /b/, /p/, /q/; the others are voiced like /m/, /n/, /l/. The finals are all voiced. CVS regions are widely spread in the corpus. Figure 3 gives the ratios of sentences with CVS region in different size of corpus.

In order to explore the significance of the units of CVS region towards the quality of synthetic speech, a pilot experiment is held. 30 sentences, randomly chosen from the holdout corpus, are synthesized using our hybrid system via traditional Viterbi algorithm, and two native speakers are then asked to label the unnatural units, as well as the units from the CVS region. After the labeling, 6 sentences without CVS region are omitted. Table 1 gives the results of the naturalness test results.

From Table 1, it can be seen that, although the two listeners have different perception of naturalness, they both believe that more than three-quarter perceived unnatural units are from the CVS region. According to the listeners, a tiny
mismatch in the concatenation point within the CVS region can deteriorate the synthetic speech a lot.

3.2. Prediction of CVS

In Mandarin, the voiced/unvoiced condition of certain phone can be approximately predicted by the phonetic rules, so is the location of CVS region. In other languages, however, the rules may not be well summed. For general purpose, we adopt the pitch model to predict the location of CVS region.

While the observation of pitch has a continuous value in the voiced region, there exists no value for the unvoiced region. In the model training stage in 2.1, the MSD-HMM [12] is introduced to model the pitch. After the state decision tree based model clustering, the weights for each space of the clustered model are also trained.

In the unit selection stage, a group of directing models is available. For each model, a voiced/unvoiced threshold value is set to indicate the state is voiced or not. In this paper, if the weight of voiced space is larger than 0.5, then the state is deemed to be voiced. After the voiced/unvoiced condition of all states is checked, another threshold value is implemented to further predict the condition of phone model. If more than half of the states of the model are voiced, then the model is considered as voiced, vice versa. Since 7-state left-to-right with no skip HMM structure is adopted for each phone, this threshold is set to be 3.

Finally, all the models of the group are classified, and two or more consecutive voiced models predict a CVS region. To check the precision, 30 sentences are synthesized and CVS region is predicted, one skillful listener is employed to check the precision, 30 sentences are synthesized and CVS regions are predicted by minimizing the global cost function $C_{g}$, the minimization problem can be solved by Viterbi Algorithm by ignoring target and join costs of the units within all of the CVS Region.

In the second round, a global path connecting all the CVS regions is obtained by minimizing the global cost function $C_{g}$,

$$C_{g} = \sum_{i \in \mathcal{R}} C_{i}(u_{i}) + \sum_{i \in \mathcal{R}, j \in \mathcal{R}} C^{*}(u_{i-1}, u_{j}) .$$

The minimization problem can be solved by Viterbi Algorithm by ignoring target and join costs of the units within all of the CVS Region.

Table 2. Results of CVS Prediction

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Total</th>
<th>Correct Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td>100</td>
<td>94%</td>
</tr>
</tbody>
</table>

From the table, it can be seen that the correct rate for the prediction is very high (above 90%), and can achieve precision needed for the HVA proposed in the next Section.

4. Hierarchical Viterbi algorithm for unit selection TTS

4.1. Hierarchical Viterbi algorithm

Assuming the cost function lattice has $N$ phones. For phone $i$ ($i = 1, \ldots, N$ ), one candidate is $u_{i}$. Let $C^{*}(u_{i})$ be a target cost of $u_{i}$ defined in [5], and let $C^{*}(u_{i}, u_{i+1})$ be the concatenation cost between $u_{i}$ and $u_{i+1}$, which is given as

$$C^{*}(u_{i-1}, u_{i}) = C_{g}^{y}(u_{i-1}, u_{i}) + C_{spec}^{y}(u_{i-1}, u_{i}) .$$

In the first round, a sub-path is obtained by minimizing the local cost function $C_{cvn}$ in each CVS region. For region $r_{m}$, $C_{cvn}$ is given as

$$C^{*}(u_{i-1}, u_{i}) = \sum_{i \in \mathcal{R}} C^{y}(u_{i}) + \sum_{i \in \mathcal{R}, j \in \mathcal{R}} C^{*}(u_{i-1}, u_{j}) .$$

Finally, all the models of the group are classified, and two or more consecutive voiced models predict a CVS region. To check the precision, 30 sentences are synthesized and CVS region is predicted, one skillful listener is employed to check the precision from both the sound and the spectrogram. The results are presented in Table 2.

Figure 3 gives an example of HVA. For a CVS region $r$ ($r = \{i-1, i, i+1\}$), the local optimum local unit sequence are searched first, which is shown in Round 1 using gray marks, then the final utterance path is obtained in Round 2.

4.2. Complexity evaluation of HVA

The use of HVA does not increase the computation load of the unit sequence selection. The traditional VA algorithm is replaced by a stepwise VA algorithm, and the paths obtained in first-round search are independent with the global path. Furthermore, if there is no CVS Region predicted in the utterance, the HVA will reduce to the traditional VA.

5. Experiments

5.1. Experimental setup

The evaluation experiments are carried out on the hybrid system described in Section 2. The database used for HMM training and unit selection consists of 10000 phonetically balanced Mandarin sentences. Speech signal is analyzed at 5 ms frame shift and LSP order is 24 plus one extra order for energy. 7-state left-to-right with no skip HMM structure is adopted for each initial/final in Mandarin. The acoustic models are trained using HTS 2.2[12]. The same settings of target cost
as [6] are implemented, and the join cost is calculated by equation (1).

In synthesis stage, for each phone, the top 50 candidates are selected for the hierarchical Viterbi search.

For comparison purpose, the traditional VA based system is also constructed, and the settings of cost functions of this system are the same as the above system.

5.2. Subjective Comparison

Synthesis quality of the described hybrid synthesis system was evaluated by two pair wise comparison tests, which includes the “speech quality” and “naturalness”. The former measures the segmental articulation and prosodic fluency of the whole sentence and the latter evaluates discontinuity caused by concatenation.

10 randomly chosen sentences with CVS Region were synthesized using HMM-based unit selection (a) in a conventional form using Viterbi algorithm (VA) and (b) in Hierarchical Viterbi algorithm (HVA) as proposed here. 10 native listeners with good skills in Mandarin attended the test.

Figure 5: Preference Results for quality and naturalness

The results of the comparison tests are presented in Figure 5. It can be seen that the proposed approach was preferred over the conventional VA approach in both the naturalness and the speech quality. For naturalness, the preference percentage of HVA was 72.50% ± 16.38%; for speech quality, the preference percentage of HVA was 71.75% ± 12.43%.

By ignoring the phones out of the CVS region in the first-round search, the most appropriate candidates can be selected within the CVS region where most unnaturalness takes place in. The use of hierarchical Viterbi algorithm minimizes the local cost while increase the global cost slightly compare to the traditional VA. However, the comparison results show that the sacrifice of global cost is worthy since the output speech is more preferable for human perception.

The results also suggest that the human perceptions are especially affected by any local inconsistency (especially in the CVS region), and they score intrinsically different than the cost function does. The algorithm we proposed reduces the local inconsistency and compensates for the lack of cost function.

6. Discussion

Although the output speech has been improved a lot via implementation of the hierarchical Viterbi algorithm compare to the baseline system, there are still occasional glitches or artifacts found within the CVS region. Two reasons emerge from the further examinations.

1) The cost functions need to be better defined. The unnaturalness in synthetic speech may be an inappropriate pitch contour, duration, or power. According to the listener, most of intolerable unnaturalness is caused by the inappropriate pitch contour in CVS region; however, in the rest part, the inappropriate spectrum or energy are the main cause to unnaturalness. This perceptual difference can be reflected by using different cost functions in each round of Viterbi search. Since the two rounds of Viterbi search are completely independent, different combinations of cost functions can be tried and testified to better reflect the human perception of unnaturalness.

2) The models for the short voiced phones (/l/, /m/, /n/, etc) need to be refined. One obvious problem for the tied model trained by HTS is over-smoothing. For short voiced phones whose context change dramatically from left to right, the perceptual preferable candidates always have a large target cost which exclude themselves during the pre-selection. This problem cannot be rectified by the adjustment of search algorithm since there are sometimes no proper candidates left. The only solution is to overcome the over-smoothing problem and refine the mentioned models.

All of the problems mentioned above will be tasks of our future work.

7. Conclusions

In this paper, an overview of our Mandarin hybrid system is shown first. Next, the definition of the CVS region is given and the importance of naturalness of CVS region towards the quality of whole utterance is analyzed. Then an effective and reliable prediction method for CVS region is proposed and testified. After that, a hierarchical Viterbi algorithm which includes two rounds of Viterbi searching is proposed to replace the traditional Viterbi algorithm. The Evaluations are conducted on the Mandarin corpus, and the results suggest that both the naturalness and quality of the synthetic speech can be improved by including the prediction of CVS region and the implementation of hierarchical Viterbi algorithm which give a priority to the CVS region.
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