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Abstract—Modularity refers to the use of common units to create product variants. As companies strive to rationalize engineering design, manufacturing, and support processes and to produce a large variety of products at a lower cost, modularity is becoming a focus. However, modularity has been treated in the literature in an abstract form and it has not been satisfactorily explored in industry. This paper aims at the development of models and solution approaches to the modularity problem for mechanical, electrical, and mixed process products (e.g., electromechanical products). To interpret various types of modularity, e.g., component-swapping, component-sharing, and bus modularity, a matrix representation of the modularity problem is presented. The decomposition approach is used to determine modules for different products. The representation and solution approaches presented are illustrated with numerous examples. The paper presents a formal approach to modularity allowing for optimal forming of modules even in the situation of insufficient availability of information. The modules determined may be shared across different products.

Index Terms—Algorithms, design automation, modeling, modular products and systems, product development.

I. INTRODUCTION

The term modularity is used to describe the use of common units to create product variants. It aims at the identification of independent, standardized, or interchangeable units to satisfy a variety of functions. With wide-ranging overall functions, the partitioning of the product into function-oriented modules is important, while a small number of overall function variants, a production-oriented resolution is the paramount consideration [1], [2]. Function modules help to implement technical functions independently or in combination with other functions. Production modules are designed independently of their function and are based on the production based consideration alone. Function modules are classified as basic, auxiliary, adaptive, and nonmodules [3].

- Basic module is a module implementing basic functions. The basic functions are not variable in principle and are fundamental to a product or system.
- Auxiliary module corresponds to auxiliary functions that are used in conjunction with the basic modules to create various products.
- Adaptive module is a module in which adaptive functions are implemented. The adaptive functions adapt a part or a system to other products or systems. The adaptive modules handle unpredictable constraints.
- Nonmodule implements customer-specific functions that do occur even in the most careful design development. The nonmodules have to be designed individually for specific tasks to satisfy the customer needs.

Based on the interactions within a product, three categories of modularity have been defined [4].

- Component-swapping modularity occurs when two or more alternative basic components can be paired with the same modular components creating different product variants belong to the same product family.
- Component-sharing modularity is the complementary case to component-swapping modularity. With various modular components sharing the same basic component create different product variants belonging to different product families.
- Bus modularity is used when a module with two or more interfaces can be matched with any number of the components selected from a set of basic components. The module interfaces accept any combination of the basic components. Bus modularity allows variation in the number and location of the basic components in a product while component-swapping and component-sharing modularity allows only variation in the types of basic components.

Design may be considered as the process of conversion of information [3]. The sufficiency of information available is crucial in identifying modules. The type and amount of information available warrants the classification of modularity based on the phases of the design process, e.g., conceptual design or detailed design modularity. The modularity considerations may depend on the type of the product, e.g., mechanical, electrical, or software. The four main phases of the design process for mechanical products are as follows [3].

A. Clarification of the Task Phase

This phase involves the collection of information about the requirements to be embodied in the design and constrains.

B. Conceptual Design

The conceptual design phase involves the establishment of functions that make up a product or a system. The conceptual elements of the products may correspond to mechanisms or subsystems. The interaction between mechanisms (subsystems) corresponds to the function inputs/outputs between mechanisms (subsystems).
C. Embodiment Design

During this phase of mechanical product (system) design, the designer, starting from the concept, determines the layout and form of the product (system) in accordance with technical and economic considerations. The embodiment element of products may correspond to a set of parts (components). The interaction between components corresponds to the location and size of components, spatial compatibility, etc.

D. Detail Design

In this phase, the arrangement, form, dimensions and surface of all individual components are finally laid down and all components are formally identified.

It is desirable to form modules early in the design process, e.g., at the conceptual design phase. However, the information to identify the modules might not be available at the early design phase, e.g., the definition of the suitability matrix discussed in Section II. This may cause that modules generated too early in the design process might not meet the constraints that become apparent later in the design process.

Potential benefits of modularity include [3], [5], [6]:
- economy of scale;
- increased feasibility of product/component change;
- increased product variety;
- reduced order leadtime;
- decoupling risk;
- the ease of product diagnosis, maintenance, repair, and disposal.

A. Representation of Modular Products

Modularity is viewed by Ulrich and Tung [4] as depending on two characteristics of design:
1) similarity between the physical and functional architecture of the design;
2) minimization of incidental interactions between physical components.

Potential benefits of modularity include [3], [5], [6]:
- the ease of product diagnosis, maintenance, repair, and disposal.
- the interaction between product modularity and testability, are discussed in [8] and [9], respectively.

II. Modeling the Product Modularity

In this section, modular products are represented with two matrices, an interaction matrix and a suitability matrix. Different types of modularity are interpreted based on the two matrices. The matrix formulation has been applied broadly in manufacturing, e.g., in the group technology, process planning, and scheduling problems [10].

A. Representation of Modular Products

Modularity is viewed by Ulrich and Tung [4] as depending on two characteristics of design:
1) similarity between the functional interactions within a module;
2) suitability of inclusion of components in a module.

The characteristics above imply two types of relationships involved in the modularity concept:
1) similarity of the functional interactions within a module;
2) suitability of inclusion of components in a module.

The characteristics above imply two types of relationships involved in the modularity concept:
1) similarity of the functional interactions within a module;
2) suitability of inclusion of components in a module.

The characteristics above imply two types of relationships involved in the modularity concept:
1) similarity of the functional interactions within a module;
2) suitability of inclusion of components in a module.

Based on the two relationships, the interaction and suitability matrix are used to represent modular products.

Let the row set I and the column set J correspond to the component set C = \{1 \cdots m\} in the two matrices.

The interaction matrix, \( A = [a_{ij}]_{m \times m} \), is a component–component incidence matrix, where \( a_{ij} \) represents the interaction between component \( i \) and component \( j \); \( i \) and \( j \) \( \in C \).

The suitability matrix, \( B = [b_{ij}]_{m \times m} \), is a component–component incidence matrix, where \( b_{ij} \) represents the suitability of components \( i \) and \( j \) for inclusion in a module; \( i \) and \( j \) \( \in C \).

Let \( A' = [a'_{ij}]_{m \times m} \) be the matrix with the rows and columns rearranged by the decomposition algorithm presented in Section III for easy identification of modules.

Let \( B' = [b'_{ij}]_{m \times m} \) be the matrix with the rows and columns arranged in the order as the rows and columns of \( A' \).

The modularity matrix is defined as \( [A'] [B']_{m \times 2m} \).

The modules correspond to the groups of entries identified in \( A' \). The components that do not belong to any module are independent components. Independent components may be basic components that jointly with modular components result in different types of modular products.

Fig. 1 shows an example of the modularity matrix. The columns and rows correspond to component numbers. An entry “1” corresponds to the interaction between two components and “blank” indicates no interaction. An entry “a” implies the suitability of two components for inclusion in a module, and “o” indicates nonsuitability. Three modules are identified in Fig. 1. Components 7, 2, and 9 are the basic components.

Due to the varying degree of information availability at different phases of the design process, the component set considered may correspond to a subsystem (mechanism) set at the conceptual design phase or a part set at the detail design
The new interaction matrix $A'$

The new suitability matrix $B'$

Fig. 1. Modularity matrix.

### TABLE I

<table>
<thead>
<tr>
<th>Design phase</th>
<th>Product type</th>
<th>Interaction matrix</th>
<th>Suitability matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conceptual phase</td>
<td>All</td>
<td>Function interpretation</td>
<td>Column name</td>
</tr>
<tr>
<td>Detailed phase</td>
<td>Electrical</td>
<td>Electrical flow</td>
<td>Mechanism/Subsystem</td>
</tr>
<tr>
<td></td>
<td>Mechanical</td>
<td>Force flow, thermal, function, etc.</td>
<td>Component</td>
</tr>
<tr>
<td></td>
<td>Mixed</td>
<td>Force flow, thermal, function, etc.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Entry value: value interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>a: strongly desired</td>
</tr>
<tr>
<td>e: desired</td>
</tr>
<tr>
<td>o: strongly undesired</td>
</tr>
<tr>
<td>u: undesired</td>
</tr>
</tbody>
</table>

Fig. 2. Example of component-swapping modularity: (a) modular products and (b) matrix representation.

phase. The entries in the interaction matrix may be generalized to integer numbers representing, e.g., the frequency of application of any two functions at the conceptual design phase, or two components at the detailed design phase. The summary of entry values, their interpretation, and the meaning of the column and row labels in the modularity matrix applied to different types of products and at different design phases are summarized in Table I.

### B. Interpretation of Different Types of Modularity

The modularity matrix allows the representation of the different types of modularity that are interpreted next.

**Axiom 1:** Let $C_7$ be the set of columns corresponding to entries “1” of row $i$ [e.g., $C_7 = \{1, 2, 3\}$ in Fig. 2(b)].

If

1) row $i$ corresponds to a module, and

2) columns $j \in C_7$ do not correspond to any other module

then the modularity is referred to as the *component-swapping modularity*, e.g., module $M$ and the set $C_7 = \{1, 2, 3\}$ in Fig. 2(b) form the component-swapping modularity.

**Example 1:** An example of product variants generated through component-swapping is provided in Fig. 2(a). The multifunctional office desk lamp in Fig. 2(a) is assembled on a base (M). Different product variants are produced by changing the fixture (basic components 1, 2, and 3).

In the automotive industry, by using different audio cassette decks, windshield glass, and wheel types with the same base body of the car, different models of cars are generated. In computer industry, the component-swapping modularity manifests itself through matching of different hard disk types, monitor types, and keyboards with the same frame board.
Axiom 2 is used to interpret the component-sharing modularity.

**Axiom 2:** Let \( C_i \) be the set of columns corresponding to entries “1” of row \( i \) [e.g., \( C_3 = \{1, 2\} \) in Fig. 3(b)].

If
1) row \( i \) corresponds to a basic component, and
2) each column in \( C_i \) corresponds to a module
then the modularity is referred to as the component-sharing modularity, e.g., modules \( M1 \) and \( M2 \) and component 3 in Fig. 3(b) form the component-sharing modularity.

**Example 2:** An example of product variants generated through component-sharing is provided in Fig. 3(a). The different types of frame boards and monitors (\( M1, M2 \)) in Fig. 3(a) sharing the same microprocessor (component 3) make up different types of computers.

The component-sharing modularity in automotive manufacturing leads the uses of same brake shoes, alternators, or spark plugs in different product families. In consumer electronics, component-sharing arises when a common power cord or a common tape transport mechanism is used in different product families.

Axiom 3 interprets the bus modularity.

**Axiom 3:** Let \( C_i \) be the set of columns corresponding to entries “1” [e.g., \( C_3 = \{1, 2, 3\} \) in Fig. 4(b)] and \( R_k \) be the set of rows corresponding to entries “1” [e.g., \( R_4 = R_5 = \{4, 5\} \) in Fig. 4(b)].

If
1) the set of rows \( R_k \) corresponds to a module, and
2) all columns \( j \in C_i \) do not correspond to any other module
then the modularity as referred to is the bus modularity, e.g., module \( M \) and basic components 1, 2, and 3 in Fig. 4(b) form the bus modularity.

**Example 3:** An example of product variants generated through the bus modularity is provided in Fig. 4(a). The same type of data bus (\( M \)), and different types of CPU and memory units (components 1, 2, 3) in Fig. 4(a) form different types of data processors with RAM/ROM of different capacity.

Other examples of bus modularity are computer and circuit breaker systems, gantry robot systems, and storage/retrieval systems, which use auxiliary components of different types to handle variety of objects.

### III. Modularity Problem

In this paper, modularity refers to the decomposition of the architecture of a product family into distinct building blocks (modules) used to meet various functions of the products. The architecture of a product is the scheme by which its functional elements are arranged and interact.

The modularity problem represented with a the modularity matrix is formulated next.
Decompose a component–component interaction matrix into mutually separable submatrices (modules) with

1) the minimum number of nonempty high value entries outside the block-diagonal interaction matrix, and
2) the maximum number of strongly desired entries (denoted as $\sigma$) and minimum number of strongly undesired entries (denoted as $\omega$) included in the submatrices of the block diagonal suitability matrix subject to the following constraints:

- **Constraint C1**: Empty modules of components are not allowed, and;
- **Constraint C2**: The number of components in a module cannot exceed the upper bound $N_U$, and the total cost of the components duplicated cannot exceed $B$.

Constraint C1 is trivial. Constraint C2 limits the size of a module compromised due to several factors, e.g., the panel size, performance requirements, cost, or testability. For aerospace products weight, rather than cost, might be a factor to be considered.

### IV. Decomposition Approach

The decomposition approach presented in this section transforms the interaction and suitability matrices into matrix $A'$ and $B'$ (defined in Section II), analyzes the modularity matrix, and detects modularity in a product set. Some research on the application of decomposition in engineering design has been reported in the literature [11]–[15]. As the interaction matrix is a square matrix, the triangularization algorithm [16] is applied to identify the modules. The constraints imposed by the suitability matrix and other factors are considered. Decomposition allows one to explore potential modules among components and to analyze various types of modularity. The challenge is to group components into modules that are of acceptable size or cost.

#### A. Algorithm

**Step 0. Initialization:** Initialize the interaction and suitability matrix. Specify the upper bound $N_U$ on the number of components in a module and budget $B$.

**Step 1. Triangularization:** Triangularize the interaction matrix $A$ into matrix $A'$ with the algorithm presented in Kusiak et al. [16].

**Step 2. Rearrangement:** Rearrange the suitability matrix $B$ into matrix $B'$ so that sequence of columns and rows in matrix $B'$ is same as in matrix $A'$.

**Step 3. Combination:** Combine the matrix $A'$ and the matrix $B'$ into the modularity matrix $[A'\mid B']$. Identify modules corresponding to the groups in $A'$.

**Step 4. Deletion:** Remove a component from a module that satisfies Condition 1, and place it in the last column of the modularity matrix. Repeat this step until no more components can be removed.

**Step 5. Duplication:** Duplicate a component that satisfies Condition 2, and repeat this step until no more components can be duplicated.

**Step 6. Classification:** Analyze the modularity matrix to classify the modules based on the three axioms presented in Section II.

**Step 7. Termination:** Stop and output the results.

#### Condition 1:

Remove a component, say $k$, if the following conditions are satisfied.

1. Component $k$ and any other component, $l$, in the same module are strongly undesired for inclusion in the module, i.e., an entry in the submatrix of matrix $B'$ is set to “$\omega$”.
2. Component $k$ interacts with the remaining components in the module to a lesser degree than component $l$, i.e., the total of row entries corresponding to component $k$ is smaller than the total of row entries corresponding to component $l$ in the submatrix of matrix $A'$.
3. None of the submatrices violates constraints C1 and C2.

#### Condition 2:

Duplicate the component if the following conditions are satisfied.

1. The component that is used and strongly desired for inclusion in two modules simultaneously, i.e., some entries in the submatrices of matrix $B'$ are set to “$\sigma$”.
2. None of the submatrices violates constraints C1 and C2.

Note that in Step 4 the components that are undesired in a module are removed (see Example 6). Step 5 produces a solution of better quality by duplicating some components. Duplicating the overlapping components in the modularity matrix may lead to mutually separable modules. The benefits resulting from the duplication of elements in matrix decomposition are discussed in [17].

### V. Illustrative Examples

Depending on the design phase and the product type, the interpretation of the rows and columns of the modularity matrix varies. In this section, examples illustrating modularity representations at the conceptual and detailed design phases are provided.

#### A. Conceptual Design Phase

The conceptual design phase leads to a design object described schematically with a graph of functional elements and their interconnections [18]. The interaction matrix represents the functionality of subsystems (mechanisms). A functional element corresponds to a subsystem (mechanism), and in-
terconnections correspond to function flows in the function-oriented modularity representation.

Example 4. Electrical Products: Consider a conceptual design of the desk lamp in Fig. 5.

- components 1 and 4 are the different covers of the lamp;
- components 2 and 7 are internal and external electrical cords, respectively;
- component 3 is an internal connector;
- component 5 is the lamp stand;
- components 6, 9, and 10 are different bulbs;
- component 8 is the switch;
- component 11 is the base.

Note that the force interaction is considered as bidirectional and the electrical flow as unidirectional. The interaction matrix and the suitability matrix for the components of the lamp in Fig. 5 are defined in Fig. 6.

Note that \( a_{5,3} = 5 \), which means that the force from component 5 to component 3 appears in five different designs of the lamp.

Applying the decomposition approach presented in Section III to the modularity problem of the desk lamp, the resulting modularity matrix \([A'[B']]\) is as follows (Fig. 7).

In the modularity matrix in Fig. 7, two modules are identified: \( M1 = \{11, 5, 3\} \) and \( M2 = \{7, 2, 8\} \). Module \( M1 \) and components 1 and 4 form a component-swapping modularity. Module \( M2 \) and components 6, 10, and 9 form also component-swapping modularity.

B. Detailed Design Phase

The functional space (conceptual design) maps into physical components (detailed design) with specified features. Based on the features, six types of similarity (called feature similarity) are considered in the identification of modular parts: geometric, temporal, force, electrical, thermal, and photometric [3].

C. Electrical Design

An electrical product, whether it is a simple transistor radio or a complex supercomputer, consists of two basic elements: the electronic components and the interconnections between components. In the modularity problem for electrical products, the inputs/outputs of the components and the interaction among the components are considered.

Example 5. Electrical Circuits: Consider the set of electrical components \( C1, C2, C3, C4, C5, C6, C7, \) and \( C8 \) in Fig. 8.

The interaction matrix and the suitability matrix of the component set are defined in Fig. 9.

Entry \( a_{5,1} = 1 \), which means that the electrical signal flows from output 5 to input 1. Applying the decomposition approach presented in Section III to the modularity matrix in Fig. 9 results in matrix \([A'[B']]\) in Fig. 10.

Four modules have been identified in the matrix in Fig. 10: \( (13, 6, 11, 12), (13', 14, 1), (10, 3), \) and \( (4, 5, 8) \). Based on the definitions presented in Section II, module \( (6, 11, 12, 13) \)
and components 7, 9, 2 form component-swapping modularity. Module (13, 14, 1), (10, 3) and component 7 form component-sharing modularity. Module (4, 5, 8) and components 2, 7, 9 form bus modularity.

Note that in order to obtain a solution of better quality, input 13 duplicates 13. The modularity matrix without duplicating 13 is presented in Fig. 11. Three modules are identified: (13, 6, 11, 12, 14, 1), (10, 3), and (4, 5, 8), where the submatrix corresponding to module (13, 6, 11, 12, 14, 1) is a low-density matrix. The group efficacy of module (13, 6, 11, 12, 14, 1) = 8/36 is lower than the group efficacy of modules (13, 6, 11, 12) and (14, 1, 13') = 5/16 + 3/9 = 93/144 in Fig. 10 (see [19] for the detail of the efficacy measure).

Examples of the designs based on the modules identified in Fig. 10 are shown in Fig. 12. The shadowed components form the modules.

### D. Mechanical Design

Besides the functional interactions, the geometric interactions need to be considered in mechanical design. According to Kameyama [20], the shape, properties, and manufacturing process data should be considered for the geometric interaction.
among components. In the mechanical design, the geometric interaction matrix represents the coupling of components of different shapes. The suitability matrix represents the suitability of distinct components for inclusion in a module.

Example 6. Mechanical Product: Consider the 14 mechanical components in Fig. 13.

The interaction matrix and the suitability matrix of this component set are defined as in Fig. 14.

The components are to be assembled into different products. Components 6, 11, 12, and 13 are made of material A, and components 4, 5, and 8 are made of material B. Material A cannot be glued to material B. Components 7, 2, and 9 can be glued to any material. In the modularity matrix, the entries $a_{i,j}$ are set to “o”, and the entries $b_{i,j}$ are set to “a”. The entry $a_{14,1} = “2“$ represents that components 14 and 1 appear in two different assemblies.

The transformed modularity matrix $[A’|B’]$ at the detailed design phase is presented in Fig. 15.

Four modules have been identified in the matrix in Fig. 14: (13, 6, 11, 12), (7, 14, 1), (10, 3), and (4, 5, 8). Based on the definitions from Section II, module (6, 11, 12, 13) and components 7, 9, 2 form the component-swapping modularity. Module (4, 5, 8), (10, 3) and component 2 form the component-sharing modularity. Module (4, 5, 8) and components 2, 7, 9 form the bus modularity.

Note that component 14, a fuzzy component that may be in module (12, 6, 11, 12) or (1, 7), is excluded from module (13, 6, 11, 12) due to inconsistent characteristics of material between components 14 and 13 (see Fig. 16). In step 4, the use of deletion based on the suitability matrix aims at the determination of the module size.

Examples of the resulting product structures are shown in Fig. 17. The shadowed components are the modules identified in Fig. 15.

E. Electromechanical Design

In some areas of engineering design, e.g., design of electrical circuits, formal representations exist for the artifacts used in design which capture their important physical, functional, and logical attributes. A fundamental concern in mechanical and electro–mechanical design is that complete representations do not exist for mechanical artifacts [21].

The general definition of feature is such as “a feature is any entity used in reasoning about the design, engineering, or manufacturing of a product” [22]. The similarity of features of components in a mixed-type product is used to determine the modules. For the detailed design of mixed-type products, the six types of feature similarities are considered in the interaction matrix. Based on each type of feature similarity, an interaction matrix is constructed, e.g., the electrical interaction matrix is constructed based on electrical similarity. The final interaction matrix is obtained by combining the single feature matrices.
Example 7. Electric Motor Design: Consider the following components of the electric motor:
- component 1: base frame;
- component 2: rotor lamination;
- component 3: terminal box;
- components 4, 13: different types of top cover plate;
- components 5, 8: different types of winding;
- component 6: bearing;
- component 7: stator lamination;
- components 9, 10: different types of support frame;
- component 11: stator winding;
- components 12, 16: different types of ventilation grid;
- component 14: side cover plate;
- component 15: rotor;
- component 17: winding cover;
- component 18: stator housing;
- component 19: shaft.

Fig. 18 illustrates the components of the electric motor.

The interaction matrix of the electric motor is produced by combining the force, electrical, and thermal interaction matrices as follows (s: the force interaction; m: electrical interaction; t: thermal interaction; integer number: the frequency of application) (see Fig. 19).
Two examples of entries defined in the suitability matrix of the electric motor are shown next.

1) The electrical windings (components 5 and 8) must be isolated from the side and top cover plates (components 4, 13, 14), and the base frame (component 1) to avoid a possible leak of electricity. The latter implies that in the suitability matrix the following entries must be set as 0's (strongly undesired): \( b_{1,5}, b_{1,8}, b_{5,14}, b_{5,13}, b_{5,4} \), and so on.

2) The rotor lamination, shaft, and rotor are strongly desired to be included in a module because of strong functional interaction; same applied to the stator winding, stator lamination, and stator housing.

The suitability matrix of the electric motor is defined in Fig. 20.

Note that at the detail design phase, the entries of the suitability matrix are easier to identify than in the conceptual phase as more information is available. This causes that the suitability matrix in Fig. 20 is more dense than the suitability matrix in Fig. 6 at the conceptual design phase.

Applying the decomposition approach from Section III to the modularity problem represented in Fig. 20 results in the interaction matrix (matrix \( A' \)) and suitability matrix (matrix \( B' \)) in Figs. 21 and 22, respectively.

Three modules are identified in the matrix in Fig. 19: \( M_1 = \{ \text{base frame, terminal box, side cover plate} \} \), \( M_2 = \{ \text{stator winding, stator lamination, stator winding} \} \), and \( M_3 = \{ \text{winding cover, shaft, rotor lamination, bearing, rotor} \} \). Module \( M_1 \) and parts 4, 13 form component-swapping modularity. Also module \( M_1 \) and parts 12, 16, 9, and 10 form component-swapping modularity. Module \( M_3 \), parts 5, 8, and parts 4, 13 form bus modularity. The combination of different types of top and side cover plates, windings, and ventilation grids produces various types of three-phase motors, specifically with different output powers.

F. Discussion

Thus modular product design is an important form of strategic flexibility [23], i.e., flexible product designs allow a company to respond to the changing markets and technologies by rapidly and inexpensively creating product variants derived from different combinations of the existing or new modular components. Modular product design supports the goals of the concurrent engineering aiming at the reduction of the product development time and cost by developing the modules concurrently. The matrix representation presented in Section II offers flexibility in terms of subsystem and parts in the formation of modular products (see Table I). The decomposition approach aims at separating the product architecture into modules to be developed concurrently. In this way, products can be designed more effectively. As soon as the modules are formed at the conceptual phase, detailed design of modules should be initiated. The frequency matrix may have a profound effect on eliminating inconsistencies (see Table I), e.g., assembly of inconsistent material or geometry constraints, as the components with high degree of interaction are likely to be included in the same module.

The distributed collaborative design through the Internet appears to be feasible in a modern design environment. To speed up the product design process, it is not necessary to design each individual module but rather use the modules that have been created. The distributed collaborative design of modular products provides an effective way to respond to the changing market requirements. The matrix representation provides a structure for the exchange of modularity data according to a standard protocol, e.g., Standard for Exchange of Product Data (STEP) [24].

VI. Conclusions

In this paper, the matrix representation of the modularity problem and the interpretation of three different types of modularity were presented. A decomposition approach was used to solve the modularity problem. The representation and
Fig. 19. The final interaction matrix of the electric motor.

Fig. 20. The suitability matrix for the electric motor.

Fig. 21. Matrix $A'$ for the electric motor.

Fig. 22. Matrix $B'$ for the electric motor.
solution approach presented were illustrated with examples for electrical, mechanical and electromechanical products at the conceptual and detailed design phases.

Modules should be ideally formed early in the design process, e.g., at the conceptual design phase. However, the information to identify the modules might not be available. This may cause that modules generated too early in the design process might not meet the constraints that become apparent later in the design process. Forming modules for different types of products is crucial in agile manufacturing. The paper develops a formal approach for effective design of modular products even in the situation of insufficient availability of information.

In the future, more comprehensive approaches to optimize modular designs, and the assessment of the impact of modularity on the design process, manufacturing, and management need to be explored. Besides the interactivity factor, other factors, e.g., the panel size, performance requirements, cost, or testability should be considered as multiple design goals. The exchange of modularity data in the distributed collaborative design environment needs to be studied.
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