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Abstract—Recent research shows that in wireless wide area networks (WWANs), users who subscribe to multicast traffic from WWAN can exchange network-coded packets with one another via their secondary radio interfaces such as Wi-Fi in order to efficiently recover lost packets from the WWAN. Different from existing works which assume users are cooperative, in this work, we model the users as selfish players in the network-coding based peer-to-peer packet repairing game. To stimulate the users’ cooperation, we introduce a payment-based incentive mechanism in the packet repairing game. The utility function of a user/player is also formulated to reflect both the number of useful packets and the available resource. Through analysis of the packet repairing game, we show that the optimal strategy for a user can be derived only with its local information. The impact of the pricing rules and the convergence conditions of the packet repairing game is also analyzed. We show theoretically as well as by simulation that under proper conditions, the packet repairing game can converge to the best case where each user can acquire all of its missing packets. Via computer simulations, we also show that with the proposed selection criteria, the packet repairing game is both effective and efficient: not only can the utilities of the players be greatly improved, but also the convergence time of the game and the utility gain of the players are comparable to those of the ideal case where every user is always willing to forward packets to others.
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I. INTRODUCTION

In the past few years, network coding (NC) was recognized as an efficient approach for information dissemination, widely applied to file sharing [1] and data storage [2]. In [3], network coding theory was further utilized to improve the performance of multicasting. Specifically, with network coding, instead of forwarding native packets, intermediate forwarding nodes will linearly combine the received packets to generate a coded packet, and forward the coded packet to other nodes. The coefficients for linear combination, which form a coefficient vector, will be carried together with the coded packet. For any node, if the coefficient vectors of the received coded packets can form an invertible square matrix, the original native packets can be reconstructed. [4] is the first work that verifies the feasibility of network coding in wireless communications systems. By a practical test-bed implementation and study, it is demonstrated that utilizing the broadcast nature of the wireless medium, significant performance gain can be achieved by network coding. As a result, network coding has recently been applied widely in the field of wireless communications, achieving benefits including throughput maximization [4], energy efficiency [5] and privacy preservation [6].

In this work, we focus on the network coding based peer-to-peer multicast data repair problem, which can be described as follows. Suppose that users whose devices are equipped with both Wireless Wide Area Networks (WWANs) and Wireless Local Area Networks (WLANs) radio interfaces subscribe to receive multicast traffic from the WWAN. The WWAN base station (BS) will first broadcast a batch of multicast data packets to the subscribers. Due to wireless channel errors, a user may only receive a subset of the batch packets. Traditionally, the WWAN BS needs to re-transmit the missing packets for the users. However, when user devices are equipped with short-range high-speed radio interfaces such as IEEE 802.11 WiFi, it is more efficient to let the users locally repair missing packets by distributing their received packets to one another through the short-range high-speed radio [7–9]. Moreover, network coding can be applied to enhance the performance of peer-to-peer data repair. For example, in Fig. 1, nodes A, B, C, and D are the subscribers of a multicast flow and they have received different subsets of packets from the WWAN BS, who has sent packets $P_1$, $P_2$, $P_3$, $P_4$. In this example, nodes A and C have received all packets and they could help forward them to nodes B and D, who have received only partial packets. In this example, we show that with network coding, only two transmissions are required for the users to cooperatively repair packets for one another, while four transmissions are required in the direct transmission case. Therefore, the time required for packet repairing can be significantly reduced with
network coding. The network-coding based cooperative peer-to-peer data repair (or information exchange) problem has been studied in [7–9] under the single rate network model. The problem is proved to be NP-hard and some heuristic solutions have been proposed.

Previous studies on the cooperative NC-based data repair problem focus solely on the single transmission rate network model. For WLAN technologies such as IEEE 802.11, a transmitter can select different transmission rates according to the channel condition between the transmitter and the receiver. The studies in [10–13] show that the selection of transmission rates will not only impact the efficiency of network coding, but also lead to a tradeoff between network coding gain and transmission delay. In [11], we demonstrate that the solutions proposed in [7–9], which seek to minimize the number of re-transmissions, may lead to longer packet repairing delays in multi-rate scenarios. We then propose a Markov decision process-based dynamic programming solution for rate and forwarder selection in NC-enabled multi-rate wireless relay networks. The transmission rate selection problem for NC-enabled WLAN is studied in [12][13], and a centralized and a distributed solutions are proposed, respectively. However, in the previous works [7–13], the selfish nature of users is completely overlooked. In practice, a user, when forwarding its received packet to others, will not only consume its power but also have to give up the opportunity of receiving innovative packets from others. A packet is innovative to a receiving user if the coefficient vector associated with the packet does not fall in the vector space spanned by the coefficient vectors of the coded packets already received by the user. When a user receives an innovative packet from another user, its chance of decoding the original multicast batch packets is increased. If the number of innovative packets a user cumulatively received equals the size of the multicast batch, the original batch packets can be re-constructed. On the contrary, sharing packets with other users cannot instantly increase the chance of decoding packets. As a result, a selfish user naturally tends to be non-cooperative (i.e., not willing to share its received packets with others). In addition, since users are repairing packets for one another using wireless LAN technology which is rather decentralized, a user will only have local information regarding the status of its neighbors. Considering the multi-rate impact, the selfish nature of the users, and the de-centralized network scenario, a new model to characterize the behavior of users as well as a tailored solution to peer-to-peer data repair is indeed indispensable.

In this work, we propose a game-theoretic model to analyze the peer-to-peer data repair problem in NC-enabled multi-rate networks. As has been extensively applied to economics, game theory is also an ideal tool for analyzing the behavior of users in wireless networks [14]. We model the users as selfish players in a packet repairing game. Due to the lack of a centralized controller, each of the selfish users will make its own packet forwarding decision only to optimize its well-being. To stimulate the users’ cooperation, we introduce a payment-based incentive mechanism to the packet repairing game. We then formulate the utility function for the users and show that the optimal strategies for a user can be derived based only on its local information. The pricing rules and the convergence conditions of the packet repairing game are also analyzed. We show theoretically as well as by simulation that under proper conditions, the packet repairing game can converge to the best case in which each user can acquire all of its missing packets. Moreover, via computer simulations, we demonstrate that with the proposed selection criteria, the packet repairing game is both effective and efficient: not only can the utilities of the players be greatly improved, but also the convergence time of the game and the utility gain of the players are comparable to those of the ideal case where each user is always willing to forward packets to others.

The rest of this paper is organized as follows. Our system model is presented in Section II. The proposed game-theoretic model for the NC-based peer-to-peer data repair problem is explained in Section III. In Section IV, the analyses of the packet repairing game, including the optimal strategies of the players, the pricing rule and the convergence conditions, are presented. We show and discuss the simulation results in Section V. Finally, Section VI concludes this paper.

II. SYSTEM SCENARIO

Consider that in a wireless wide area network (WWAN), there are user devices (referred to as users or nodes hereafter) who subscribe to the same multicast content. The WWAN base station (BS) is the multicast source, who broadcasts multicast packets in batches, as shown in Fig. 2. Let a batch of multicast traffic consist of N fix-sized packets. Due to wireless channel errors, each subscriber may only receive a subset of the batch packets. At this time, the users who are equipped with wireless LAN (such as IEEE 802.11 Wi-Fi) interfaces could repair missing packets for one another by re-transmitting coded packets (i.e., a linear combination of the native batch packets). We assume that each player can support transmission rates $r_1, r_2, \ldots, r_C$ for packet forwarding via WLAN, and without loss of generality, we assume $r_1 < r_2 \cdots < r_C$. 

<table>
<thead>
<tr>
<th>Transmission Schedule</th>
<th>Single-rate transmission count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct transmission</td>
<td></td>
</tr>
<tr>
<td>A→B: $P_2$</td>
<td>4</td>
</tr>
<tr>
<td>A→B: $P_4$</td>
<td></td>
</tr>
<tr>
<td>C→D: $P_1$</td>
<td></td>
</tr>
<tr>
<td>C→D: $P_3$</td>
<td></td>
</tr>
<tr>
<td>Network coding</td>
<td></td>
</tr>
<tr>
<td>A→B,D: $P_1 + P_3$</td>
<td>2</td>
</tr>
<tr>
<td>A→B,D: $P_1 + P_4$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. An example demonstrating the efficiency of network coding in peer-to-peer data repair.
Since each user has different distances and channel conditions to other users, a coded packet sent by a user’s WLAN at a certain rate can only be successfully decoded by a subset of all the other users. We assume that each user can estimate the channel conditions to their neighbors by listening to the control messages (such as RTS or CTS) sent by the neighbors. In this way, a user is aware of which neighbors can decode the packet sent at each rate. For example, in Fig. 2, assume that each user supports two transmission rates. Then we use two different dotted lines to denote the rates supportability among the users. Generally, the better the channel quality, the higher the achievable transmission rate. For a user not equipped with Wi-Fi interfaces, it could only wait for the WWAN-BS to repair the missing batch packets, and thus will not participate in the peer-to-peer data repair process. In the following, we focus only on the data repair process among those users who are equipped with both WWAN and WLAN interfaces. For such users, the problem at hand is whether or not to share its own packets with others at each transmission opportunity. If a user is willing to share its packet with others, it will generate a coded packet, select an appropriate transmission rate to forward the packet, and then contend for transmission. For simplicity, we assume that the MAC technology is time-slotted, and a packet transmission is only allowed to start at the beginning of a time slot. At most one packet may be transmitted in one time slot, and the transmission of one packet may span multiple slots. We assume that when a user tries to forward a coded packet, it will follow a CSMA/CA-like contention mechanism to access the WLAN channel. We also assume that the contention is fair among all users, i.e., a contention of $K$ users results in a $1/K$ success probability for each user.

Since each user has different native or coded multicast batch packets, to enable efficient packet repairing, the users need to exchange information regarding their received or missing packets, which may incur extra signaling overhead. To enable efficient exchange of packet information, in [15] the authors proposed the null-space vector feedback mechanism. The null space vector of a user is a vector randomly chosen from the null space of the coefficient vectors associated with the packets already received by the user. With the null-space feedback scheme, a user will piggyback its null-space vector whenever it transmits a packet. When one user receives a packet from another, it will extract and record the null-space vector of that user. Then a user can check if the coded packet it generates is innovative to another user in the following way. Let the coefficient vector of the coded packet generated by itself be $x_i$. Let the coefficient vectors of the packets already received by another user be denoted by $\{y_1, \ldots, y_k\}$ and the corresponding null-space vector by $n_j$. If the inner-product between $x_i$ and $n_j$ is not zero, $x_i$ cannot be spanned by $\{y_1, \ldots, y_k\}$ because any vector in the vector space spanned by $\{y_1, \ldots, y_k\}$ is orthogonal to $n_j$. Thus, the coded packet associated with $x_i$ is innovative to the user associated with $n_j$. In our system, we assume that each user supports the null-space vector feedback mechanism. Moreover, each user will estimate the channel conditions to its neighbors according to the signal strengths of the received packets or control signals from the neighbors. In this way, each time a user attempts to transmit a coded packet at a certain rate, it can estimate for which neighbors this packet will be innovative.

III. A GAME-THEORETIC MODEL FOR THE NC-BASED PEER-TO-PEER DATA REPAIR PROBLEM

In this section, we propose a game-theoretic model to analyze the behavior of users during the packet repairing process. We refer to the users as the players of the packet repairing game, and denote the number of players by $K$. The packet repairing game we define is essentially a repeated game - whenever players sense the WLAN channel idle, each of them will make a decision on which action to take. We assume that the action set of every user is the same, denoted by $A = \{a_0, a_1, \ldots, a_C\}$, where $a_0$ means refusing to forward a coded packet to others (and thus will not contend for transmission) and $a_i$ means forwarding a coded packet with transmission rate $r_i$. The strategy of the $i^{th}$ player, denoted by $s_i$, is defined as the action taken by the player. Hence, we have $s_i \in A$, $1 \leq i \leq K$. The strategy profile of the game, denoted by $S$, is then the combination of the strategies of all the players, i.e., $S = (s_1, s_2, \ldots, s_K)$.

Due to the selfish nature, when a user is playing the packet repairing game, it takes an action only to maximize its instant utility. Therefore, the formulation of the utility function greatly impacts the players’ behavior, and it must properly reflect the well-being of a player under all possible strategy profiles. In the packet repairing game, a player’s desire is to accumulate innovative packets as fast as possible in order to efficiently and effectively recover the original multicast batch packets. A player will not forward its packets to others because such action cannot enhance its own packet space and it will further consume power. Consequently, without extra incentive, peer-to-peer data repair will never occur, which results in poor multicast efficiency and under-utilization of WLAN resource. To alleviate this problem, players who forward packets that are innovative to others should be rewarded. Accordingly, we introduce a payment mechanism in the packet repairing game: a player who successfully receives an innovative packet from a forwarder should pay money (either virtual or real money) to the forwarder. If the forwarded packet is not received by an
intending receiver due to wireless channel errors, the receiver will not have to pay for the packet and thus the forwarder will not get the payment from the receiver. We assume that the price of a packet is determined by the rate at which it is transmitted, and the higher the transmission rate the higher the price, i.e., if we denote the price of the packet transmitted at rate $r_i$ as $\delta_i$, then we have $\delta_1 < \delta_2 < \cdots < \delta_C$. With the payment mechanism, the potential profit one player can earn from others becomes a motivation for packet forwarding.

Under the payment-based incentive mechanism, a rational user will always attempt to maximize its resource (in terms of both power and money) while also accumulating innovative packets as fast as possible. Therefore, we formulate the utility function of a player as the amount of resource weighted by the number of innovative packets it has received. To quantify the amount of resource a player owns, we convert the amount of money a user owns to an equivalent amount of power. Thus, let $\lambda$ be the amount of power that one unit of money can buy, then the total amount of resource a player owns is $(\lambda \cdot \text{money}) + \text{power}$.

With the above definitions, we can now specifically formulate the utility function of a player. Let $n_i$ denote the number of innovative packets the $i^{th}$ player has received, and $P_i$, the amount of resource the $i^{th}$ player currently owns. Given a strategy profile $S = (s_1, s_2, \ldots, s_K)$, we denote the strategy profile of players excluding the $i^{th}$ player as $S_{-i}$. Then the utility function of the $i^{th}$ player, which is a function of both $s_i$ and $S_{-i}$, is formulated as

$$U_i(s_i, S_{-i}) = (\text{amount of resource available at the } i^{th} \text{ player after playing strategy } s_i) \times (\text{expected number of innovative packets the } i^{th} \text{ player has after playing strategy } s_i).$$

If the $i^{th}$ player decides to take action $a_0$ (i.e., refusing to forward), neither will it contend for channel access nor will it consume its power for packet forwarding. Thus, the utility function can be expressed by

$$U_i(s_i = a_0, S_{-i}) = (P_i - \lambda \cdot C_i(S_{-i}))(n_i + \mu_i(S_{-i})), \tag{1}$$

where $C_i(S_{-i})$ denotes the expected payment the $i^{th}$ player has to pay for receiving an innovative packet from others when it does not (or fails to) access the channel and other players play $S_{-i}$, and $\mu_i(S_{-i})$ denotes the expected number of innovative packets the $i^{th}$ player can receive from others when it does not (or fails to) access the channel and other players play $S_{-i}$.

On the other hand, if the $i^{th}$ player decides to take action $a_1$, it will contend for transmission. Given $S_{-i}$, we denote the number of players (excluding the $i^{th}$ player) attempting to access the channel by $N_A(S_{-i})$. When the $i^{th}$ player is contending for channel access, its success probability is $\frac{1}{N_A(S_{-i}) + 1}$. If the $i^{th}$ player successfully accesses the channel, its utility will be $\left(\lambda \cdot G_i(s_i) + P_i - P_{tx}\right)n_i$, where $P_{tx}$ is the power consumption due to forwarding a packet and $G_i(s_i)$ is the expected payment the $i^{th}$ player can earn from others by playing strategy $s_i$. Otherwise, if the $i^{th}$ player fails to access the channel, which could happen with probability $1 - \frac{1}{N_A(S_{-i}) + 1}$, its utility will be the same as (1). Consequently, the utility function of the $i^{th}$ player taking forwarding action $a_i$ is an expected utility expressed as follows:

$$U_i(s_i = a_i, S_{-i}) = \frac{1}{N_A(S_{-i}) + 1}\left[\left(\lambda \cdot G_i(s_i) + P_i - P_{tx}\right)n_i + \mu_i(S_{-i})\right] + \left(1 - \frac{1}{N_A(S_{-i}) + 1}\right)\left(P_i - \lambda \cdot C_i(S_{-i})\right)(n_i + \mu_i(S_{-i})). \tag{2}$$

Whenever a player is not transmitting or receiving packets, it will keep sensing the channel. Once the channel is sensed idle, the player will first evaluate its utility under each action, and then take the action that maximizes its utility. If the taken action is not “refusing to forward,” it will attempt to access the channel. After fair contention, one of the simultaneously contending players will win the channel and can forward a coded packet according to its strategy.

IV. ANALYSIS OF THE PEER-TO-PEER PACKET REPAIRING GAME

A. Optimal Strategy of a Player in the Packet Repairing Game

According to (2), we have the following lemma.

**Lemma 1:** Each player has a dominant forwarding action. For the $i^{th}$ player, $1 \leq i \leq K$, there exists $a_{f_i} \in A, a_{f_i} \neq a_0$ such that $U_i(s_i = a_{f_i}, S_{-i}) \geq U_i(s_i = a_j, S_{-i}), \forall a_j \in A, a_j \neq a_0$.

**Proof:** In (2), the selection of the forwarding strategy $s_i$ only affects the profit earned from others (i.e., $G_i(s_i)$), while all the other terms in (2) are completely independent of $s_i$. As a result, if we denote the action that maximizes $G_i(s_i)$ by $a_{f_i}$, i.e., $a_{f_i} = \arg \max_{a_i} G_i(a_i)$, then we have

$$U_i(s_i = a_{f_i}, S_{-i}) \geq U_i(s_i = a_j, S_{-i}), \forall a_j \in A, a_j \neq a_0.$$ 

Since for the $i^{th}$ player, taking action $a_{f_i}$ leads to no lower utility compared with other forwarding actions, a rational player will only consider either taking action $a_{f_i}$ or refusing to forward, depending on which of the two actions leads to higher utility. Thus, the optimal strategy of the $i^{th}$ player can be derived according to (3):

$$U_i(s_i = a_{f_i}, S_{-i}) \geq U_i(s_i = a_0, S_{-i}). \tag{3}$$

In other words, a user should forward with $a_{f_i}$ if (3) holds. Otherwise, it should refuse to forward.

Substituting (1) and (2) into (3), and after further simplification, we get the following:

$$[\lambda \cdot G_i(a_{f_i}) + P_i - P_{tx}]n_i \geq [P_i - \lambda \cdot C_i(S_{-i})](n_i + \mu_i(S_{-i})). \tag{4}$$

If (4) holds, forward with $a_{f_i}$; otherwise, refuse to forward.

To evaluate whether or not (4) holds, we observe that the left-hand-side (LHS) of (4) is only affected by the dominant forwarding action of the $i^{th}$ player, while the right-hand-side (RHS) is mainly affected by the strategy profile of other players (i.e., $S_{-i}$). Since we consider a de-centralized peer-to-peer packet repair scenario, when a player attempts to play a strategy, it only has local information such as the number of innovative packets received (i.e., $n_i$), its amount of resource (i.e., $P_i$), and the transmission power $P_{tx}$. To estimated $G_i(a_{f_i})$, the expected payment the $i^{th}$ player can earn from
others by playing strategy $a_f$. Thus, the player should first check how many neighbors can successfully receive the packet forwarded by the rate associated with $a_f$, and then verify if the coded packet generated by itself is innovative to these neighbors by taking inner-products between the generated coded vector and the null-space vectors of these neighbors. By estimating to how many neighbors is the generated packet innovative and then multiplies the number by the price of a packet forwarded with action $a_f$ and the probability of success packet reception, $G_i(a_f)$ can be estimated (assuming that the packet reception event of each user is independent). Since the transmission power and available resource are known to each player, the LHS of (4) can be estimated only by a player’s local information. On the contrary, a player cannot calculate the RHS without the knowledge of other players’ strategy profile. Nevertheless, the upper and lower bounds of $C_i(S_{-i})$ and $\mu_i(S_{-i})$ can be utilized to derived the upper and lower bounds of the RHS of (4). Since $C_i(S_{-i})$ is the expected payment the $i$th player has to pay out when it does not (or fails) to access the channel and other players play $S_{-i}$, it should be a convex combination of $\{0, \delta_1, \ldots, \delta_C\}$ and should be bounded between 0 and $\delta_C \cdot \mu_i(S_{-i})$, the expected number of innovative packets the $i$th player can receive from others when it does not (or fails) to access the channel and other players play $S_{-i}$, should be bounded between 0 and 1. As a result, the RHS of (4) is also bounded as follows:

$$[p_i - \lambda \cdot \delta C] n_i \leq [p_i - \lambda \cdot C_i(S_{-i})] (n_i + \mu_i(S_{-i})) \leq P_i(n_i + 1).$$  \hspace{1cm}(5)

When $[\lambda \cdot G_i(a_f) + P_i - P_{t_x}] n_i < (p_i - \lambda \cdot \delta C) n_i$, or equivalently, $\lambda \cdot G_i(a_f) < p_{t_x} - \lambda \cdot \delta C$, the LHS of the inequality in (4) is absolutely smaller than the RHS, meaning that refusing to forward leads to absolutely higher utility. Similarly, if $[\lambda \cdot G_i(a_f) + P_i - P_{t_x}] n_i > P_i(n_i + 1)$, the LHS of the inequality in (4) is absolutely greater than the RHS, meaning that forwarding with $a_f$ leads to absolutely higher utility. In these two cases, a player can locally derive its optimal strategy. However, if the LHS of (4) falls between the bounds of the RHS of (4), a player could not determine which one of $a_0$ and $a_f$ leads to higher utility unless other information regarding $S_{-i}$ is available. In such a case, we assume that a player will simply randomly choose one of $a_0$ and $a_f$ as its strategy.

For players that have already received $N$ innovative packets, no more coded packet of the same multicast batch can be innovative, which means $C_i(S_{-i}) = \mu(S_{-i}) = 0$. Thus, the RHS of (4) becomes $P_i n_i$. As a result, the strategy selection criterion becomes: if $[\lambda \cdot G_i(a_f) + P_i - P_{t_x}] n_i \geq P_i n_i$, the player should forward with action $a_f$. Otherwise it should refuse to forward. After further simplification, it becomes: if $\lambda \cdot G_i(a_f) \geq P_{t_x}$, the player should forward with action $a_f$. Otherwise it should refuse to forward.

From the above inferences, we can summarize the optimal strategy of a player in the packet repairing game. Let $i$ be the index of the player:

1) When the player has not received $N$ innovative packets yet (i.e., $n_i < N$): if $\lambda \cdot G_i(a_f) < P_{t_x} - \lambda \cdot \delta C$, its optimal strategy is refusing to forward. If $[\lambda \cdot G_i(a_f) + P_i - P_{t_x}] n_i > P_i(n_i + 1)$, then its optimal strategy is taking action $a_f$.

2) When the player has received $N$ innovative packets: if $\lambda \cdot G_i(a_f) \geq p_{t_x}$, its optimal strategy is to take action $a_f$. Otherwise, its optimal strategy is refusing to forward.

B. Pricing Rules

From the analysis of a player’s optimal strategy, we can observe that the price of an innovative packet determines the expected payment a player can earn from forwarding a coded packet and greatly impacts a player’s decision on forwarding. If the price of an innovative packet is too high, to avoid the high payment from receiving an innovative packet, a player will intentionally contend for transmission just to reduce other players’ transmission probability even though its coded packet is not innovative to others. Once such a player successfully accesses the channel, no one can benefit from the transmitted packet and the wireless resource is wasted. To avoid such situations, the price of packets should be properly settled such that any player whose coded packet is innovative to no one will have no motivation to take any forwarding action. To achieve this, when $G_i(a_f)$ is zero, the LHS of (4) should always be smaller than the RHS of (4). Therefore,

$$[P_i - P_{t_x}] n_i < [P_i - \lambda \cdot C_i(S_{-i})] (n_i + \mu(S_{-i}))$$ \hspace{1cm}(6)

should always hold under the given $\lambda$, $P_i$, and all possible $P_i$, $C_i(S_{-i})$ and $\mu_i(S_{-i})$. Note that when $n_i$ is zero, a player cannot forward any coded packet because it has not received any packet yet. When $\mu_i(S_{-i})$ is zero, meaning that among the players excluding the $i$th one, either no one is taking forwarding action or none of their coded packets is innovative to the $i$th player, $C_i(S_{-i})$ will also be zero. In this case, (6) will also hold. When $n_i$ and $\mu_i(S_{-i})$ are both nonzero, rearranging (6), we will get

$$\frac{1}{n_i + \mu(S_{-i})} (\mu(S_{-i}) P_i + n_i P_{t_x}) < \lambda \cdot C_i(S_{-i})$$ \hspace{1cm}(7)

Note that the RHS of (7) is a convex combination of $P_i$ and $P_{t_x}$ with nonzero coefficients because both $n_i$ and $\mu_i(S_{-i})$ are nonzero. For each player who can possibly take forwarding actions, its resource $P_i$ must be greater than the transmission power $p_{t_x}$. As a result, the RHS of (7) is smaller than $P_i$ and greater than $p_{t_x}$. Since $C_i(S_{-i})$ is a random variable bounded between 0 and $\delta_C$, to assure (7) under all possible nonzero $n_i$ and $\mu_i(S_{-i})$, we must have $\lambda \cdot \delta C \leq p_{t_x}$.

**Proposition 1:** For efficient resource utilization, the proper pricing rule for the packet forwarding game is that the equivalent power of the price of an innovative packet forwarded with the highest rate (i.e., $\lambda \delta C$) must be no larger than the transmission power of a coded packet (i.e., $p_{t_x}$), i.e., $\lambda \cdot \delta C \leq p_{t_x}$.

C. Convergence Conditions of the Packet Repairing Game

When the optimal strategies of all players are refusing to forward, the status of every player will not change, making each of them take the same refusal action in the next round. Hence, the game will converge (or terminate) from the moment everyone takes the action of refusing to forward. The ideal termination condition is that all players have received $N$
innovative packets, and therefore no more packet transmissions are innovative to anyone, i.e., $G_i(a_{f_i}) = 0, \forall i \in \{1, \cdots, K\}$. As discussed in Sec. IV-A, a player who has received $N$ innovative packets (referred to as a completed player hereafter) would take the dominant forwarding action only when $\lambda \cdot G_i(a_{f_i}) \geq p_{tx}$, which will hold for no player in this case. Hence, every player will refuse to forward and the game terminates. Since every player has received enough coded packets to recover the original multicast batch packets, we call a game terminated in this way a successful game.

However, it is also possible that there are some players who have not received $N$ innovative packets yet, but all players’ optimal strategies are refusing to forward and the game terminates. We call such a case a premature convergence. According to Sec. IV-A, once a player who has not received $N$ innovative packet yet (referred to as a uncompleted player hereafter) satisfies $\lambda \cdot G_i(a_{f_i}) \leq p_{tx} - \lambda \cdot \delta_C$ or a completed player satisfies $\lambda \cdot G_i(a_{f_i}) \leq p_{tx}$, they will stop forwarding. Since the expected payment that a player can earn from forwarding a packet is non-increasing with time because other player’s packet space is growing with time, once a player chooses to stop forwarding, it will always remain refusing to forward. To avoid pre-mature convergence, we observe that in $\lambda \cdot G_i(a_{f_i}) \leq p_{tx} - \lambda \cdot \delta_C$, the RHS is non-negative because of our pricing rule $\lambda \cdot \delta_C \leq p_{tx}$. If there is a nonzero gap between $\lambda \cdot \delta_C$ and $p_{tx}$, a player could denying forwarding even though its packet is still innovative to others (i.e., $G_i(a_{f_i})$ is still positive). To stimulate packet forwarding and avoid premature convergence, we must have $\lambda \cdot \delta_C = p_{tx}$, such that a uncompleted player stops forwarding only when $\lambda \cdot G_i(a_{f_i}) \leq p_{tx} - \lambda \cdot \delta_C = 0$, i.e., when $G_i(a_{f_i}) = 0$.

**Proposition 2:** The highest price of a coded packet, $\delta_C$, should satisfy $\lambda \cdot \delta_C = P_{tx}$. In this way, an uncompleted player will stop forwarding if and only if its coded packet is innovative to no one.

**Theorem 1:** If Proposition 2 holds, the peer-to-peer packet repairing game will converge successfully when the following two conditions are satisfied: 1) when the WWAN-BS is broadcasting the multicast batch packets, each of the packets is successfully received by at least one player (or equivalently, the collective packet space of the players has dimension $N$), and 2) the high-rate topology graph of the players, constructed by taking each player as a vertex and creating edges between each player (vertex) and other players (vertices) it can reach by $r_C$, is a connected graph.

**Proof:** First, we can prove that before the game terminates, at least one player must have received $N$ innovative packets. If not, this means all the players refuse to forward when all of them have received less than $N$ innovative packets, and their packets must span the same packet space; otherwise one player can generate innovative packets to its neighbors, which is a non-empty set of players because of topology connectivity, and according to Proposition 2, the player will not refuse to forward. Hence, the dimension of the collective packet space of the players is smaller than $N$, which contradicts with the assumption that each multicast batch packet is successfully received by at least one player.

Secondly, we prove that once a player has received $N$ innovative packets, before the game terminates, all the players will receive $N$ innovative packets. For a completed player, if there exists at least one uncompleted neighbor in its high rate neighborhood, it can always generate an innovative packet for the neighbors and send it with rate $r_C$, making an expected payment gain of at least $\delta_C$ (i.e., $G_i(a_{f_i}) \geq \delta_C$). Since $\lambda \cdot \delta_C = p_{tx}$ according to Proposition 2, for a completed player, as long as there exists at least one neighbor in its high rate neighborhood, $\lambda \cdot G_i(a_{f_i}) \geq \lambda \cdot \delta_C = p_{tx}$ will hold, which means it will not refuse to forward until all its neighbors in the high-rate neighborhood are completed. In this way, if one player has completely received $N$ innovative packets before the game terminates and the high-rate topology graph of the players is a connected graph, eventually all the players will completely receive $N$ innovative packets before the game terminates.

Since at least one player must have received $N$ innovative packets before the game terminates, and once a player has received $N$ innovative packets all the players will receive $N$ innovative packets before the game terminates, the peer-to-peer packet repairing game will converge successfully.

**V. PERFORMANCE EVALUATION AND DISCUSSIONS**

In this section, we discuss our computer simulations and the major results. The simulation environment is described as follows. We consider a 120m by 120m geographic area, where a WWAN BS is located at the center and a variable number of users are randomly distributed. All users are equipped with both WWAN and WLAN interfaces. The WWAN-BS will first broadcast a batch of 8 multicast packets, and each packet can be successfully received by each user with probability 0.7. After the WWAN BS broadcasts the entire set of multicast batch packets, users will start peer-to-peer packet repairing using the IEEE 802.11b WLAN interfaces. Each user can support two transmission rates, namely, 5.5 Mbps and 11 Mbps. We also simulate the case where users can only support the low transmission rate (i.e., 5.5 Mbps) to evaluate the impact of rate supportability on the packet repairing game. To test the validity of Theorem 1, only when each multicast batch packet is successfully decoded by at least one user and the topology of users forms a connected graph will the peer-to-peer packet repairing process be further simulated. Initially, we assume that each user has the same power level, which is equal to 200 units. The transmission power of a packet, $p_{tx}$, is set to 15 units and the amount of power that one unit of money can buy, $\lambda$, is set to 1.5. When users support multiple rates (i.e., both 11 Mbps and 5.5 Mbps), according to Proposition 2, the price of a packet forwarded at 11Mbps is $15/1.5 = 10$ units. Assuming that the packet price is a linear function of its transmission rate, the price of a packet transmitted at 5.5Mbps is then 5 units. If the users only support single rate (i.e., 5.5 Mbps), the price of a packet forwarded at 5.5 Mbps is again $15/1.5 = 10$ units. The time required for a packet transmission at 5.5 Mbps and 11 Mbps is 8 timeslots and 4 timeslots, respectively.

In the following, we show the simulation results on the average convergence time of the game and the average utility
gain of the users, under different number of users. For each number of users, 300 random topologies are generated and the results are averaged. Aside from each user playing the game following the strategies proposed in Sec. IV-A (referred to as “normal strategies” in the following), for comparison, we also simulate an ideal situation where each user is not concerned with its available resource and is always willing to forward a coded packet to others (referred to as “selfless forwarding” in the following).

In all our simulations of both scenarios under both user capabilities, when the packet repairing game converges, all the users indeed have successfully received 8 innovative packets, which proves the validity of Theorem 1. In Fig. 3 and Fig. 4, we show the average convergence time (in number of time slots) of the packet repairing game for multi-rate and single-rate scenarios, respectively, under different user strategies. Comparing the results in the two figures, we discover that with multi-rate support, the convergence time of the packet repairing game is shorter, which means better packet repairing efficiency. In both multi-rate and single-rate scenarios, the convergence time of normal strategies is shorter than that with the normal strategies, showing that the selfish nature of users is indeed disadvantageous for packet repairing efficiency. However, the performance gaps between the normal strategies we derive and the selfless forwarding strategy are quite small. In the multi-rate scenario, the convergence time of normal strategies is only around 26% higher than that of selfless forwarding and the ratio is quite static with respect to the growing number of users. In the single-rate scenario, the gaps are even smaller, i.e., the convergence time of normal strategies is only around 8% higher than that of selfless forwarding. The results indicate that with the strategies we derive, the efficiency of the packet repairing game is comparable to that of the ideal situation where every user is always willing to forward packets.

In Fig. 5 and Fig. 6, we show the results of the average utility gain, defined as the average utility of users after the game converges divided by the average utility of users before the game starts, for multi-rate and single-rate scenarios, respectively, under two different user strategies. For both scenarios, the results show that all the average utilities are improved by around 40% after the game converges. In other words, by playing the packet repairing game, users not only acquire their missing packets but also improve their utilities. Still, the average utility gains of our derived normal strategies and selfless forwarding are very close. Generally, the selfless forwarding strategy slightly outperforms the normal forwarding strategy; however, the gap diminishes as the number of users grows. The possible reason is that when the number of users grows, each user will have more neighbors, making a user more likely to forward a packet because the expected payment received from forwarding this packet is higher. As a result, when the number of users increases, the tendency of each user to forward packets is also higher, making the behavior of users as well as the game performance closer to those of selfless forwarding. Overall, the simulation results show that with the optimal strategies we derive for the packet forwarding game, not only can users make their forwarding decisions by locally available information in a very simple and efficient way, but also the performance of the game in terms of convergence time and average utility gain is quite close to those of the ideal (i.e., users are selfless) situation.
VI. Conclusion

In this paper, we analyze the network coding-based peer-to-peer packet repairing problem under the assumption that users are selfish and they make decisions of packet forwarding only with local information and only to optimize their individual well-being. Under such circumstances, it is natural to apply a game-theoretic model to analyze the user behavior. We have constructed a game-theoretic model with a payment-based incentive mechanism for the network-coding based peer-to-peer packet repairing process, deriving the optimal strategies for the players with local information, and also finding the proper pricing rules in order to achieve efficient resource utilization and ideal convergence of the game. The simulation results show that with the proposed strategy, the packet repairing game is both effective and efficient; not only can the utilities of the players be greatly improved, but also the convergence time of the game and the utility gain of the players are comparable to those of the ideal case in which each user is always willing to forward packets to others.
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