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Abstract—In this paper, we propose an iterative interstream interference cancellation technique for system with frequency selective multiple input multiple output (MIMO) channel. Our method is inspired by the fact that the cancellation of the interstream interference can be regarded as a reduction in the magnitude of the interfering channel. We show that, as iteration goes on, the channel experienced by the equalizer gets close to the single input multiple output (SIMO) channel and, therefore, the proposed SIMO-like equalizer achieves improved equalization performance in terms of normalized mean square error. From simulations on downlink communications of $2 \times 2$ MIMO systems in HSPA UMTS standard, we show that the proposed method provides substantial performance gain over the conventional receiver algorithms.

I. INTRODUCTION

Recently, increasing demand for high quality data services is fueling the deployment of high speed packet access (HSPA) standard in UMTS mobile communication systems. In the recent standard of HSPA referred to as HSPA+ [1], $2 \times 2$ multiple-input-multiple-output (MIMO) system [2] has been introduced to improve the average user throughput and the peak data rates. For achieving the target data rate (42Mbps) in frequency selective fading channel, an effective MIMO receiver technique that can effectively deal with intersymbol interference (ISI) and interstream interference is crucial. Traditionally, linear minimum mean square error (LMMSE) equalizer and its variants have long been employed, and these are still popularly being used owing to the benefit on complexity and implementation simplicity. However, because of the correlation between channels each stream is experiencing (e.g., rank loss due to small antenna spacing and/or the presence of strong line of sight component), in many situations, MIMO equalizer cannot properly handle the interstream interference resulting in substantial performance loss. Hence, an improved receiver algorithm that handles both ISI and interstream interferences is of great importance to meet the user demand and quality of service (QoS) of the HSPA+ based UMTS system.

Previous studies include iterative interference cancelation techniques and equalization [3]–[7]. The main focus of this approach is per code channel cancellation/suppression, either in serial [3], [5] or parallel manner [6], to reduce inter-user interference and improve signal-to-interference-and-noise ratio (SINR). While the key ingredient of these approaches lie on the minimum mean square error (MMSE) based equalization such as the MMSE successive interference cancellation (SIC) [3], recent focus has moved on to \textit{a posteriori probability} (APP) detection via iterative detection and decoding (IDD). In the IDD scheme, the fast search algorithm so-called list sphere decoding (LSD) [8] is employed to perform efficient detection of the APP. The LSD algorithm has several variants including $K$-best detector [9] and LISt-Sequential (LISS) detector [5] (see, e.g., [7], for detailed discussion). Although the IDD is a promising option for systems with a narrowband flat-fading channel model such as the MIMO-OFDM systems, they may not be a good choice for MIMO systems with frequency selective channel response since the dimension of the channel matrix (roughly in the order of 10) is in general much larger than that of the MIMO-OFDM system (mostly $2 \times 2$ and $4 \times 4$) and also the dimension is not fixed because of channel variations.

The aim of this paper is to improve the performance of the CDMA systems with frequency selective MIMO channels using a cost effective interstream interference cancellation. Unlike the MMSE-SIC or MIMO-LMMSE equalizer, the proposed method gradually converts MIMO channel into two independent single-input-multiple-output (SIMO) channels by performing per stream interference cancellation iteratively (see Fig. 1). Since the SIMO channel equalizer is more robust to the channel correlation and also provides better MSE than the MIMO channel equalizer, the proposed equalizer outperforms the standard MIMO equalizer in terms of mean square error (MSE). In fact, using the simulations on downlink communication of UMTS HSPA+ system employing $2 \times 2$ MIMO transmission, we show that the proposed method offers substantial performance gain over the conventional approach.

The remainder of this paper is organized as follows. In Section II, the system model of the UMTS HSPA+ system and
the analysis of LMMSE equalizer in terms of the normalized mean square error are presented. In Section III, the proposed interstream interference cancelled SIMO equalization scheme is proposed. The simulation results and discussion are presented in Section IV and Section V concludes the paper.

We briefly summarize notations used in this paper. We employ uppercase and lowercase boldface letter for matrix and vector, respectively. Notations (·)∗,(·)H,(·)T, and (·)−1 are used to denote the conjugate, Hermitian, transpose, and matrix inverse operations, respectively.

II. DOWNLINK OF UMTS HSPA SYSTEM

A. System Model and LMMSE based MIMO Equalizer

In the HSPA+ system with the MIMO transmission mode, a precoding matrix is applied to two streams of Walsh coded and scrambled information vectors (see Fig. 2). By denoting the precoded transmit chip sequences as \( x_1[n] \) and \( x_2[n] \), respectively, the relationship between the transmit and received sequences at each receive antenna can be expressed as

\[
y_1[n] = \sum_k h_{11}[k]x_1[n-k] + \sum_k h_{12}[k]x_2[n-k] + v_1[n] \quad \text{(Antenna 1)}
\]

\[
y_2[n] = \sum_k h_{21}[k]x_1[n-k] + \sum_k h_{22}[k]x_2[n-k] + v_2[n] \quad \text{(Antenna 2)}
\]

where \( y_i[n] \) is the received signal for antenna \( i \), \( h_{ij}[n] \) is the overall channel impulse response (including transmit filter, propagation channel impulse response, and receiver filter) between the transmit antenna \( j \) and receive antenna \( i \), and \( v_i[n] \sim \mathcal{CN}(0, N_0) \) is the complex Gaussian noise vector.

For developing the LMMSE equalizer [10] of the MIMO-HSPA+ system, we use the following frequency domain representation as

\[
y_1(\omega) \approx h_{11}(\omega)x_1(\omega) + h_{12}(\omega)x_2(\omega) + v_1(\omega) \quad (3)
\]

\[
y_2(\omega) \approx h_{21}(\omega)x_1(\omega) + h_{22}(\omega)x_2(\omega) + v_2(\omega) \quad (4)
\]

where \( y_i(\omega), x_i(\omega), h_{ij}(\omega), \) and \( v_i(\omega) \) are the discrete Fourier transform (DFT) of \( y_i[n], x_i[n], h_{ij}[n], \) and \( v_i[n] \), respectively. Note that an approximation error caused by the DFT of the linear convolution in (1) and (2) will be negligible if the DFT size chosen is much larger than the length of the overall channel impulse response [11]. Using the matrix-vector form, (3) and (4) can be simplified to

\[
y(\omega) = H(\omega)x(\omega) + v(\omega)
\]

where \( y(\omega) = [y_1^T(\omega) \ y_2^T(\omega)]^T \) and \( H(\omega) = [h_{11}[\omega] h_{12}[\omega]]^T \), where \( h_1(\omega) = [h_{11}[\omega] h_{12}[\omega]]^T \) and \( h_2(\omega) = [h_{21}[\omega] h_{22}[\omega]]^T \). Also, \( x(\omega) = [x_1^T(\omega) \ x_2^T(\omega)]^T \) and \( v(\omega) = [v_1^T(\omega) v_2^T(\omega)]^T \). In what follows, we drop \( \omega \) and use \( y = Hx + v \) for notational simplicity.

The linear MMSE estimate \( \hat{x} \) is [12], [13]

\[
\hat{x} = R_{xy}R_{yy}^{-1}(y - E[y]).
\]

Using \( E[xx^H] = S \) and \( E[|v|^2] = N_0I \), the crosscorrelation \( R_{xy} \) between \( y \) and \( x \) becomes \( R_{xy} = SH^H \) and the autocorrelation of \( y \) is \( R_{yy} = (SHH^H + N_0I) \). These together with the fact that \( E[y] = 0 \), we have

\[
\hat{x} = SH^H(SHH^H + N_0I)^{-1}y
\]

\[
= \frac{S}{N_0}H^H\left(\frac{S}{N_0}HH^H + I\right)^{-1}y.
\]

By taking the inverse FFT of \( \hat{x} \), we can obtain the equalized chip sequence \( \hat{x}[n] \).
B. NMSE Analysis of HSPA MIMO Equalizer

In this subsection, we investigate the asymptotic behavior of the LMMSE based MIMO equalizer for HSPA+ system for motivating our approach of interstream interference cancelled equalizer in Section III. Towards the end, we consider the normalized covariance $C_{\text{norm}}(x, \hat{x}) = \frac{1}{S} E[|x - \hat{x}|^2]$ of the LMMSE estimate in (7). It is well-known that $E[|x - \hat{x}|^2] = (R_{xx}^{-1} + H^H R_{v\text{v}} H)^{-1}$ [12] and hence

$$C_{\text{norm}}(x, \hat{x}) = \left( I + \frac{1}{S} \frac{1}{s} \frac{1}{s} \right)^{-1}$$

$$= \left( I + \frac{1}{S} \frac{1}{s} \frac{1}{s} \right)^{-1}$$

where $R_{xx} = \sigma^2 I$, $R_{v\text{v}} = N_0 I$ and $\text{SNR} = \frac{\sigma^2}{N_0}$. Furthermore, if $h_1$ and $h_2$ denote the first and second column vectors of $H$, respectively, then we have

$$C_{\text{norm}}(x, \hat{x}) = \left( I + \frac{1}{S} \frac{1}{s} \frac{1}{s} \right)^{-1}$$

Let the two stream interference, we can effectively reduce the power of $h_2$, which can be translated into reduction in the NMSE of $x_1$. In the same way, cancellation of $x_1$ will result in the reduction of the NMSE of $x_2$. To achieve this goal, two separate equalizers, one for $x_1$ estimation and the other for $x_2$ estimation, are employed (see Fig. 1). As shown in Fig. 2, the proposed scheme consists of two sets of equalizer followed by inverse precoding, channel despreader, symbol slicer, retransmission chain, and interference canceller.

A. Interstream Interference Cancellation

The cancellation process of the proposed method is done separately for each stream. In the input of the first equalizer for estimating $x_1$, the second stream is cancelled out and hence the new observation becomes

$$y_1' = h_{11} x_1 + h_{12} (x_2 - \hat{x}_2) + v_1$$

$$y_2' = h_{21} x_1 + h_{22} (x_2 - \hat{x}_2) + v_2$$

where $\hat{x}_2$ is the estimated stream of $x_2$. Similarly, the new observation for the second equalizer is

$$y_1'' = h_{11} (x_1 - \hat{x}_1) + h_{12} x_2 + v_1$$

$$y_2'' = h_{21} (x_1 - \hat{x}_1) + h_{22} x_2 + v_2$$

Since the treatment of $y'$ and $y''$ is essentially same, we focus only on the $y'$ in the sequel. Rewriting (7), the equalizer output $\hat{x}_2$ can be expressed as

$$\hat{x}_2 = \text{SNR}_2 H_{x_2}^H \left( \text{SNR}_1 h_1^H + \text{SNR}_2 h_2^H + I \right)^{-1} y.$$ 

Using the matrix inversion lemma [14], (17) becomes

$$\hat{x}_2 = \frac{\text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2^2 - \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2} x_2 + \frac{1}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2} v$$

where $\Sigma = \text{SNR}_1 h_1^H + I$. Under the assumption that $h_2^H \Sigma^{-1} h_2$ is larger than $h_2^H \Sigma^{-1} h_2$ and $h_2^H \Sigma^{-1} v$, $\hat{x}_2 \approx \frac{1}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2} x_2$ and hence (13) and (14) becomes

$$y_1' \approx h_{11} x_1 + h_{12} x_2 + v_1$$

$$y_2' \approx h_{21} x_1 + h_{22} x_2 + v_2$$

where $\beta = \frac{1}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2}$ indicates the amount of attenuation of the interstream interference $x_2$ in $y'$. The vector form of (19) and (20) is $y' \approx \left[ \frac{1}{\beta} \frac{\beta}{\beta} \right] x + v$ and the NMSE in (10) is rewritten as

$$\text{NMSE}(x_1, \hat{x}_1) = \frac{1}{\text{SNR}} \left( \frac{1}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2} x_2 + \frac{1}{1 + \text{SNR}_2 H_{x_2}^H \Sigma^{-1} h_2} v \right)^2$$

As shown in Fig. 3(a), when $\beta$ decreases, the denominator increases and thereby reduces $\text{NMSE}(x_1, \hat{x}_1)$. General form

III. ITERATIVE INTERSTREAM INTERFERENCE CANCELLATION

The proposed scheme employs interstream interference cancellation to improve the equalizer performance. The key observation in our approach is that the cancellation of $x_2$ can be interpreted as the reduction in the magnitude of $h_2$, which can be translated into reduction in the NMSE of $x_1$. In the same way, cancellation of $x_1$ will result in the reduction of the NMSE of $x_2$. To achieve this goal, two separate equalizers, one for $x_1$ estimation and the other for $x_2$ estimation, are employed (see Fig. 1). As shown in Fig. 2, the proposed scheme consists of two sets of equalizer followed by inverse precoding, channel despreader, symbol slicer, retransmission chain, and interference canceller.
the observation vector when we perform an iterative inter-
stream cancellation is
\[ y^{(\ell+1)} \approx \begin{bmatrix} h_1 & \beta_\ell h_2 \end{bmatrix} x + \nu \]  
(22)
where \( \beta_\ell \) is the attenuation factor of the interstream interference \( x_2 \) at the \( \ell \)-th iteration. Noting that \( E[|x_2 - \hat{x}_2|^2] \approx E[|\beta_\ell x_2|^2] = \beta_\ell^2 \sigma^2 \) and also recalling that \( \text{NMSE}(x_2, \hat{x}_2) = \frac{1}{2} E[|x_2 - \hat{x}_2|^2] \), we have
\[ \beta_{\ell+1} = \frac{1}{\text{SNR} \left( ||h_2||^2 - \frac{\beta_\ell^2 ||h_2||^2 ||h_1||^2}{\text{SNR} + 1} \right)} \]  
(23)
We observe from Fig. 3(b) that \( \beta \) decreases as the iteration number increases. However, it converges fast so that maximal performance gain can be achieved with only a few iterations.

B. Nonlinear MMSE based Soft Symbol Slicing and Retrans-
mission
In order to ensure the performance improvement of the proposed method over the MIMO equalization technique, reliability of the symbol decision process should be guaranteed. Since it is well known that hard slicing often causes an error propagation [15], we employ the nonlinear MMSE estimation for symbol slicing. Denoting the input of symbol slicer as \( \hat{r}_i[n] = s_i[n] + v_i[n] \)  
(24)
where \( s_i[n] \) and \( v_i[n] \) are the symbol and noise after the equalization, inverse precoding, descrambling and despreading. The output of the NL-MMSE based soft slicer is [12]
\[ \hat{s}_i[n] = \arg \max_m E[s_m | \hat{r}_i] \]
\[ = \arg \max_m \frac{\sum_m s_m P(\hat{r}_i|s_m)P(s_m)}{\sum_m P(\hat{r}_i|s_m)P(s_m)} \]  
(25)
Under the equal prior assumption on \( P(s_m) \) and Gaussian model for \( v_i[n] \), (25) becomes
\[ \hat{s}_i[n] = \arg \max_m \sum_m s_m \exp \left( -\frac{|\hat{r}_i[n] - s_m|^2}{2\sigma^2} \right) \]  
(26)
where the noise power \( \sigma^2 \) can be obtained using the pilot signal as \( \sigma^2 = \frac{1}{2} E[|\hat{r}_i[n] - \hat{r}_i[n-1]|^2] \). For a high SNR condition \( (\sigma^2 \gg 1) \), the MMSE estimate approximates to the hard decision since a single exponential term gets close to 1 while all other terms become negligible. On the contrary, as no dominant term exists for a code channel with low SNR, one can observe that \( \hat{s}_i[n] \) is expressed as the sum of several terms and thus the magnitude of \( \hat{s}_i[n] \) will be moderately small. Owing to the suppression of the unreliable symbol, the NL-MMSE symbol slicing is in general more robust to the error propagation than the hard decision based symbol slicing.
Finally, retransmission follows the footsteps of the basesta-
...
simulated propagation channel is generated based on the ITU Pedestrian A and B (Ped. A and B) model [16] (see Table I). Seven physical layer data channels (HS-PDSCH) with QPSK modulation are used to generate a transmit datastream. As a measure for the performance, the bit error rate (BER) of data channels is used.

**B. Simulations Results**

**Fig. 4.** BER performance for SNR variation.

Fig. 4 shows the BER performance of conventional methods [17] including the Rake and LMMSE MIMO equalizer as well as the proposed method. Due to the existence of strong interstream interference, we expect that the proposed approach outperforms the conventional MIMO equalizer. Also, as mentioned in Section III.A, we expect that the gain obtained per iteration diminishes so that most of gain is achieved at the first and second iterations. For example, at 0.5% BER, the proposed method achieves about 2.5 dB (after first iteration) and 3 dB (after second iteration) gain when compared with the LMMSE equalizer, while the gain after the third iteration is almost same as that of the second iteration.

In Fig. 5, we check the performance of the LMMSE equalizer and the proposed method for various slicing options. In our experiment, we test the soft slicing (nonlinear MMSE slicing), linear MMSE slicing, and hard slicing. These results clearly demonstrate that the performance of the proposed approach depends strongly on the symbol estimation quality. Specifically, when the hard slicing is employed, the proposed approach suffers almost 1 dB loss over the conventional MIMO equalizer because the accumulation of the estimation error induces error propagation. In contrast, as the NL-MMSE slicing moderates the effect of error propagation by suppressing unreliable symbols, the proposed scheme with the NL-MMSE slicing outperforms that with the linear MMSE slicing and hard slicing as well as the conventional MIMO equalizer.

Finally, we check the performance of the proposed scheme when a channel decoder is employed. In this case, as shown in Fig. 6, the APP generation, interleaver (deinterleaver), and the channel decoder are additionally required between the soft symbol slicer and transmit chip generator. As a channel decoder, standard 3GPP half rate \( r = 1/2 \) Turbo code with \( g_0(D) = 1 + D^2 + D^3 \) and \( g_1(D) = 1 + D + D^3 \) is employed [1] and the iteration number of the Turbo decoder is set to 8. Fig. 7 shows the BER performance of the proposed

<table>
<thead>
<tr>
<th>Table I</th>
<th>CHANNEL PARAMETERS FOR SIMULATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ITU pedestrian A channel</td>
</tr>
<tr>
<td></td>
<td>Relative delay (ns)</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Average power (dB)</td>
</tr>
<tr>
<td></td>
<td>ITU pedestrian B channel</td>
</tr>
<tr>
<td></td>
<td>Relative delay (ns)</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Average power (dB)</td>
</tr>
</tbody>
</table>

Fig. 5. BER performance of proposed method for various slicing options (Iter=1).

Fig. 6. The structure of proposed method employing channel decoder. \( L_E, L_A \), and \( L_1 \) are a priori information and extrinsic information of the decoder, respectively, and \( \hat{b} \) is the decoded binary bit.
method employing channel decoding. Since the scheme with the channel decoder generates symbols with improved error performance, re-generated interstream interferences becomes more accurate, and hence the effective channel gets closer to the SIMO channel. Indeed, as shown in Fig. 7, the proposed method brings significantly better algorithmic gain as well as the diversity gain than the scheme without decoder. For example, at 0.01% BER, the gain of the proposed method over the conventional MIMO equalization is 1.5 dB after the first iteration, and that increases to 2 and 2.3 dB after the second and third iterations, respectively.

V. CONCLUSION

The main purpose of this work is to provide an interstream interference cancellation strategy for CDMA system with frequency selective MIMO channels. Motivated by the fact that the SIMO equalizer is more robust to ill-behavior of channel than MIMO equalizer, we employed the iterative interstream interference cancellation and SIMO equalization for improving the performance of MIMO-CDMA systems. From the simulation on downlink of HSPA+ system, we observed that the proposed method achieves substantial gain over the conventional LMMSE MIMO equalization. Other than the HSPA+ applications primarily considered in this paper, the proposed method can be applied to any system under frequency selective MIMO channels (e.g., single-carrier frequency domain equalization [10] in LTE-uplink)
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