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Abstract—Recommender systems are becoming increasingly important to individual users and businesses for providing personalized recommendations. However, while the majority of algorithms proposed in recommender systems literature have focused on improving recommendation accuracy (as exemplified by the recent Netflix Prize competition), other important aspects of recommendation quality, such as the diversity of recommendations, have often been overlooked. In this paper, we introduce and explore a number of item ranking techniques that can generate recommendations that have substantially higher aggregate diversity across all users while maintaining comparable levels of recommendation accuracy. Comprehensive empirical evaluation consistently shows the diversity gains of the proposed techniques using several real-world rating datasets and different rating prediction algorithms.
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1 Introduction

In the current age of information overload, it is becoming increasingly harder to find relevant content. This problem is not only widespread but also alarming [28]. Over the last 10-15 years, recommender systems technologies have been introduced to help people deal with these vast amounts of information [1], [7], [9], [30], [36], [39], and they have been widely used in research as well as e-commerce applications, such as the ones used by Amazon and Netflix.

The most common formulation of the recommendation problem relies on the notion of ratings, i.e., recommender systems estimate ratings of items (or products) that are yet to be consumed by users, based on the ratings of items already consumed. Recommender systems typically try to predict the ratings of unknown items for each user, often using other users’ ratings, and recommend top $N$ items with the highest predicted ratings. Accordingly, there have been many studies on developing new algorithms that can improve the predictive accuracy of recommendations. However, the quality of recommendations can be evaluated along a number of dimensions, and relying on the accuracy of recommendations alone may not be enough to find the most relevant items for each user [24], [32]. In particular, the importance of diverse recommendations has been previously emphasized in several studies [8], [10], [14], [33], [46], [54], [57]. These studies argue that one of the goals of recommender systems is to provide a user with highly idiosyncratic or personalized items, and more diverse recommendations result in more opportunities for users to get recommended items, while maintaining an acceptable level of accuracy [8], [33], [46], [54], [57]. These studies measure recommendation diversity from an individual user’s perspective (i.e., individual diversity).

In contrast to individual diversity, which has been explored in a number of papers, some recent studies [10], [14] started examining the impact of recommender systems on sales diversity by considering aggregate diversity of recommendations across all users. Note that high individual diversity of recommendations does not necessarily imply high aggregate diversity. For example, if the system recommends to all users the same five best-selling items that are not similar to each other, the recommendation list for each user is diverse (i.e., high individual diversity), but only five distinct items are recommended to all users and purchased by them (i.e., resulting in low aggregate diversity or high sales concentration).

While the benefits of recommender systems that provide higher aggregate diversity would be apparent to many users (because such systems focus on providing wider range of items in their recommendations and not mostly bestsellers, which users are often capable of discovering by themselves), such systems could be beneficial for some business models as well [10], [11], [14], [20]. For example, it would be profitable to Netflix if the recommender systems can encourage users to rent “long-tail” type of movies (i.e., more obscure items that are located in the tail of the sales distribution [2]) because they are less costly to license and acquire from distributors than new-release or highly-popular movies of big studios [20]. However, the impact of recommender systems on aggregate diversity in real-world e-commerce applications has not been well-understood. For example, one study [10], using data from online clothing retailer, confirms the “long tail” phenomenon that refers to the increase in the tail of the sales distribution (i.e., the increase in aggregate diversity) attributable to the usage of the recommender system. On the other hand, another study [14] shows a contradictory finding that recommender systems actually can reduce the aggregate diversity in sales. This can be explained by the fact that the idiosyncratic items often have limited historical data and, thus, are more difficult to recom-
mend to users; in contrast, popular items typically have more ratings and, therefore, can be recommended to more users. For example, in the context of Netflix Prize competition [6], [22], there is some evidence that, since recommender systems seek to find the common items (among thousands of possible movies) that two users have watched, these systems inherently tend to avoid extremes and recommend very relevant but safe recommendations to users [50].

As seen from this recent debate, there is a growing awareness of the importance of aggregate diversity in recommender systems. Furthermore, while, as mentioned earlier, there has been significant amount of work done on improving individual diversity, the issue of aggregate diversity in recommender systems has been largely untouched. Therefore, in this paper, we focus on developing algorithmic techniques for improving aggregate diversity of recommendations (which we will simply refer to as diversity throughout the paper, unless explicitly specified otherwise), which can be intuitively measured by the number of distinct items recommended across all users.

Higher diversity (both individual and aggregate), however, can come at the expense of accuracy. As known well, there is a tradeoff between accuracy and diversity because high accuracy may often be obtained by safely recommending to users the most popular items, which can clearly lead to the reduction in diversity, i.e., less personalized recommendations [8], [33], [46]. And conversely, higher diversity can be achieved by trying to uncover and recommend highly idiosyncratic or personalized items for each user, which often have less data and are inherently more difficult to predict, and, thus, may lead to a decrease in recommendation accuracy.

Table 1 illustrates an example of accuracy and diversity tradeoff in two extreme cases where only popular items or long-tail type items are recommended to users, using MovieLens rating dataset (datasets used in this paper are discussed in Section 5.1). In this example, we used a popular recommendation technique, i.e., neighborhood-based collaborative filtering (CF) technique [9], to predict unknown ratings. Then, as candidate recommendations for each user, we considered only the items that were predicted above the pre-defined rating threshold to assure the acceptable level of accuracy, as is typically done in recommender systems. Among these candidate items for each user, we identified the item that was rated by most users (i.e., the item with the largest number of known ratings) as a popular item, and the item that was rated by least number of users (i.e., the item with the smallest number of known ratings) as a long-tail item. As illustrated by Table 1, if the system recommends each user the most popular item (among the ones that had a sufficiently high predicted rating), it is much more likely for many users to get the same recommendation (e.g., the bestselling item). The accuracy measured by precision-in-top-1 metric (i.e., the percentage of truly “high” ratings among those that were predicted to be “high” by the recommender system) is 82%, but only 49 popular items out of approximately 2000 available distinct items are recommended across all users. The system can improve the diversity of recommendations from 49 up to 695 (a 14-fold increase) by recommending the long-tail item to each user (i.e., the least popular item among highly-predicted items for each user) instead of the popular item. However, high diversity in this case is obtained at the significant expense of accuracy, i.e., drop from 82% to 68%.

The above example shows that it is possible to obtain higher diversity simply by recommending less popular items; however, the loss of recommendation accuracy in this case can be substantial. In this paper, we explore new recommendation approaches that can increase the diversity of recommendations with only a minimal (negligible) accuracy loss using different recommendation ranking techniques. In particular, traditional recommender systems typically rank the relevant items in a descending order of their predicted ratings for each user and then recommend top N items, resulting in high accuracy. In contrast, the proposed approaches consider additional factors, such as item popularity, when ranking the recommendation list to substantially increase recommendation diversity while maintaining comparable levels of accuracy. This paper provides a comprehensive empirical evaluation of the proposed approaches, where they are tested with various datasets in a variety of different settings. For example, the best results show up to 20-25% diversity gain with only 0.1% accuracy loss, up to 60-80% gain with 1% accuracy loss, and even substantially higher diversity improvements (e.g., up to 250%) if some users are willing to tolerate higher accuracy loss.

In addition to providing significant diversity gains, the proposed ranking techniques have several other advantageous characteristics. In particular, these techniques are extremely efficient, because they are based on scalable sorting-based heuristics that make decisions based only on the “local” data (i.e., only on the candidate items of each individual user) without having to keep track of the “global” information, such as which items have been recommended across all users and how many times. The techniques are also parameterizable, since the user has the control to choose the acceptable level of accuracy for which the diversity will be maximized. Also, the proposed ranking techniques provide a flexible solution to improving recommendation diversity because: they are applied after the unknown item ratings have been estimated and, thus, can achieve diversity gains in conjunction with a number of different rating prediction techniques, as illustrated in the paper; as mentioned above, the vast majority of current recommender systems already employ some ranking approach, thus, the proposed techniques would not introduce new types of procedures into recommender systems (they would replace existing ranking procedures); the proposed ranking approaches do not require any additional information about users (e.g., demographics) or items (e.g., content features) aside from the ratings data, which makes them applicable in a wide variety of recommendation contexts.

The remainder of the paper is organized as follows. Section 2 reviews relevant literature on traditional recommendation algorithms and the evaluation of recommendation quality. Section 3 describes our motivations for alternative recommendation ranking techniques, such as item popularity. We then propose several additional ranking techniques in Section 4, and
the main empirical results follow in Section 5. Additional experiments are conducted to further explore the proposed ranking techniques in Section 6. Lastly, Section 7 concludes the paper by summarizing the contributions and future directions.

2 Related Work
2.1 Recommendation Techniques for Rating Prediction
Recommender systems are usually classified into three categories based on their approach to recommendation: content-based, collaborative, and hybrid approaches [1], [3]. Content-based recommender systems recommend items similar to the ones the user preferred in the past. Collaborative filtering (CF) recommender systems recommend items that users with similar preferences (i.e., “neighbors”) have liked in the past. Finally, hybrid approaches can combine content-based and collaborative methods in several different ways. Recommender systems can also be classified based on the nature of their algorithmic technique into heuristic (or memory-based) and model-based approaches [1], [9]. Heuristic techniques typically calculate recommendations based directly on the previous user activities (e.g., transactional data or rating values). One of the commonly used heuristic techniques is a neighborhood-based approach that finds nearest neighbors that have tastes similar to those of the target user [9], [13], [34], [36], [40]. In contrast, model-based techniques use previous user activities to first learn a predictive model, typically using some statistical or machine-learning methods, which is then used to make recommendations. Examples of such techniques include Bayesian clustering, aspect model, flexible mixture model, matrix factorization, and other methods [4], [5], [9], [25], [44], [48].

In real world settings, recommender systems generally perform the following two tasks in order to provide recommendations to each user. First, the ratings of unrated items are estimated based on the available information (typically using known user ratings and possibly also information about item content or user demographics) using some recommendation algorithm. And second, the system finds items that maximize the user’s utility based on the predicted ratings, and recommends them to the user. Ranking approaches proposed in this paper are designed to improve the recommendation diversity in the second task of finding the best items for each user.

Because of the decomposition of rating estimation and recommendation ranking tasks, our proposed ranking approaches provide a flexible solution, as mentioned earlier: they do not introduce any new procedures into the recommendation process and also can be used in conjunction with any available rating estimation algorithm. In our experiments, to illustrate the broad applicability of the proposed recommendation ranking approaches, we used them in conjunction with the most popular and widely employed CF techniques for rating prediction: a heuristic neighborhood-based technique and a model-based matrix factorization technique.

Before we provide an overview of each technique, we introduce some notation and terminology related to recommendation problem. Let \( U \) be the set of users of a recommender system, and let \( I \) be the set of all possible items that can be recommended to users. Then, the utility function that represents the preference of item \( i \in I \) by user \( u \in U \) is often defined as \( R:U \times I \rightarrow \) Rating, where Rating typically represents some numeric scale used by the users to evaluate each item. Also, in order to distinguish between the actual ratings and the predictions of the recommender system, we use the \( R(u,i) \) notation to represent a known rating (i.e., the actual rating that user \( u \) gave to item \( i \)), and the \( R^*(u,i) \) notation to represent an unknown rating (i.e., the system-predicted rating for item \( i \) that user \( u \) has not rated before).

**Neighborhood-based CF technique**

There exist multiple variations of neighborhood-based CF techniques [9], [36], [40]. In this paper, to estimate \( R^*(u,i) \), i.e., the rating that user \( u \) would give to item \( i \), we first compute the similarity between user \( u \) and other users \( u' \) using a cosine similarity metric [9], [40]:

\[
sim(u,u') = \frac{\sum_{i \in R(u)} R(u,i) \cdot R(u',i)}{\sqrt{\sum_{i \in R(u)} R(u,i)^2} \sqrt{\sum_{i \in R(u')} R(u',i)^2}},
\]

where \( I(u,u') \) represents the set of all items rated by both user \( u \) and user \( u' \). Based on the similarity calculation, set \( N(u) \) of nearest neighbors of user \( u \) is obtained. The size of set \( N(u) \) can range anywhere from 1 to \( |U| - 1 \), i.e., all other users in the dataset. Then, \( R^*(u,i) \) is calculated as the adjusted weighted sum of all known ratings \( R(u,i) \), where \( u' \in N(u) \) [13], [34]:

\[
R^*(u,i) = \frac{\sum_{u' \in N(u)} \sim(u,u') \left( R(u,i) - \overline{R(u)} \right)}{\sum_{u' \in N(u)} \sim(u,u')}
\]

Here \( \overline{R(u)} \) represents the average rating of user \( u \).

A neighborhood-based CF technique can be user-based or item-based, depending on whether the similarity is calculated between users or items. Formulas (1) and (2) represent the user-based approach, but they can be straightforwardly rewritten for the item-based approach because of the symmetry between users and items in all neighborhood-based CF calculations [40]. In our experiments we used both user-based and item-based approaches for rating estimation.

**Matrix factorization CF technique**

Matrix factorization techniques have been the mainstay of numerical linear algebra dating back to the 1970s [16], [21], [27] and have recently gained popularity in recommender systems applications because of their effectiveness in improving recommendation accuracy [41], [47], [52], [55]. Many variations of matrix factorization techniques have been developed to solve the problems of data sparsity, overfitting, and convergence speed, and they turned out to be a crucial component of many well-performing algorithms in the popular Netflix Prize\(^1\) competition [4], [5], [6], [15], [22], [29], [30]. We implemented the basic version of this technique, as presented in [15]. With the assumption that a user’s rating for an item is composed of a sum of preferences about the various features of that item, this model is induced by Singular Value Decomposition (SVD) on the user-item ratings matrix. In particular, using \( K \) features (i.e., rank-K SVD), user \( u \) is associated with a user-factors vector \( p_u \) (the user’s preferences for \( K \) features), and item \( i \) is associated with an item-factors vector \( q_i \) (the item’s importance weights for \( K \) features). The preference of how much user \( u \) likes item \( i \) denoted by \( R^*(u,i) \), is predicted by taking an inner product of the two vectors, i.e.,

\[
R^*(u,i) = p_u^T q_i.
\]

\(^1\) More information can be found at www.netflixprize.com.
All values in user- and item-factor vectors are initially assigned to arbitrary numbers and estimated with a simple gradient descent technique as described in (4). User- and item-factor vectors are iteratively updated with learning rate parameter (θ) as well as regularization parameter (λ), which is used to minimize overfitting, until the minimum improvement in predictive accuracy or a pre-defined number of iterations per feature is reached. One learning iteration is defined as:

For each rating \( R(u, i) \)

\[
err = R(u, i) - p_u^T q_i \\
p_e = p_u + \theta (err \times q_i - \lambda \times p_e) \\
q_i = q_i + \theta (err \times p_e - \lambda \times q_i)
\]

End For

Finally, unknown ratings are estimated with the final two vectors \( p_u \) and \( q_i \) as stated in (3). More details on variations of matrix factorization techniques used in recommender systems can be found in [4], [5], [30], [52], [55].

### 2.2 Accuracy of Recommendations

Numerous recommendation techniques have been developed over the last few years, and various metrics have been employed for measuring the accuracy of recommendations, including statistical accuracy metrics and decision-support measures [24]. As examples of statistical accuracy metrics, mean absolute error (MAE) and root mean squared error (RMSE) metrics measure how well a system can predict an exact rating value for a specific item. Examples of decision-support metrics include precision (the percentage of truly “high” ratings among those that were predicted to be “high” by the recommender system), recall (the percentage of correctly predicted “high” ratings among all the ratings known to be “high”), and F-measure, which is a harmonic mean of precision and recall. In particular, the ratings of the datasets that we used in our experiments are integers between 1 and 5, inclusive, where higher value represents a better-like item. As commonly done in recommender systems literature, we define the items greater than 3.5 (threshold for “high” ratings, denoted by \( T_{hi} \)) as “highly-ranked” and the ratings less than 3.5 as “non-highly-ranked.” Furthermore, in real-world settings, recommender systems typically recommend the most highly-ranked \( N \) items since users are usually interested in only several most relevant recommendations, and this list of \( N \) items for user \( u \) can be defined as \( L_N(u) = \{i_u, \ldots, i_k\} \), where \( R^*(u, i) \geq T_{hi} \) for all \( k \in \{1, 2, \ldots, N\} \). Therefore, in our paper, we evaluate the recommendation accuracy based on the percentage of truly “highly-ranked” ratings, denoted by \( \text{correct}(L_N(u)) \), among those that were predicted to be the \( N \) most relevant “highly ranked” items for each user, \( i.e., \) using the popular precision-in-top-\( N \) metric [24]. The metric can be written formally as:

\[
\text{precision-in-top-} N = \frac{\sum_{u \in U} \text{correct}(L_N(u))}{\sum_{u \in U} |L_N(u)|},
\]

where

\[
\text{correct}(L_N(u)) = \{i \in L_N(u) | R(u, i) \geq T_{hi}\}.
\]

Note that the diversity-in-top-\( N \) metric can also serve as an indicator of the level of personalization provided by a recommender system. For example, a very low diversity-in-top-\( N \) indicates that all users are being recommended the same top-\( N \) items (low level of personalization), whereas a very high diversity-in-top-\( N \) points to the fact that every user receives her own unique top-\( N \) items (high level of personalization).

In summary, the goal of the proposed ranking approaches is to improve the diversity of recommendations; however, as described in Section 1, there is a potential tradeoff between recommendation accuracy and diversity. Thus, in this paper, we aim to find techniques that can improve aggregate diversity of recommendations while maintaining adequate accuracy.

### 2.3 Diversity of Recommendations

As mentioned in Section 1, the diversity of recommendations can be measured in two ways: individual and aggregate.

Most of recent studies have focused on increasing the individual diversity, which can be calculated from each user’s recommendation list \( i.e., \) an average dissimilarity between all pairs of items recommended to a given user [8], [33], [46], [54], [57]. These techniques aim to avoid providing too similar recommendations for the same user. For example, some studies [8], [46], [57] used an intra-list similarity metric to determine the individual diversity. Alternatively, [54] used a new evaluation metric, item novelty, to measure the amount of additional diversity that one item brings to a list of recommendations. Moreover, the loss of accuracy, resulting from the increase in diversity, is controlled by changing the granularity of the underlying similarity metrics in the diversity-conscious algorithms [33].

On the other hand, except for some work that examined sales diversity across all users of the system by measuring a statistical dispersion of sales [10], [14], there have been few studies that explore aggregate diversity in recommender systems, despite the potential importance of diverse recommendations from both user and business perspectives, as discussed in Section 1. Several metrics can be used to measure aggregate diversity, including the percentage of items that the recommender system is able to make recommendations for (often known as coverage) [24]. Since we intend to measure the recommender systems performance based on the top-\( N \) recommended items lists that the system provides to its users, in this paper we use the total number of distinct items recommended across all users as an aggregate diversity measure, which we will refer to as diversity-in-top-\( N \) and formally define as follows:

\[
\text{diversity-in-top-} N = \bigcup_{u \in U} L_N(u).
\]

Note that the diversity-in-top-\( N \) metric can also serve as an indicator of the level of personalization provided by a recommender system. For example, a very low diversity-in-top-\( N \) indicates that all users are being recommended the same top-\( N \) items (low level of personalization), whereas a very high diversity-in-top-\( N \) points to the fact that every user receives her own unique top-\( N \) items (high level of personalization).

In summary, the goal of the proposed ranking approaches is to improve the diversity of recommendations; however, as described in Section 1, there is a potential tradeoff between recommendation accuracy and diversity. Thus, in this paper, we aim to find techniques that can improve aggregate diversity of recommendations while maintaining adequate accuracy.

### 3 Motivations For Recommendation Re-ranking

In this section, we discuss how re-ranking of the candidate items whose predictions are above \( T_{hi} \) can affect the accuracy-diversity tradeoff and how various item ranking factors, such as popularity-based approach, can improve the diversity of recommendations. Note that the general idea of personalized
information ordering is not new; e.g., its importance has been discussed in information retrieval literature [35], [45], including some attempts to reduce redundancy and promote the diversity of retrieved results by re-ranking them [12], [38], [53].

3.1 Standard Ranking Approach

Typical recommender systems predict unknown ratings based on known ratings, using any traditional recommendation technique such as neighborhood-based or matrix factorization CF techniques, discussed in Section 2.1. Then, the predicted ratings are used to support the user’s decision-making. In particular, each user \( u \) gets recommended a list of top-\( N \) items, \( L_u(t) \), selected according to some ranking criterion. More formally, item \( i \) is ranked ahead of item \( i_o \) (i.e., \( i < i_o \)) if \( \text{rank}(i) < \text{rank}(i_o) \), where \( \text{rank}: I \rightarrow \mathbb{R} \) is a function representing the ranking criterion. The vast majority of current recommender systems use the predicted rating value as the ranking criterion:

\[
\text{rank}_{\text{standard}}(i) = R'(u, i)^{-1}. \tag{5}
\]

The power of -1 in the above expression indicates that the items with highest-predicted (as opposed to lowest-predicted) ratings \( R'(u, i) \) are the ones being recommended to user. In the paper we refer to this as the standard ranking approach, and it shares the motivation with the widely used probability ranking principle in information retrieval literature that ranks the documents in order of decreasing probability of relevance [37].

Note that, by definition, recommending the most highly predicted items selected by the standard ranking approach is designed to help improve recommendation accuracy, but not recommendation diversity. Therefore, new ranking criteria are needed in order to achieve diversity improvement. Since recommending best-selling items to each user typically leads to diversity reduction, recommending less popular items intuitively should have an effect towards increasing recommendation diversity. And, as seen from the example in Table 1 (in Section 1), this intuition has empirical support. Following this motivation, we explore the possibility to use item popularity as a recommendation ranking criterion, and in the next subsection we show how this approach can affect the recommendation quality in terms of accuracy and diversity.

3.2 Proposed Approach: Item Popularity-Based Ranking

Item popularity-based ranking approach ranks items directly based on their popularity, from lowest to highest, where popularity is represented by the number of known ratings that each item has. More formally, item popularity-based ranking function can be written as follows:

\[
\text{rank}_{\text{itempop}}(i) = | \{ i \} |, \quad \text{where} \quad \{ i \} = \{ u \in U \mid \exists R(u, i) \}. \tag{6}
\]

We compared the performance of the item popularity-based ranking approach with the standard ranking approach using MovieLens dataset and item-based CF, and we present this comparison using the accuracy-diversity plot in Fig.1. In particular, the results show that, as compared to the standard ranking approach, the item popularity-based ranking approach increased recommendation diversity from 385 to 1395 (i.e., 3.6 times!); however, recommendation accuracy dropped from 89% to 69%. Here, despite the significant diversity gain, such a significant accuracy loss (20%) would not be acceptable in most real-life personalization applications. Therefore, next we introduce a general technique to parameterize recommendation ranking approaches, which allows to achieve significant diversity gains while controlling accuracy losses (e.g., according to how much loss is tolerable in a given application).

3.3 Controlling Accuracy-Diversity Trade-Off: Parameterized Ranking Approaches

The item popularity-based ranking approach as well as all other ranking approaches proposed in this paper (to be discussed in Section 4) are parameterized with “ranking threshold” \( T_R \in [T_{iu}, T_{max}] \) (where \( T_{max} \) is the largest possible rating on the rating scale, e.g., \( T_{max}=5 \)) to allow user the ability to choose a certain level of recommendation accuracy. In particular, given any ranking function \( \text{rank}_s(i) \), ranking threshold \( T_R \) is used for creating the parameterized version of this ranking function, \( \text{rank}_p(i, T_R) \), which is formally defined as:

\[
\text{rank}_p(i, T_R) = \begin{cases} \text{rank}_s(i), & \text{if} \quad R'(u, i) \in [T_R, T_{max}] \\ \alpha_u + \text{rank}_{\text{standard}}(i), & \text{if} \quad R'(u, i) \in [T_{iu}, T_R]
\end{cases}, \tag{7}
\]

where \( I^*_p(T_R) = \{ i \in I \mid R'(u, i) > T_R \} \), \( \alpha_u = \max_{i \in I^*_p(T_R)} \text{rank}_s(i) \).

Simply put, items that are predicted above ranking threshold \( T_R \) are ranked according to \( \text{rank}_p(i) \), while items that are below \( T_R \) are ranked according to the standard ranking approach \( \text{rank}_{\text{standard}}(i) \). In addition, all items that are above \( T_R \) get ranked ahead of all items that are below \( T_R \) (as ensured by \( \alpha_u \) in the above formal definition). Thus, increasing the ranking threshold \( T_R \in [T_{iu}, T_{max}] \) towards \( T_{max} \) would enable choosing the most highly predicted items resulting in more accuracy and less diversity (becoming increasingly similar to the standard ranking approach); in contrast, decreasing the ranking threshold \( T_R \in [T_{iu}, T_{max}] \) towards \( T_{iu} \) would make \( \text{rank}_p(i, T_R) \) increasingly more similar to the pure ranking function \( \text{rank}_s(i) \), resulting in more diversity with some accuracy loss.

Therefore, choosing different \( T_R \) values in-between the extremes allows the user to set the desired balance between accuracy and diversity. In particular, as Fig. 1 shows, the recommendation accuracy of item popularity-based ranking approach could be improved by increasing the ranking threshold. For example, the item popularity-based ranking approach with ranking threshold 4.4 could minimize the accuracy loss to 1.32%, but still could obtain 83% diversity gain (from 385 to 703), compared to the standard ranking approach. An even higher threshold 4.7 still makes it possible to achieve 20% diversity gain (from 385 to 462) with only 0.06% of accuracy loss.

Also note that, even when there are less than \( N \) items above the ranking threshold \( T_R \) by definition, all the items
above $T_R$ are recommended to a user, and the remaining top-$N$ items are selected according to the standard ranking approach. This ensures that all the ranking approaches proposed in this paper provide the same exact number of recommendations as their corresponding baseline techniques (the ones using the standard ranking approach), which is very important from the experimental analysis point of view as well in order to have a fair performance comparison of different ranking techniques.

### 3.4 General Steps for Recommendation Re-ranking

The item popularity-based ranking approach described above is just one example of possible ranking approaches for improving recommendation diversity, and a number of additional ranking functions, $rank_X(i)$, will be introduced in Section 4. Here, based on the previous discussion in Section 3, we summarize the general ideas behind the proposed ranking approaches, as illustrated by Fig. 2.

The first step, shown in Fig. 2a, represents the standard approach, which, for each user, ranks all the predicted items according to the predicted rating value and selects top-$N$ candidate items, as long as they are above the highly-predicted rating threshold $T_{HR}$. The recommendation quality of the overall recommendation technique is measured in terms of the precision-in-top-$N$ and the diversity-in-top-$N$, as shown in the accuracy-diversity plot at the right side of the example (a).

The second step, illustrated in Fig. 2b, shows the recommendations provided by applying one of the proposed ranking functions, $rank_X(i)$, where several different items (that are not necessarily among $N$ most highly predicted, but are still above $T_{HR}$) are recommended to the user. This way, a user can get recommended more idiosyncratic, long-tail, less frequently recommended items that may not be as widely popular, but can still be very relevant to this user (as indicated by relatively high predicted rating). Therefore, re-ranking the candidate items can significantly improve the recommendation diversity although, as discussed, this typically comes at some loss of recommendation accuracy. The performance graph of the second step (b) demonstrates this accuracy-diversity tradeoff.

The third step, shown in Fig. 2c, can significantly minimize accuracy loss by confining the re-ranked recommendations to the items above newly introduced ranking threshold $T_R$ (e.g., 3.8 out of 5). In this particular illustration, note that the increased ranking threshold makes the fifth recommended item in step (b) (i.e., item with predicted rating value of 3.65) filtered out and the next possible item above the new ranking threshold (i.e. the item predicted as 3.81) is recommended to user $u$. Averaged across all users, this parameterization helps to make the level of accuracy loss fairly small with still a significant diversity gain (as compared to the standard ranking approach), as shown in the performance graph of step (c).

We now introduce several additional item ranking functions, and provide empirical evidence that supports our motivation of using these item criteria for diversity improvement.

### 4 Additional Ranking Approaches

In many personalization applications (e.g., movie or book recommendations), there often exist more highly-predicted ratings for a given user than can be put in her top-$N$ list. This provides opportunities to have a number of alternative ranking approaches, where different sets of items can possibly be recommended to the user. In this section, we introduce six additional ranking approaches that can be used as alternatives to $rank_{standard}$ to improve recommendation diversity, and Fig. 3 provides some empirical evidence that supports the use of these item ranking criteria. Because of the space limitations, in Fig. 3 we present the empirical results for MovieLens dataset; however, consistently similar patterns were found in other datasets (discussed in Section 5.1) as well.

In particular, in our empirical analysis we consistently observed that popular items, on average, are likely to have higher predicted ratings than less popular items, using both heuristic- and model-based techniques for rating prediction, as shown in Fig. 3a. As discussed in Section 3, recommending less popular
items helps to improve recommendation diversity; therefore, as can be immediately suggested from the monotonic relationship between average item popularity and predicted rating value, recommending not as highly predicted items (but still predicted to be above $T_H$) likely implies recommending, on average, less popular items, potentially leading to diversity improvements. Therefore, we propose to use predicted rating value itself as an item ranking criterion:

- **Reverse Predicted Rating Value**, i.e., ranking the candidate (highly predicted) items based on their predicted rating value, from lowest to highest (as a result choosing less popular items, according to Fig. 3a). More formally:

  $$\text{rank}_{\text{RevPred}}(i) = R^*(u, i)$$

We now propose several other ranking criteria that exhibit consistent relationships to predicted rating value, including average rating, absolute likeability, relative likeability, item rating variance, and neighbors’ rating variance, as shown in Figures 3b-3f. In particular, the relationship between predicted rating values and the average actual rating of each item (as explicitly rated by users), shown in Fig. 3b, also supports a similar conjecture that items with lower average rating, on average, are more likely to have lower predicted rating values (likely representing less popular movies) and, thus, such items could be recommended for better diversity.

- **Item Average Rating**, i.e., ranking items according to an average of all known ratings for each item:

  $$\text{rank}_{\text{AvgRating}}(i) = \frac{1}{|U(i)|} \sum_{u \in U(i)} R(u, i)$$

Similarly, the relationship between predicted rating values and item absolute (or relative) likeability, shown in Fig. 3c and 3d, also suggests that the items with lower likeability, on average, are more likely to have lower predicted rating values (likely representing less popular movies) and, thus, could be recommended for better diversity.

- **Item Absolute Likeability**, i.e., ranking items according to how many users liked them (i.e., rated the item above $T_H$):

  $$\text{rank}_{\text{AbsLike}}(i) = |U_{H}(i)|, \text{where } U_{H}(i) = \{u \in U(i) \mid R(u, i) \geq T_H\}$$

- **Item Relative Likeability**, i.e., ranking items according to the percentage of the users who liked an item (among all users who rated it):

  $$\text{rank}_{\text{RelLike}}(i) = \frac{|U_{H}(i)|}{|U(i)|}$$

We can also use two different types of rating variances to improve recommendation diversity. With any traditional recommendation technique, each item’s rating variance (which can be computed from known ratings submitted for that item) can be used for re-ranking candidate items. Also, if any neighborhood-based recommendation technique is used for prediction, we can use the rating variance of neighbors whose ratings are used to predict the rating for re-ranking candidate items. As shown in Fig. 3e and 3f, the relationship between the predicted rating value and each item’s rating variance and the relationship between predicted rating value and neighbors’ rating variance obtained by using a neighborhood-based CF technique demonstrate that highly predicted items tend to be low in both item rating variance and neighbors’ rating variance. In other words, among the highly-predicted ratings (i.e., above $T_H$) there is more user consensus for higher-predicted items than for lower-predicted ones. These findings indicate that re-ranking recommendation list by rating variance and choosing the items with higher variance could improve recommendation diversity.

- **Item Rating Variance**, i.e., ranking items according to each item’s rating variance (i.e., rating variance of users who rated the item):

Fig. 3. Relationships between various item-ranking criteria and predicted rating value, for highly-predicted ratings (MovieLens data)
\[ \text{rank}_\text{itemVar}(i) = \frac{1}{|U(i)| \cap N(u)} \sum_{u \in U(i) \cap N(u)} (R(u, i) - \overline{R}_u(i))^2. \]

- **Neighbors' Rating Variance**, i.e., ranking items according to the rating variance of neighbors of a particular user for a particular item. The closest neighbors of user \( u \) among the users who rated the particular item \( i \), denoted by \( u' \), are chosen from the set of \( U(i) \cap N(u) \).

\[ \text{rank}_\text{NeighVar}(i) = \frac{1}{|U(i) \cap N(u)|} \sum_{u \in U(i) \cap N(u)} (R(u', i) - \overline{R}_u(i))^2 \]

where \( \overline{R}_u(i) = \frac{1}{|U(i) \cap N(u)|} \sum_{u \in U(i) \cap N(u)} R(u, i) \).

In summary, there exist a number of different ranking approaches that can improve recommendation diversity by recommending items other than the ones with topmost predicted rating values to a user. In addition, as indicated in Fig. 1, the degree of improvement (and, more importantly, the degree of tolerable accuracy loss) can be controlled by the chosen ranking threshold value \( T_R \). The next section presents comprehensive empirical results demonstrating the effectiveness and robustness of the proposed ranking techniques.

### 5 Empirical Results

#### 5.1 Data
The proposed recommendation ranking approaches were tested with several movie rating datasets, including MovieLens (data file available at grouplens.org), Netflix (data file available at netflixprize.com), and Yahoo! Movies (individual ratings collected from movie pages at movies.yahoo.com). We preprocessed each dataset to include users and movies with significant rating history, which makes it possible to have sufficient number of highly-predicted items for recommendations to each user (in the test data). The basic statistical information of the resulting datasets is summarized in Table 2. For each dataset, we randomly chose 60% of the ratings as training data and used them to predict the remaining 40% (i.e., test data).

#### 5.2 Performance of Proposed Ranking Approaches
We conducted experiments on the three datasets described in Section 5.1, using three widely popular recommendation techniques for rating prediction, including two heuristic-based (user-based and item-based CF) and one model-based (matrix factorization CF) techniques, discussed in Section 2.1. All seven proposed ranking approaches were used in conjunction with each of the three rating prediction techniques to generate top-\( N \) recommendations to each user on each dataset, with the exception of neighbors' variance-based ranking of model-based predicted ratings. In particular, because there is no concept of neighbors in a pure matrix factorization technique, the ranking approach based on neighbors' rating variance was applied only with heuristic-based techniques. We set predicted rating threshold as \( T_H = 3.5 \) (out of 5) to ensure that only relevant items are recommended to users, and ranking threshold \( T_R \) was varied from 3.5 to 4.9. The performance of each ranking approach was measured in terms of precision-in-top-\( N \) and diversity-in-top-\( N \) (\( N = 1, 5, 10 \)), and, for comparison purposes, its diversity gain and precision loss with respect to the standard ranking approach was calculated.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MovieLens</th>
<th>Netflix</th>
<th>Yahoo! Movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>2,830</td>
<td>3,333</td>
<td>1,349</td>
</tr>
<tr>
<td>Number of movies</td>
<td>1,919</td>
<td>2,092</td>
<td>721</td>
</tr>
<tr>
<td>Number of ratings</td>
<td>775,176</td>
<td>1,067,999</td>
<td>53,622</td>
</tr>
<tr>
<td>Data Sparsity</td>
<td>14.27%</td>
<td>15.32%</td>
<td>5.51%</td>
</tr>
<tr>
<td>Avg # of common movies between two users</td>
<td>64.6</td>
<td>57.3</td>
<td>4.1</td>
</tr>
<tr>
<td>Avg # of common users between two movies</td>
<td>85.1</td>
<td>99.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Avg # of users per movie</td>
<td>404.0</td>
<td>510.5</td>
<td>74.4</td>
</tr>
<tr>
<td>Avg # of movies per user</td>
<td>274.1</td>
<td>320.4</td>
<td>39.8</td>
</tr>
</tbody>
</table>

Consistently with the accuracy-diversity tradeoff discussed in the introduction, all the proposed ranking approaches improved the diversity of recommendations by sacrificing the accuracy of recommendations. However, with each ranking approach, as ranking threshold \( T_R \) increases, the accuracy loss is significantly minimized (smaller precision loss) while still exhibiting substantial diversity improvement. Therefore, with different ranking thresholds, one can obtain different diversity gains for different levels of tolerable precision loss, as compared to the standard ranking approach. Following this idea, in our experiments we compare the effectiveness (i.e., diversity gain) of different recommendation ranking techniques for a variety of different precision loss levels (0.1-10%).

While, as mentioned earlier, a comprehensive set of experiments was performed using every rating prediction technique in conjunction with every recommendation ranking function on every dataset for different number of top-\( N \) recommendations, the results were very consistent across all experiments and, therefore, for illustration purposes and because of the space limitations, we show only three results: each using all possible ranking techniques on a different dataset, a different recommendation technique, and a different number of recommendations. (See Table 3.)

For example, Table 3a shows the performance of the proposed ranking approaches used in conjunction with item-based CF technique to provide top-5 recommendations on the MovieLens dataset. In particular, one can observe that, with the precision loss of only 0.001 or 0.1% (i.e., with precision of 0.891, down from 0.892 of the standard ranking approach), item average rating-based ranking approach can already increase recommendation diversity by 20% (i.e., absolute diversity gain of 78 on top of the 385 achieved by the standard ranking approach). If users can tolerate precision loss up to 1% (i.e., precision of 0.882 or 88.2%), the diversity could be increased by 81% with the same ranking technique; and 5% precision loss (i.e., 84.2%) can provide diversity gains up to 189% for this recommendation technique on this dataset. Substantial diversity improvements can be observed across different ranking techniques, different rating prediction techniques, and different datasets, as shown in Tables 3a, 3b, and 3c.

In general, all proposed ranking approaches were able to provide significant diversity gains, and the best-performing ranking approach may be different depending on the chosen dataset and rating prediction technique. Thus, system designers have the flexibility to choose the most desirable ranking approach based on the data in a given application. We would also like to point out that, since the proposed approaches essentially are implemented as sorting algorithms based on certain ranking heuristics, they are extremely scalable. For exam-
Diversity Gain (column 1) = \[\text{Diversity-in-top-N of proposed ranking approach} \] / \[\text{Diversity-in-top-N of standard ranking approach}\]

Diversity Gain (column 2) = \[\text{Diversity-in-top-N of proposed ranking approach} \] / \[\text{Diversity-in-top-N of standard ranking approach}\]

5.3 Robustness Analysis for Different Parameters

In this subsection, we present robustness analysis of the proposed techniques with respect to several parameters: number of neighbors used in heuristic-based CF, number of features used in matrix factorization CF, number of top-N recommendations provided to each user, the value of predicted rating threshold \(T_{th}\), and the level of data sparsity.

We tested the heuristic-based technique with a different number of neighbors (15, 20, 30, and 50 neighbors) and the model-based technique with a different number of features \((K=8, 16, 32, 64)\). For illustration purposes, Fig. 4a and 4b show how two different ranking approaches for both heuristic-based and model-based rating prediction techniques are affected by different parameter values. While different parameter values may result in slightly different performance (as is well-known in recommender systems literature), the fundamental behavior of the proposed techniques remains robust and consistent, as shown in Fig. 4a and 4b. In other words, using the recommendation ranking techniques with any of the parameter values, it is possible to obtain substantial diversity improvements with only a small accuracy loss.

We also vary the number of top-N recommendations provided by the system. Note that, while it is intuitively clear that top-1, top-5, and top-10 recommendations will provide different accuracy and diversity levels (i.e., it is much easier to accurately recommend one relevant item than relevant 10 items, and it is much easier to have more aggregate diversity when you can provide more recommendations), again we observe that, with any number of top-N recommendations, the proposed techniques exhibit robust and consistent behavior, i.e., they allow to obtain substantial diversity gains at a small accuracy loss, as shown in Fig. 4c. For example, with only 1% precision loss, we were able to increase the diversity from 133 to 311 (134% gain) using the reverse predicted rating value-based ranking approach in the top-1 recommendation task, and from 385 to 635 (70% gain) using the item-popularity-based ranking approach in the top-5 recommendation task.

In addition, our finding that the proposed ranking approaches help to improve recommendation diversity is also robust with respect to the “highly-predicted” rating threshold.
value $T_H$. In particular, with a different threshold, the baseline recommendation accuracy and diversity of the standard ranking approach could be very different, and the number of actual recommendations that are produced by the system (i.e., in case there is a limited number of items that are predicted higher than the minimum threshold) may change. However, again we observe the same consistent ability of the proposed ranking approaches to achieve substantial diversity gains with only a small accuracy loss. For example, as shown in Table 4, with a different predicted rating threshold (i.e., $T_H = 4.5$) and 1% precision loss, we could obtain 68% diversity gain by ranking the recommendations based on item average rating in top-1 recommendation task on MovieLens dataset using item-based CF for rating prediction. Similar improvements were observed for other datasets and rating prediction techniques as well.

Finally, the datasets we used for our experiments (see Table 2) were obtained using a specific sampling (pre-processing) strategy – by choosing items and users with largest number of ratings (i.e., strategy of top users and top items, described as Data 3 in Table 5), which resulted in relatively dense rating datasets. Thus, for robustness analysis, we generated sparser datasets (Data 1 and 2 in Table 5) from the original MovieLens dataset by applying different sampling strategies that have been used in prior literature [51]. Table 5 summarizes the basic characteristics of the resulting datasets, including the strategies for choosing items and users. Fig. 5 illustrates the impact of data sparsity on the recommendation results using one of the proposed re-ranking approaches as an example (i.e., item average rating). More importantly, as shown in Fig. 5, the behavior of the proposed re-ranking techniques remains consistent with different data sampling approaches, i.e., it is possible to obtain diversity improvements with only a small accuracy loss.

### 6 DISCUSSION AND ADDITIONAL ANALYSIS

In this section, we explore and discuss several additional issues related to the proposed ranking approaches.

#### 6.1 Random Ranking Approach

As mentioned earlier, the vast majority of traditional recommender systems adopt the standard ranking approach that ranks the candidate items according to their predicted rating values and, thus, recommends to users the topmost highly predicted items. As discussed in Section 3, since the more highly predicted items, on average, tend to be among the more popular items, using this ranking approach will often result in...
lower recommendation diversity. While the proposed ranking approaches improve the diversity by considering alternative item ranking functions, such as item popularity, we also found that re-ranking the candidate items even at random can provide diversity improvements as compared to the standard ranking approach. Here we defined the random ranking as:

$$Rank_{\text{Random}}(i) = \text{Random}(0,1).$$

where $\text{Random}(0,1)$ is a function that generates uniformly distributed random numbers in the [0, 1] interval. We compare some of the proposed ranking approaches with this random ranking approach in Fig. 6. For example, as shown in Fig. 6a, the random ranking approach increased the diversity from 385 to 596 (55% gain) with 1% precision loss using heuristic-based CF technique on MovieLens dataset. While this gain was not as big as the diversity gain of the average rating-based approach (80% gain), it actually outperformed the neighbors’ rating variance-based approach (35% gain). As another example, as shown in Fig. 6b, with only 0.5% precision loss on Netflix dataset using model-based CF technique, the random ranking approach produced the results that were almost as good (27%) as several best-performing ranking approaches (i.e., 30% gain for the reverse predicted rating-based approach or 33% gain for the relative likeability-based approach).

This provides a valuable insight that, if the goal is to improve recommendation diversity (without significant accuracy loss), even a random recommendation ranking approach can significantly outperform the traditional and widely-used standard ranking approach (based on the predicted rating value). Furthermore, as illustrated in Fig. 6a and 6b, the random ranking approach works consistently well with different datasets and in conjunction with different CF techniques.

### 6.2 Impact of Proposed Ranking Approaches on the Distribution of Recommended Items

Since we measure recommendation diversity as the total number of distinct items that are being recommended across all users, one could possibly argue that, while the diversity can be easily improved by recommending a few new items to some users, it may not be clear whether the proposed ranking approaches would be able to shift the overall distribution of recommended items towards more idiosyncratic, “long tail” recommendations. Therefore, in this subsection we explore how the proposed ranking approaches change the actual distribution of recommended items in terms of their popularity. Following the popular “80-20 rule” or the Pareto principle, we define the top 20% of the most frequently rated items in the training dataset as “bestsellers” and the remaining 80% of items as “long-tail” items. We calculated the percentage of long-tail items among the items recommended across all users by the proposed ranking approaches as well as by the standard ranking approach. The results are shown in Fig. 7.

For example, with the standard ranking approach, the long-tail items consist of only 16% of total recommendations (i.e., 84% of recommendations were of bestsellers) when recommending top-5 items to each user using item-based CF technique on MovieLens dataset, confirming some findings in prior literature that recommender systems often gravitate towards recommending bestsellers and not long-tail items [14]. However, as shown in Fig. 7, the proposed ranking approaches are able to recommend significantly more long-tail items with a small level of accuracy loss, and this distribution becomes even more skewed towards long-tail items if more accuracy loss can be tolerated. For example, with 1% precision loss, the percentage of recommended long-tail items increased from 16% to 21% with neighbors’ rating variance-based ranking approach.

---

### Table 5. MovieLens Datasets with Different Sampling Strategies

<table>
<thead>
<tr>
<th>Sampling strategy</th>
<th>Data 1</th>
<th>Data 2</th>
<th>Data 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Choose users (among 6K users)</td>
<td>Random 2,830 users ranked between 1.5K and 4.5K</td>
<td>Top 2,830 users</td>
<td>Top 2,830 users</td>
</tr>
<tr>
<td>(2) Choose items (among 3K items)</td>
<td>Random 1,919 items ranked 0.5K – 2.5K</td>
<td>Top 1,919 items</td>
<td>Top 1,919 items</td>
</tr>
</tbody>
</table>

- Data 1: top-5 items, item-based CF, 50 neighbors
- Fig. 5. Diversity gains with sparse datasets
- TABLE 5. MOVIELENS DATASETS WITH DIFFERENT SAMPLING STRATEGIES
or to 32% with item popularity and item absolute likeability-based approaches. And with 2.5% or 5% precision loss, the proportion of long-tail items can grow up to 43% and 58%, respectively (e.g., using item popularity ranking technique).

This analysis provides further empirical support to the fact that the proposed ranking approaches increase not just the number of distinct items recommended, but also the proportion of recommended long-tail items, thus, confirming that the proposed techniques truly contribute towards more diverse and idiosyncratic recommendations across all users.

Furthermore, in addition to the distributional analysis based on the simple proportion of the long tail items, we have also used three more sophisticated metrics: entropy [43], Gini coefficient [19], and Herfindahl index [23]. All of these measures provide different ways of measuring distributional dispersion of recommended items across all users, by showing the degree to which recommendations are concentrated on a few popular items (i.e., low diversity) or are more equally spread out across all candidate items (i.e., high diversity). In particular, the entropy-based diversity metric \( \text{Entropy-Diversity} \) is calculated as:

\[
\text{Entropy-Diversity} = -\sum_{i=1}^{n} \left( \frac{\text{rec}(i)}{\text{total}} \right) \ln \left( \frac{\text{rec}(i)}{\text{total}} \right),
\]

where \( \text{rec}(i) \) is the number of users who got recommended item \( i \), \( n \) is the total number of candidate items that were available for recommendation, and \( \text{total} \) is the total number of top-\( N \) recommendations made across all users (i.e., \( \text{total} = N | U \)). We also follow the Gini coefficient, which is a commonly used measure of wealth distribution inequality [19], to calculate the \( \text{Gini-Diversity} \) metric, and the Herfindahl index [23], also known as the concentration index, to calculate the \( \text{Herfindahl-Diversity} \) metric. However, we reverse the scale of the two metrics for more intuitiveness (i.e., so that smaller values represent lower diversity and larger values higher diversity).

As a result, these metrics are calculated as:

\[
\text{Gini-Diversity} = \frac{1}{n(n+1)} \sum_{i=1}^{n} \left( \frac{n+1-i}{n+1} \right) \left( \frac{\text{rec}(i)}{\text{total}} \right),
\]

\[
\text{Herfindahl-Diversity} = 1 - \sum_{i=1}^{n} \left( \frac{\text{rec}(i)}{\text{total}} \right)^2.
\]

Importantly, Fig. 8 (the top three graphs) demonstrates that all three distributional inequality metrics are very highly correlated with our diversity-in-top-\( N \) metric for our various ranking-based approaches. This means that our proposed ranking techniques do not just manipulate our simple diversity-in-top-\( N \) metric to increase the number of different items among the recommendations, but also fundamentally change the distribution of recommended items toward more evenly distributed representation. Fig. 8 (the bottom three graphs) also shows that the ranking approaches exhibit similar patterns of diversity gains (or, more generally, of the accuracy-diversity tradeoff) using these more sophisticated distributional inequality metrics. This provides an additional confirmation that the proposed re-ranking techniques truly contribute towards more diverse and idiosyncratic recommendations across all users.
6.3 Global Optimization-Based Approach

While the focus of this paper is on ranking-based techniques for improving recommendation diversity, we would also like to discuss the feasibility of the more direct, global optimization approach to deal with this problem. Intuitively, one can conceptualize our problem as a multi-criteria optimization problem, where the system should provide recommendations that are as diverse and as accurate as possible. Because of the inherent tradeoff between these two metrics, a common approach to solving multi-criteria optimization problems would be to optimize only one of the criteria and convert the others to constraints. In particular, given some diversity metric $d$ and the target diversity level $D$, we can search the space of all possible top-$N$ recommendation configurations for all users until an optimal configuration is found. Here, every recommendation configuration $LN$ consists of $|U|$ sets of top-$N$ items (one set $L_N(u)$ for each user $u$), and the optimal recommendation configuration maximizes the sum of predicted rating values (as a proxy for high predictive accuracy) while having diversity value at least $D$:

$$\max \sum_{L_N} \sum_{u \in U} R^*(u,i), \text{ subject to } d(L_N) \geq D.$$ 

Because of the sheer size of the solution space and potential complexity of some diversity metrics $d$ (e.g., such as the distributional diversity metrics discussed in Section 6.2), this problem formulation based on the global optimization is not practical for many real world applications, e.g., Netflix, which has 100,000s of users, each of which can possibly be recommended 10,000s of movies. While the global optimization-based approach can promise the highest predictive accuracy for the given level of diversity, this approach would be prohibitive even for applications that are much smaller than Netflix’s.

Note that, for the simpler diversity measures, such as diversity-in-top-$N$ which simply counts the number of different items that appear in the recommendations, it may be feasible to design efficient optimization-based heuristics. For example, one such heuristic for the diversity-in-top-$N$ metric could be: find the most frequently recommended item $i_{\text{max}}$ replace one recommendation of $i_{\text{max}}$ for some user who has another item $i_{\text{new}}$ among the candidate items that has not appeared in any recommendation; and repeat until there are no such replacements possible. Our exploration of several such simple heuristics has resulted in the following two insights. First, our proposed ranking approaches based only on local information (i.e., where recommendation decision can be made within each user, by performing a simple sort on a single numeric value) are significantly faster than even such simple global heuristics that have to keep track which items have been recommended across all users and how many times. And second, while these global heuristics perform well for the simple diversity-in-top-$N$ metric, they are “overspecialized” for it, i.e., they do not fundamentally change the distribution of recommended movies towards more even representation. In particular, for a given level of accuracy loss, while the optimization-based heuristics were able to achieve better diversity-in-top-$N$ as compared to our proposed ranking techniques, they performed worse according to the distributional diversity metrics (entropy, Gini, and Herfindahl), which further emphasizes the robustness of the proposed techniques that demonstrated substantial improvements according to both types of diversity measures.

Because the focus of this paper is on ranking-based techniques, the comprehensive exploration of optimization-based approaches is beyond the scope of this paper. However, the development of fast and robust optimization-based approaches that are capable of improving recommendation diversity while maintaining an acceptable level of accuracy constitutes an interesting issue for future research.

6.4 Improving Both Accuracy and Diversity: Recommending Fewer Items

While the proposed ranking approaches can obtain significant diversity gains with a small amount of accuracy loss, another interesting topic for future research would be to explore possibilities to improve both accuracy as well as diversity.

Based on the findings described in this paper, a possible approach to improving both the accuracy and diversity of the standard technique would be to modify the proposed recommendation re-ranking techniques, which are already known to produce diversity gains, in a way that increases their accuracy. Perhaps counter-intuitively, one of the possible ways to do this involves recommending fewer items. In particular, the parameterized versions of the proposed ranking techniques use threshold $T_R$ to differentiate the items that should be ranked by the proposed technique from the ones to be ranked by the standard ranking technique, as discussed in Section 3.3. However, $T_R$ can be used not only for ranking, but also for filtering purposes, i.e., by updating the parameterized ranking function as follows:

$$\text{rank}_R(i,T_R) = \begin{cases} \text{rank}_R(i), & \text{if } R(u,i) \in [T_R, T_{\text{max}}] \\ \text{Remove item}, & \text{if } R(u,i) \notin [T_R, T_{\text{max}}] \end{cases}$$

This will recommend only items that are predicted to be not only above $T_R$, but also above $T_H$ as well (where always $T_R \geq T_H$), consequently improving the recommendation accuracy.

While the comprehensive exploration of this phenomenon is beyond the scope of this paper, in Fig. 9 we illustrate how the item popularity-based ranking approach can be modified using the above-mentioned strict filtering policy to improve upon the standard approach both in terms of accuracy and diversity. As Fig. 9 demonstrates, item popularity-based ranking approach with $T_R = 4.1$ (out of 5) generates only 56.6% of all possible item recommendations that could be obtained from standard ranking approach (because the recommendations with predicted rating < 4.1 were removed). Interestingly, however, despite the smaller number of recommendations, this
ranking approach increased the recommendation accuracy by 4.6% (from 83.5% to 88.1%) and diversity by 70 items or 7.8% (from 881 to 951). As shown in Fig. 9, using different $T_k$ values allows to produce different accuracy and diversity gains.

As discussed above, this approach would not be able to provide all $N$ recommendations for each user, but it nevertheless may be useful in cases where system designers need the flexibility to apply other recommendation strategies to fill out the remaining top-$N$ item slots. For example, some recommender systems may want to adopt “exploration-vs-exploitation” strategy [49], where some of the recommendations are tailored directly towards the user’s tastes and preferences (i.e., exploitation), and the proposed ranking techniques with strict filtering can be used to fill out this part of the recommendation list for each user (providing both accuracy and diversity benefits over the standard approach). Meanwhile, the remaining recommendations can be designed to learn more about the user (i.e., exploration), e.g., using active learning techniques [26], [56], so that the system can make better recommendations to the users in the future.

7 Conclusions and Future Work

Recommender systems have made significant progress in recent years and many techniques have been proposed to improve the recommendation quality. However, in most cases, new techniques are designed to improve the accuracy of recommendations, whereas the recommendation diversity has often been overlooked. In particular, we showed that, while ranking recommendations according to the predicted rating values (which is a de facto ranking standard in recommender systems) provides good predictive accuracy, it tends to perform poorly with respect to recommendation diversity. Therefore, in this paper, we proposed a number of recommendation ranking techniques that can provide significant improvements in recommendation diversity with only a small amount of accuracy loss. In addition, these ranking techniques offer flexibility to system designers, since they are parameterizable and can be used in conjunction with different rating prediction algorithms (i.e., they do not require the designer to use only one specific algorithm). They are also based on scalable sorting-based heuristics and, thus, are extremely efficient. We provide a comprehensive empirical evaluation of the proposed techniques and obtain consistent and robust diversity improvements across multiple real-world datasets and using different rating prediction techniques.

This work gives rise to several interesting directions for future research. In particular, additional important item ranking criteria should be explored for potential diversity improvements. This may include consumer-oriented or manufacturer-oriented ranking mechanisms [18], depending on the given application domain, as well as external factors, such as social networks [31]. Also, as mentioned earlier, optimization-based approaches could be used to achieve further improvements in recommendation diversity, although these improvements may come with a (possibly significant) increase in computational complexity. Moreover, because of the inherent tradeoff between the accuracy and diversity metrics, an interesting research direction would be to develop a new measure that captures both of these aspects in a single metric. In addition, user studies exploring users’ perceptions and acceptance of the diversity metrics as well as the users’ satisfaction with diversity-sensitive recommender systems would be an important step in this line of research. Finally, exploration of recommendation diversity when recommending item bundles [17] or sequences [42] (instead of individual items) also constitute interesting topics for future research. In summary, we hope that this paper will stimulate further research on improving recommendation diversity and other aspects of recommendation quality.
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