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Abstract

This study attempts to specify the contribution of two subregions of Broca’s area during syntactic and semantic processing of sentences by examining brain activation in a grammaticality judgment task. The processing of two types of ungrammatical sentences was examined. One type leaves the thematic interpretation generally unaffected, by violating the noun–verb agreement in number, while the other type introduces an extraneous verb, which cannot be incorporated into the developing thematic structure. Pars triangularis was more sensitive to the extra verb violation, whereas pars opercularis was more sensitive to the noun–verb agreement violation. The current study adds to the growing literature that suggests there are separable functional subregions of Broca’s area, with pars triangularis more involved in thematic processing and pars opercularis more involved in syntactic processing. The posterior left temporal area was also involved in both types of processing.
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1. Introduction

The neural basis of syntactic processing has been examined through lesion studies and recently with the use of functional neuroimaging. Evidence from these studies suggests that syntactic processes are supported, at least in part, by the left inferior frontal gyrus, or Broca’s area [7–10,13,17,19,22,23,41]. (Note that the posterior left temporal area was also implicated in most studies, so the inferior frontal area is not the sole seat of syntactic processing). While these studies are all consistent with Broca’s area being involved in syntactic processing, they fail to converge on a single region within the inferior frontal cortex. For example, a plausibility judgment task contrasted syntactically simpler right-branching sentences with more complex center-embedded sentences and found increased blood flow in the left pars opercularis during the more complex sentences [41]. These findings were generally replicated in another study by the same group with auditory presentation in which subjects judged the plausibility of cleft–subject and more complex cleft–object sentences, except that the activation was in pars triangularis rather than pars opercularis [8]. These studies clearly implicate the inferior frontal gyrus in syntactic processing, although there is no convergence on a particular location, perhaps in part because of the differences in particular tasks and image subtractions.

Recent studies have suggested that the processing of the frontal operculum and the pars triangularis are different. In fact neuroimaging studies examining single word processing (e.g. verb generation tasks) have found that the pars triangularis was involved in semantic processing [7,8,10,18–20]. This suggests that the activation of the pars triangularis during sentence comprehension may also...
be related to semantic processing. The term semantic processing is used here to denote the processing of sentence meaning, which includes thematic role assignment as well as word meaning. In a study comparing syntax and script processing, patients whose lesions were located in pars triangularis and extending anteriorly were found to have significant difficulty with the script task (i.e. producing a logical story narrative from a list of actions) [39]. Conversely, their performance on a syntactic task was relatively unimpaired. These results suggest that the processing of pars triangularis may involve not only semantic processing at the level of individual word meanings, but it may also be involved in processing actions and their arguments, such as agents and patients. This is the essence of thematic processing.

There is also growing evidence to suggest that pars opercularis is involved in syntactic level processing [8,13,17,19,23,41]. For example, in one of the studies mentioned above [39], patients with lesions confined to the frontal operculum and extending posteriorly had significant difficulty when performing a syntax task (i.e. producing a grammatically correct sentence by assembling a list of phrases into a sensible order), while their performance on the script task was relatively unimpaired.

Syntactic and semantic information have to be integrated at some point, and the integration of these two types of information makes it difficult to study them separately. This is because when the syntactic structure is disrupted, a potential thematic anomaly can also be produced. For example, in the expression, ‘all the eaten have chickens snakes,’ the anomalous syntactic structure also wreaks havoc with the thematic interpretation. The interplay between semantics and syntax can also be observed in the processing of complex sentence structures such as object-relative sentences. It has been hypothesized that what makes processing object-relative sentences more difficult than subject-relative sentences is that maintaining the head of the clause in a buffer creates a lag in integrating the material into the developing semantic representation [3,8]. This implies that object-relative sentences not only create an increased processing load for the cortical regions responsible for syntactic processing but also for those responsible for semantic processing. Therefore, one explanation for the inconsistency in the activation location with Broca’s area (pars triangularis vs. pars opercularis) during complex syntactic processing is this interaction between syntax and semantics: complex syntactic processing is likely to result in complex semantic processing.

Because semantic and syntactic processes are so intimately intertwined, it is extremely difficult to examine one alone. However, in the current study, we attempt to specify the contribution of two sub-regions of Broca’s area during syntactic and semantic processing by examining relative differences in their responses to two types of grammatical violations. Therefore, the processing centers related to both semantics and syntax are expected to be involved in the processing of both types of violations, but to differing levels. The first type leaves the semantic interpretation relatively unaffected, by manipulating the noun–verb agreement, such as ‘The lady praises the sister and meet the artist in the night.’ The second type of grammatical violation was designed to differentially affect the semantic interpretation by adding an extra verb, such as ‘The woman thanked the barber and paid the receptionist knew at the desk.’ It has been postulated that the lexical content of verbs entails their predicate argument structure and establishes thematic roles in sentences [12,37]. If this is the case, then adding an extra verb will disrupt the thematic/semantic processing. In addition, the ERP N400 response has been suggested to indicate how easily a word can be integrated into the semantic representation of a sentence [5,21,33], and it has often been observed during the processing of semantic anomalies [30,37].

2. Materials and methods

2.1. Participants

Participants were thirteen right-handed native English speakers from the Carnegie Mellon University community. All of the participants gave informed consent that was approved by the University of Pittsburgh and Carnegie Mellon Institutional Review Boards.

2.2. Experimental paradigm

There are two types of sentences: conjoined active and object relative. There are two types of ungrammaticalities: noun–verb agreement and extra-verb. Hence, there were four conditions (four epoch types). Examples of the two problem types are below:

<table>
<thead>
<tr>
<th>Noun–verb agreement</th>
<th>Extra verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjoined active</td>
<td>The lady praises the sister and meet the artist in the night.</td>
</tr>
<tr>
<td>Object relative</td>
<td>The waitress that the lawyer interrupts notice the commander on the stairs.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noun–verb agreement</th>
<th>Extra verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjoined active</td>
<td>The coach watched the poet and told the visitor took in the evening.</td>
</tr>
<tr>
<td>Object relative</td>
<td>The duke that the seamstress forgave walked the baby took down the hall.</td>
</tr>
</tbody>
</table>

Each epoch contained five sentences, three of which
contained a grammatical violation. Within each epoch all of the sentences were of the same structure (either conjoined active or object relative) and the ungrammatical sentences all contained the same type of violation. A total of 100 sentences were presented (15 for each of the four conditions and 40 grammatically correct sentences, distractor items, 20 conjoined active and 20 object-relative). The nouns and verbs used in the sentences were high-frequency words from the Kucera & Francis word frequency inventory. During the test session, the sentences were projected onto a transparent screen suspended from the upper surface of the scanner bore. Both the sentence and the response alternatives were displayed on the screen simultaneously and the participants were to judge whether the sentence was grammatically correct by pressing the appropriate response button. The grammaticality judgment response terminated the presentation of one sentence and initiated the presentation of the next one. Between each epoch was a 6 second rest period. The images collected during the rest periods and the first 6 s of each epoch were discarded to accommodate the rise and fall of the hemodynamic response [1]. In addition, four 24-s fixations were evenly distributed to obtain a control baseline measure with which to compare experimental conditions.

2.3. fMRI procedure

The study was conducted on a GE 3.0 Tesla scanner used in conjunction with a commercial birdcage, quadrature-drive radio-frequency whole-head coil. Fourteen oblique-axial images were selected to maximize the coverage of the parietal, temporal, and frontal lobes. The images were collected using a gradient echo, resonant echo planar pulse sequence, with TR=3000 ms, TE=50 ms, flip angle=90°, and a 128×64 acquisition matrix with a voxel size of 3.125×3.125×5 mm with a 1-mm gap.

The means of the images corresponding to each of the functional slices were registered to a high-resolution, T1-weighted structural volume scan of each participant. This volume scan was constructed from 124 3D SPGR axial images that were collected with TR=25 ms, TE=4 ms, 40° flip-angle, and a 24×18-cm FOV, resulting in 0.9375×0.9375×1.5 mm voxels.

2.4. Anatomical regions of interest

To compare the amount of activation in a given area across experimental conditions, anatomically-defined ROIs were drawn on the structural images, without the activation overlaid, for each participant using the parcellation scheme described by Rademacher et al. [36] and further refined by Caviness et al. [11] (Fig. 1). In order to examine how the type of grammatical violation and the sentence type affected the volume and amplitude of the activation in each of these regions, it was important to use an a priori, independent method of defining the ROIs.

ROIs for the cortical areas known to activate in language tasks were defined. There were two separate ROIs in the inferior frontal gyrus, the pars opercularis ROI (F3o; BA 44) and the pars triangularis ROI (F3t; BA 45/47). The temporal ROI included both the superior and middle temporal gyri (T1a, T1p, T2a, T2p, T02; BA 22/21) (The superior and middle temporal gyri were combined into one ROI because previous studies of language processing have often found activation centered in the superior temporal sulcus between them [25]). The intraparietal ROI was defined as the main branch of the intraparietal sulcus (two functional voxels wide) excluding any medial or lateral branches. The extrastriate ROI consisted of both inferior and superior extrastriate cortex (TOF and TF). There were two middle frontal ROIs. The dorsolateral prefrontal cortex ROI was defined as the middle frontal gyrus (F2), but excluding the anterior bank (two voxels wide) of the pre-central sulcus, which was defined as the frontal eye fields ROI. The ROIs were drawn separately for the left and right hemispheres. A member of the staff defined the ROIs for each participant after extensive training on the parcellation scheme. The inter-rater reliability of this ROI-

![Fig. 1. A schematic of the regions of interest.](image)
defining procedure between two trained staff members was previously evaluated for four ROIs in two participants in another study. The reliability measure was obtained by dividing the size of the set of voxels that overlapped between the two raters by the mean of their two set sizes. The resulting eight reliability measures were in the 78–91% range, with a mean of 84%. This reliability is exceptional in that it is as high as the reliability reported by the developers of the parcellation scheme.

2.5. fMRI data analysis

fMRI-measured activation was quantified in two ways: For each condition, we determined the mean number of voxels within each region of interest (ROI) with activation levels higher than in the baseline condition using a t-test with a threshold of \( t > 5.0 \) (which is more conservative than the Bonferroni correction for \( P < 0.01 \)). Second, for the activated voxels within each ROI, we calculated the sum percent increase in their signal intensity (SSI) relative to the baseline. (This measure is an integral of the mean signal change and number of active voxels). We used analysis of variance (ANOVA) tests to compare the effects of the two types of grammatical violation and sentence types.

Image preprocessing corrected for head motion and signal drift using FIASCO [16,26]. The fMRI procedure relies on BOLD contrast (blood oxygenation level-dependent) to measure the oxygen level in the microvasculature supporting neuronal activity. Two steps were taken to insure that the fMRI-measured activation was due to changes in cortical micro-vascular activity rather than changes in the blood-flow rate of larger vessels. First, the activation maps that were defined by the ROIs corresponded to cortical tissue and not to the spaces normally occupied by cerebrospinal fluid or large blood vessels. The distribution of activation was thus confined to a discrete volume in the image space that did not correspond to the known drainage pattern of large veins. Second, to reduce the influence of large blood vessels, any voxel that showed an excessively large percentage change in signal intensity (greater than 6.2%) was excluded from the analyses. This procedure usually results in the exclusion of about 1% of voxels in all ROIs.

3. Results

3.1. Behavioral results

The data were analyzed using a 2×2 factorial ANOVA, with sentence type and type of violation as within subject variables. There were no statistically significant differences in the error rates or response times during the processing of object-relative sentences compared to conjoined active sentences, shown in Fig. 2. Furthermore, there were no significant differences in the response times (although there was a trend) or the error rates when comparing the extra-verb condition and the noun–verb agreement condition [response time: \( F(1,12) = 3.77, P > 0.07 \); error: \( F < 1 \)]. The absence of a reliable sentence complexity effect during grammaticality judgment stands in contrast to the often-reported presence of such effects when the task requires comprehension of the sentence content [25,28].

3.2. fMRI results

Both violation type and sentence complexity modulated the volume of cortical activation in several of the ROIs, including the inferior frontal gyrus (IFG), the dorsolateral prefrontal cortex, frontal eye fields, extrastriate regions, parietal regions, and the temporal region. During the presentation of conjoined active sentences, the extra-verb violation elicited more activation in pars triangularis compared to the noun–verb agreement violation, and the opposite is true of pars opercularis, as shown in Fig. 3. During the presentation of object-relative sentences, no differences in either region of Broca’s area was observed, as shown in Fig. 4.

3.2.1. Overall results

Several ANOVAs were computed. The first used sentence type (object-relative vs. conjoined active), type of violation (extra-verb vs. noun–verb agreement), and laterality (left vs. right hemisphere) as within subject variables. Object-relative sentences produced reliably more activation than conjoined actives \( F(1,12) = 5.25, P < 0.05 \) indicating the sensitivity of fMRI to the differential complexity of the two sentence types, even in a gram-
maticality judgment task. There was no significant effect of type of violation, $F<1$.

Separate ANOVAs were also computed for each of the ROIs with sentence type and type of violation as within subject variables. Several regions revealed significant effects of sentence type including extrastriate, parietal, and temporal cortex, along with the frontal eye fields and the opercular region of the inferior frontal gyrus, as shown in Table 1. Unlike pars opercularis, pars triangularis failed to reveal an effect of sentence type. The role of the intraparietal sulcus in language processing has not been established. However, the current study revealed substan-
Fig. 4. The group probability maps from four axial slices depicting the activation within the two subregions of Broca’s area and the temporal cortex during the processing of object-relative sentences. The top row: (A) shows the activation elicited by the noun–verb agreement condition and (B) shows the extra-verb condition. Pars opercularis, which is located more superiority, is shown on the left and pars triangularis, which is located more inferiorly, is shown in the right.

tial, bilateral activation in the region. The type of violation did not significantly modulate the activation of either left or right IPS, but, similarly to pars opercularis, left intraparietal salcus (IPS) did reveal a significant effect of sentence type \(F(1,12)=11.08, P<0.05\). The following two sections report the analyses that examined the effect of type of violation within the two sentence types separately.

3.2.2. Conjoined active sentences

The activation within pars opercularis and pars tri-
Table 1
Activation and centroid data

<table>
<thead>
<tr>
<th>ROI</th>
<th>Conjoined active</th>
<th>Object-relative</th>
<th>Average coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extra-verb</td>
<td>Noun–verb agree</td>
<td>Extra-verb</td>
</tr>
<tr>
<td>L. Dorsolateral prefrontal cortex</td>
<td>10.8</td>
<td>6.6</td>
<td>11.6</td>
</tr>
<tr>
<td>L. Extrastriate*</td>
<td>30.6</td>
<td>31.1</td>
<td>34.1</td>
</tr>
<tr>
<td>L. Frontal eye fields</td>
<td>12.7</td>
<td>12.3</td>
<td>19.7</td>
</tr>
<tr>
<td>L. Intraparietal sulcus*</td>
<td>18.1</td>
<td>20.7</td>
<td>25.1</td>
</tr>
<tr>
<td>L. Pars opercularis*</td>
<td>9.9</td>
<td>12.2</td>
<td>14.2</td>
</tr>
<tr>
<td>L. Temporal*</td>
<td>12.2</td>
<td>9.3</td>
<td>15.7</td>
</tr>
<tr>
<td>L. Pars triangularis</td>
<td>6.1†</td>
<td>3.9†</td>
<td>5.5</td>
</tr>
<tr>
<td>R. Frontal eye fields</td>
<td>5.9</td>
<td>6.2</td>
<td>8.3</td>
</tr>
<tr>
<td>R. Dorsolateral prefrontal cortex*</td>
<td>9.8</td>
<td>7.4</td>
<td>9.1</td>
</tr>
<tr>
<td>R. Extrastriate</td>
<td>16.7</td>
<td>17.8</td>
<td>20.0</td>
</tr>
<tr>
<td>R. Intraparietal sulcus</td>
<td>17.5</td>
<td>16.0</td>
<td>17.7</td>
</tr>
<tr>
<td>R. Pars opercularis</td>
<td>2.5</td>
<td>1.7</td>
<td>2.0</td>
</tr>
<tr>
<td>R. Temporal</td>
<td>2.5</td>
<td>1.9</td>
<td>2.7</td>
</tr>
<tr>
<td>R. Pars triangularis</td>
<td>2.3</td>
<td>1.3</td>
<td>0.7</td>
</tr>
</tbody>
</table>

* Indicates significant effect of sentence type, P<0.05.
† Indicates significant effect of violation type, P>0.05.

angularis appears to be complementary during the processing of conjoined active sentences. Pars opercularis exhibits more activation during the noun–verb agreement condition compared to the extra-verb condition; by contrast pars triangularis exhibits more during the extra-verb condition compared to the noun–verb agreement condition, as shown in Fig. 5. An ANOVA with ROI (left operculum versus left triangularis) and violation type (noun–verb agreement versus extra-verb) as within subject variables revealed a significant interaction between violation type and ROI \[F(1,12)=8.01, P<0.02\], supporting the hypothesis that these two subregions of the IFG are functionally different. The main effects of ROI and violation type were not reliable \[F(1,12)=2.1, P>0.1; F<1, respectively\].

An ANOVA with type of violation as a within subject variable was computed for each of the ROIs. This analysis revealed that the conjoined active sentences elicited significant main effects of the type of violation within left pars triangularis \[F(1,12)=5.63, P<0.04\]. In addition, there were marginally significant trends within left pars opercularis \[F(1,12)=4.10, P<0.07\] and left temporal cortex \[F(1,12)=4.02, P<0.07\].

3.2.3. Object-relative sentences

As predicted, we failed to observe a differential pattern of activation as a function of type of violation during the processing of object-relative sentences. As shown in Tables 1 and Fig. 6, both subregions of Broca’s area failed to reveal an effect of type of violation during the processing of object-relative sentences, as did the left intraparietal sulcal region. The left temporal region also failed to reveal a significant effect of type of violation.

3.2.4. Laterality

As expected, the activation in the temporal region and the two subregions of Broca’s area was significantly left lateralized [temporal: \(F(1,12)=5.28, P<0.05\); operculum: \(F(1,12)=5.44, P<0.05\); triangularis: \(F(1,12)=5.65, P<0.05\)]. The intraparietal sulcus, unlike the frontal and temporal regions, failed to reveal a laterality effect, \(F<1\) indicating that both left and right IPS was equally involved in the task although their specific functions may be different.

4. Discussion

The new findings reported here suggest that the two functionally separable regions within Broca’s area are involved in two different aspects of sentence processing. The activation within the left temporal region appears to be affected by both semantic and syntactic processing. In addition, activation in regions not traditionally thought to be centrally involved in language processing, namely the intraparietal sulcus, the frontal eye fields and extrastriate cortex, was modulated by syntactic complexity. These results affect the current view of the neural basis of language processing.

The data suggest a refinement in the conceptualization of the role of Broca’s area. The frontal pars triangularis, which revealed no reliable effects of sentence complexity, appears to be differentially involved in the semantic/thematic aspects of comprehension. Because the lexical content of verbs is thought to determine predicate argument structure and establish thematic roles [12,38], the introduction of an extra verb in a sentence would be
expected to lead to difficulties with thematic processing. Therefore, the increase in activation for the extra-verb condition in the left triangularis during the conjoined active sentences may be due to a vain attempt, at repair, to find noun phrases to which the extraneous verb can assign its thematic roles. The results suggest that the functioning of pars triangularis extends beyond semantic retrieval, and includes thematic analysis involving the verb and its arguments. Supporting the hypothesis that the pars triangularis is involved in semantic/thematic functions of language comprehension, several neuroimaging studies examining single words have found that the region is involved in semantic tasks such as verb generation [34], and semantic priming [6,14,42,43]. The results from these previous studies are in good agreement with the current results, which provide further support for the idea that the pars triangularis region of Broca’s area is involved in semantic functions.

The frontal operculum, unlike the triangularis, revealed significant effects of sentence complexity. In addition, the region revealed more activation during the noun–verb agreement condition than the extra-verb condition during the presentation of conjoined active sentences. These results suggest that while the pars triangularis is more responsive to increased semantic demands, the operculum is more responsive to demands that require building or manipulating the syntactic structure of the sentence. In addition, a previous study found that pars opercularis was involved in a mental imagery task in which participants imagined movement trajectories [4]. These results, taken together, suggest that the frontal operculum is not exclusively involved in language processing but that the region may be involved in structure building generally.

While several studies have supported the hypothesized division of function between pars opercularis and pars triangularis, there are some studies that fail to support the division. For example, in a study by Moro et al. [29], participants read sentences consisting of pseudowords.

---

Fig. 5. The sum percent signal intensity from the left inferior frontal ROIs and the left temporal region during the processing of conjoined active sentences. Error bars represent 95% confidence intervals based on the pooled Mse from the corresponding ANOVA (Loftus and Mason, 1994).
There were three conditions, syntactic (sentences with incorrect word orderings), morphosyntactic (sentences with agreement errors), and phonotactic (sentences with words containing illegal consonant strings). Here, pars triangularis, and not pars opercularis was found to be differentially involved in processing the syntactic stimuli. In addition, pars opercularis was found to be active during all three conditions. Although the pseudowords were intended to eliminate the semantic components during reading, there is evidence to suggest that pronounceable pseudowords do, in fact, activate the semantic processing systems [32,35]. In addition, the incorrect word orderings may affect the semantic interpretation (or thematic role assignment) of a sentence as well as syntactic processing. Therefore, the differences in the results obtained by Moro et al. [29] and those presented in the current study may simply be a function of their unusual task demands.

The temporal region revealed significant effects of sentence complexity. As in previous studies, the region revealed a greater response to object-relative sentences than to conjoined active sentences [25,28]. In addition, there was a marginal effect of type of grammatical violation during the processing of conjoined active sentences in favor of the violation that increases the load on semantic/thematic processing, the extra-verb condition. In a study in which lexical frequency and syntactic complexity was examined, the temporal cortex was found to be differentially involved in both lexical and syntactic processing [25]. The authors suggest that the temporal region subserves “interpretive and elaborative functions involving the coactivation of distributed semantic representations which are required in lexical access, in the mapping of thematic roles and in syntactic parsing” (p. 234).

The intraparietal sulcus has long been associated with visuo-spatial processing working memory [15,24,31,40]. However, activation of the region, specifically in the left hemisphere, has been found in previous studies in our lab to co-modulate with the activation of the operculum in both language [31] and non-language tasks [24] and does so again in the current study. There are several possible
explanations for the results observed in this region. One such hypothesis is that the left IPS, along with the left operculum, generates a visual image of the actions depicted in the sentence. For example, during the computation of the sentence ‘Mary kicked Tom’, IPS may be involved in generating a mental image of a girl kicking a boy. Another related possibility is that IPS is involved in generating a spatial structure that encodes the thematic roles of a sentence. A study of an asyntactic aphasic patient showed that he systematically used a temporal–spatial strategy to map nouns onto thematic roles [12]. It was unclear whether the strategy used by this patient was a response to his linguistic deficits or if it is a normal strategy. The results presented here suggest that perhaps the use of spatial processes can occur during normal syntactic analysis and sentence comprehension. If this is indeed the case, it may account for the activation of the region during both syntactic tasks and imagery tasks.

The activation difference between the active and object-relative sentences may provide some insight into the interaction between syntax and semantics. As stated earlier, the process of making thematic role assignments is made more difficult when the syntactic structure is complex. This was indeed observed in the differential response elicited in the pars triangularis. During the processing of conjoined active sentences, clear differences were observed as a function of violation type. This difference was attenuated during the processing of complex sentence structures, object-relative sentences. One possible explanation is that it is, by happenstance, easier to repair the extra-verb error in the object-relative condition than in the conjoined active condition. Repair in the object-relative condition can be performed by mentally inserting ‘who’ which co-refers to the last mentioned noun phrase. In the conjoined active condition, a pronominal subject could be mentally inserted, with the subject of the main clause as antecedent. This difference in repair may partly explain why there is no effect of violation type in the object-relative condition, namely because both repairs are relatively easy. Further investigation of these effects and how the two violation types are dealt with on-line are necessary in order to develop a clearer characterization of these processes.

The current study required participants to make an acceptability judgment, which imposes unusual processing requirements. Grammatical judgement tasks are thought to be easier than comprehension tasks, because comprehension requires additional semantic processing. For example, the ability of agrammatic patients to make grammaticality judgements is relatively spared despite their inability to comprehend semantically reversible sentences [2,27]. This is also observed in the finding of no significant behavioral differences in the processing of conjoined active versus object-relative sentences, a difference that has been observed several times when the task requires comprehension [25,28]. Despite this behavioral result, we did observe significant activation differences as a function of sentence type.

5. Conclusions

The current study provides further support for the hypothesis that there are separable functional subregions of Broca’s area. The results also suggest that while the temporal cortex is affected by syntactic manipulations, it may not be responsible for syntactic analysis per se. It is difficult to separate semantic from syntactic analysis, because they apply to attributes of a sentence that are not independent of each other. Therefore it may be more useful to examine how the two types of processing demands conjointly affect the interplay of brain areas in the language network.
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