Symbol-string sensitivity and children’s reading
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Abstract

In this study of primary school children, a novel ‘symbol-string’ task is used to assess sensitivity to the position of briefly presented non-alphabetic but letter-like symbols. The results demonstrate that sensitivity in the symbol-string task explains a unique proportion of the variability in children’s contextual reading accuracy. Moreover, developmental dyslexic readers show reduced sensitivity in this task, compared to chronological age controls. The results suggest that limitations set by visuo-spatial processes and/or attentional iconic memory resources may constrain children’s reading accuracy.
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1. Introduction

Recently, Pelli, Farell and Moore (2003) showed that the efficiency of visual word recognition (i.e., the ratio of an ideal observer’s word identification threshold to that of a human observer) is inversely proportional to word length. This means that, for a page of text, contrast energy (i.e., the product of squared contrast and ‘ink’ area) in the image must be divided equally amongst the letters, so that every letter is as visible as every other letter. The alternative possibility, which Pelli et al. refuted, was that contrast energy be shared equally at the word level regardless of word-length. This would mean that individual letters within a word become less visible as words get longer. Based on their psychophysical data, Pelli et al. used ideal observer models to show that human performance in visual word recognition never exceeds that attainable by strictly letter- or feature-based models. This therefore confirms the long held view that abstract letter identity, independent of font type and case, represents the basic perceptual unit of visual word recognition (Besner & McCann, 1987; Grainger & Jacobs, 1996). In short, the first bottle-neck for processing printed words is at the letter level.

However, as with many aspects of object recognition in general, there is a great deal of uncertainty about how letter representations are extracted from input to the visual system. It is commonly assumed that letters are identified by analysing suborthographic features (e.g., lines, angles, and curves). Several studies have indicated that letter features play a role in letter recognition and that similar features occurring in different locations interact with each other, where the degree of interaction depends on the spatial distance between the features (Bjork & Murray, 1977; Chastain, 1977; Krumhansl & Thomas, 1976; Strangert & Brännström, 1975). Consistent with this view, recent theoretical models of visual word recognition have shown how a level of feature extraction can be included prior to the level at which letters are represented (e.g. Whitney, 2001). Nevertheless, the psychophysical and neurobiological mechanisms underpinning feature extraction remain to be elucidated.

From a developmental perspective, recent research has highlighted the need for better understanding of the relationship between visual processing and the extraction of orthographic information from print. A number of studies have shown relationships between low-level dynamic visual sensitivities and reading skills in school age children. For example, Talcott et al. (2000) found that sensitivity to coherent motion is correlated with orthographic skills, and Sperling, Zhong-lin, Manis, and...
Seidenberg (2003) have shown that sensitivity to a phantom contour illusion is correlated with children's orthographic choice accuracy as well as their exception word reading. In our own work, we have established correlations between performance in single word reading tasks and coherent motion sensitivity in children, between lexical decision and coherent motion sensitivity in adults and between performance in Peressotti and Grainger’s (1995) priming task and coherent motion sensitivity in adults (Cornelissen et al., 1998a; Cornelissen, Hansen, Hutton, Evangelinou, & Stein, 1998b). In these studies, the reading and lexical decision tasks were designed to emphasize the need for subjects to extract information about letter position accurately. For example, in the children’s reading task, we found that poor motion detectors were more likely to make orthographically inconsistent nonsense errors; misreading “PERSON” as “PRESON,” “GARDEN” as “GRANDEN.” In the lexical decision task, we showed that the probability of adults perceiving briefly presented anagrams like “OECAN” as a word, was directly related to their motion sensitivity. Effects like these would be expected if ‘poor’ motion detectors were less efficient at extracting letter position compared to ‘good’ motion detectors (Cornelissen & Hansen, 1998).

In the current study, we pursue the question: is there a relationship between natural variation in pre-orthographic visual processing and children’s reading accuracy? Specifically, we used a novel ‘symbol-string’ task to assess children’s sensitivity to the position of briefly presented non-alphabetic but letter-like symbols. We ask whether sensitivity in this task can account for individual variability in contextual reading. We have already demonstrated that sensitivity in the same symbol-string task predicts sensitivity to lexical decision for normal reading adults, independently of factors such as intelligence, speed of processing abilities, eye-movement fixation stability, and allocation of attentional resources (Pammer, Lavis, Hansen, & Cornelissen, 2004). However, while the relationship between sensitivity to the symbols task, and lexical decision is robust, the question whether natural variability in the symbols task is related to individual differences in contextual reading skills in children remains untested. In the current study we investigate this link.

2. Experiment 1

We measured reading accuracy with the Neale Analysis of Reading Ability (Neale, 1997) (NARA) in an unselected sample of primary school children. We then estimated the proportion of variance in NARA scores that is explained by symbol-string task sensitivity, while statistically controlling for effects attributable to age, IQ, short-term memory, and phonological skills.

2.1. Method

2.1.1. Participants

Forty two children were recruited from schools in the local Tyneside UK area, none of whom had participated in any other research with us. All the participants were reported to be native British-English speakers and had normal or corrected-to-normal visual acuity. Any subject whose score was ±3 standard deviations from the sample mean on any task was excluded from the sample (see e.g., Cutting & Denckla, 2001). Four individuals were excluded by these criteria, leaving a total of 38 subjects.

All our methods conformed to the tenets of the Declaration of Helsinki and also had local ethics committee approval.

Participants’ cognitive and literacy skills were assessed at the time of testing. The cognitive measures comprised the Matrices, Verbal Similarities, and Digit Span subtests from the British Abilities Scales II (BAS-II) (Elliot, Smith, & McCulloch, 1996). Reading accuracy was assessed by the NARA. The NARA is a test of reading ability that requires the child to read progressively more difficult passages, until the child fails to attain an accuracy criterion. The child is then given three separate scores for: reading accuracy, speed, and comprehension. These can be used to generate a composite reading score. Phonological skills were assessed by a phoneme deletion task (i.e., “say BLOOT without the /l,” McDougall, Hulme, Ellis, & Monk, 1994) and rapid automatised naming (RAN) for digits from the Phonological Awareness Battery (Frederickson, Frith, & Reason, 1997). Details of the results from the psychometric testing are shown in Table 1.

2.1.2. Stimuli

The symbols task was intended to measure the accuracy with which participants could discriminate the position of briefly presented non-alphabetic but letter-like symbols. The task was controlled by a Windows PC which drove an Ilyama Vision Master Pro 17 inch CRT monitor. Stimuli were generated and responses (key-press) recorded by bespoke software that locked the timing of all events to the vertical screen refresh.

The stimulus set for this task comprised 26 symbols constructed from only vertical or horizontal lines, refer Fig. 1. The symbols were designed to contain a similar number of line elements to actual letters, and comparable spatial frequency and contrast characteristics, whilst being sufficiently unfamiliar as to minimise any top-down influence from word and/or letter representations. White symbol-strings (mean luminance 52.5 cd/m²) appeared briefly on a dark grey background (mean luminance 2.3 cd/m²), giving a Michelson contrast \((L_{\text{max}} - L_{\text{min}})/(L_{\text{max}} + L_{\text{min}})\) of .9. At the constant viewing distance of 60 cm used in both experiments, the
symbol-string itself subtended 2.5° horizontally. Each symbol subtended a horizontal × vertical visual angle of .4° × .6°.

2.1.3. Procedure

The children viewed the computer monitor binocularly, and were tested individually in a small room lit by a single fluorescent ceiling light. After the task was explained, each child carried out a sequence of 15 practice trials to learn the symbol-string task with visual feedback provided. This was followed by a total of 216 trials divided into three separate blocks without feedback. As illustrated in Fig. 1, each trial consisted of: a fixation cross lasting 300 ms immediately followed by a target string (100 ms) that was masked for 100 ms. Two symbol-strings were subsequently displayed one above the other in a 2AFC (spatial) paradigm. Participants were asked to pick which of the two alternatives they had just been shown; one was the same string, and the other was a string with the same symbols, but arranged in a different order. The correct choice appeared at random in either the upper or lower position, with equal probability. The incorrect choices were generated as follows: 1/3 contained 2nd and 3rd symbol position swaps, 1/3 contained 3rd and 4th symbol position swaps, and 1/3 contained 2nd and 4th symbol position swaps. These stimulus conditions were randomised across the three blocks of trials. Children responded by verbal report which was recorded by the experimenter using a key-press.

2.2. Results

Percentage correct and incorrect responses for each of the three blocks of the symbols task were collated and converted to d-prime (d′) scores (Gescheider, 1997). d′ scores allow a bias free estimate of task sensitivity to be calculated. Initial analyses were conducted to transform explanatory variables into standardised scores (Z-scores) and eliminate outliers.

We found positive, statistically significant (p < .0005) Pearson correlations (.6 < r < .75) between the d′ scores for each of the three blocks of the symbols task. This suggests a good degree of reliability in this task. Positive associations between NARA scores and symbols and phoneme deletion tasks, respectively, are illustrated by the scatter-plots in Fig. 2. Multiple regression was used to estimate the variance in NARA reading accuracy that is explained by symbols task
sensitivity, while statistically accounting for effects of IQ, age, phonological skills, and digit-span. The best-fit model accounted for 68% of the total variance in children’s reading accuracy and is:  

\[ y = 5.9x_1 - 3.8x_2 + 5.6x_3 + 102.0, \]

where:  

\[ y = \text{NARA accuracy}, \]

\[ x_1 = \text{Z-score for phoneme deletion} \quad (p < .0001), \]

\[ x_2 = \text{Z-score for age} \quad (p < .01), \]

and  

\[ x_3 = \text{Z-score for symbols task} \quad (p < .0005). \]

This model minimises Mallow’s \( C_p \) statistic, maximises \( R^2 \), and only contains explanatory variables significant at \( p < .05 \). Fifty-eight percent of the total variance was explained by the combination of symbols task and phoneme deletion alone, presumably because of the small variability in age of our sample population.

However, interpretation of this result is not straightforward, because, as Table 2 shows, there are a number of significant correlations between explanatory variables: e.g., between phoneme deletion and symbols, between symbols and digit span, between symbols and age, and between age and phoneme deletion and RAN. This implies that the explanatory variables share common pools of variance.

Of primary concern is the correlation between symbols and phoneme deletion since they are two of the explanatory variables left in the best fit multiple regression model. The question here is: what cognitive/visual demands might these two tasks share? To address this, we ran a series of correlations between NARA, symbols and phoneme deletion while separately partialling out effects attributable to digit span, similarities, matrices, age or RAN. Table 3 shows that the correlations between NARA and symbols and between NARA and phoneme deletion always remained significant. However, only when the effects of digit span were partialled out, was the relationship between symbols and

---

**Table 2**

Pearson correlation matrix between dependent and independent variables in Experiment 1

<table>
<thead>
<tr>
<th></th>
<th>NARA</th>
<th>Age</th>
<th>Similarities</th>
<th>Matrices</th>
<th>Digit span</th>
<th>Symbols</th>
<th>Phoneme deletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-.14</td>
<td></td>
<td>-.097</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarities</td>
<td>.29</td>
<td></td>
<td>-.079</td>
<td>.33**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matrices</td>
<td>.48*</td>
<td>-.20</td>
<td></td>
<td>.18</td>
<td>.22</td>
<td>.58**</td>
<td></td>
</tr>
<tr>
<td>Digit span</td>
<td>.45*</td>
<td>.012</td>
<td>-.015</td>
<td>.25</td>
<td>.31</td>
<td>.40**</td>
<td></td>
</tr>
<tr>
<td>Symbols</td>
<td>.54**</td>
<td>.42*</td>
<td>.18</td>
<td>.23</td>
<td>.15</td>
<td>.16</td>
<td>.45**</td>
</tr>
<tr>
<td>Phoneme deletion</td>
<td>.71***</td>
<td>-.036</td>
<td>.06</td>
<td>.38**</td>
<td>.31</td>
<td>.40**</td>
<td></td>
</tr>
<tr>
<td>RAN</td>
<td>.35*</td>
<td>-.076</td>
<td>.015</td>
<td>.23</td>
<td>.15</td>
<td>.16</td>
<td>.45**</td>
</tr>
</tbody>
</table>

* \( p < .05 \).

** \( p < .005 \).

*** \( p < .0005 \).

---

Fig. 2. Scatter plots showing the relationship between: NARA scores and (A) phoneme deletion (open circles) and (B) symbols (filled circles), respectively, in Experiment 1. Both phoneme deletion and symbols scores have been converted to Z-scores for centering in the multiple regression analysis. The dotted lines in each case represent simple linear regression curves between dependent and explanatory variables.
phoneme deletion rendered non-significant. This suggests that the common pool of variance that is related to both phoneme deletion and symbols and which is also associated with reading accuracy is most likely acting through a common demand on short-term or working memory.

In Experiment 1 we sought correlational evidence for a visual component to children’s reading—in this case related to symbol string position sensitivity. Accordingly, the partial correlation analysis showed that once digit span measures were taken into account, symbols and phoneme deletion were rendered statistically independent of each other while both remained significantly correlated with NARA scores. Nevertheless, it is still logically plausible that the symbols task is acting as a proxy cognitive/phonological task, for example, rather than a direct test of pre-orthographic visual sensitivity. If this alternative were true—that symbols is more of a cognitive/phonological task than a visual task—then so much of its variance should be bound up with the other explanatory variables, that there should be nothing left to explain when entered as the last step in a hierarchical regression. In contrast, if symbols is more of a visual than a cognitive/phonological task, despite sharing variance with other explanatory variables, it should nevertheless explain a unique component in NARA scores when entered as the last step in a hierarchical regression. The results of such an analysis are shown in Table 4. Symbols remained statistically significant when entered last into the model and this is consistent with a purely visual component to children’s reading.

3. Experiment 2

A widely accepted explanation for developmental dyslexics’ reading difficulties is based in phonological deficit theory: fuzzy or under-specified phonological representations prevent the development of a fast, efficient mechanism for mapping letter/letter-clusters onto sound/sound-clusters during reading (Bradley & Bryant, 1983; Brady & Shankweiler, 1991; Stanovich, 1988). Consequently people with dyslexia are extremely slow and inaccurate readers. However, research has also shown that many dyslexics’ visual processing skills are different from their peers: they are less sensitive than controls to dynamic visual stimuli, especially those of low contrast, low luminance, low spatial frequencies, and high temporal frequencies (Cornelissen, Richardson, Mason, Fowler, & Stein, 1995; Livingstone, Rosen, Drislane, & Galaburda, 1991; Lovegrove et al., 1982; Lovegrove, Martin, & Slaghuis, 1986; Martin & Lovegrove, 1987; Mason, Cornelissen, Fowler, & Stein, 1993) and they show reduced sensitivity to the coherent motion in random dot kinematograms (Cornelissen et al., 1995; Hansen, Stein, Orde, Winter, & Talcott, 2001;

| Table 3 | Partial correlation analysis for Experiment 1 |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Correlation between | Correlation between | Correlation between | Correlation between | Partial |
| NARA and symbols | NARA and phoneme deletion | symbols and phoneme deletion | variables |
| .54”** | .71”** | .40” n.s. | None |
| .40” | .67”** | .28 n.s. | Digit span |
| .52” | .73”** | .39” | Similarities |
| .47” | .65”** | .34” | Matrices |
| .67”*** | .71”*** | .45”** | Age |
| .53”*** | .66”*** | .37” | RAN |
| .46” | .62”*** | .28 n.s. | Digit span, similarities, matrices, age, and RAN |

The first, second, and third columns show the correlation coefficients between NARA and symbols, NARA and phoneme deletion, symbols and phoneme deletion, respectively. The fourth column states the variable(s) whose effects were partialled out.

* p < .05.
** p < .005.
*** p < .0005.

| Table 4 | Results of the hierarchical regression analysis |
|-----------------|-----------------|-----------------|-----------------|
| Model | Added variables | Total R² (%) | ΔR² (%) | F ratio | p value |
| (1) I + AGE + SIM + MAT | | 25 | 3.57 | <.05 |
| (2) I + AGE + SIM + MAT + PHON + RAN | +PHON & RAN | 59 | 34 | 13.7 | <.0001 |
| (3) I + AGE + SIM + MAT + PHON + RAN + DS | +DS | 65 | 6 | 4.9 | <.05 |
| (4) I + AGE + SIM + MAT + PHON + RAN + DS + SYM | +SYM | 70 | 5 | 4.9 | <.05 |

The first F ratio is a test of the hypothesis that the initial model has no predictive value. The second, third and fourth F ratios test whether the addition of new variables adds any predictive ability to the preceding model. NB: I, intercept; SIM, BAS similarities; MAT, BAS matrices; PHON, phoneme deletion; RAN, rapid automatized naming for digits; DS, BAS digit span; and SYM, symbols task.
Pammer & Wheatley, 2001). With some exceptions (Gross-Glenn et al., 1995; Hayduk, Bruck, & Cavanagh, 1996; Walther-Müller, 1995; also see Skottun, 2000; for review), these results have been replicated in a number of psychophysical studies, and have been corroborated to some extent both electrophysiologically and with functional MRI (Demb, Boynton, & Heeger, 1997; Eden et al., 1996; Lehmkuhle, Garzia, Turner, Hash, & Baro, 1993). The fact that laboratory experiments have shown visual processing correlates of developmental dyslexia therefore raises an important question: can reading difficulties be caused by visual system impairment as well as deficient phonological skills, or are the demonstrated visual problems merely an epiphenomenon?

Neurobiological models that might explain the deficient visual processing skills associated with dyslexia have previously been proposed: for example, it has been suggested that developmental dyslexia is associated with an underlying magnocellular system and/or temporal processing deficit (for critical reviews see Habib, 2000; Stein, Talcott, & Walsh, 2000). While these two theories are consistent with much of the experimental data, both remain controversial (Skottun, 2000; Snowling, 2000). Ultimately, they may be better at accounting for the co-occurrence of impairments across peripheral sensory domains (e.g., vision and audition, Talcott et al., 2000), than explaining in any detail how impaired visual processing affects reading per se (but see Chase, Ashourzadeh, Kelly, Monfette, & Kinsey, 2003 for a plausible account). Certainly, it has proven very difficult for either theory to predict patterns of reading impairment satisfactorily—perhaps in part because too many of the language-related links between vision, audition, and reading are still relatively unknown or poorly specified.

Alternatively, cognitive models of visual word recognition suggest that the early analysis of print provides information about the identity and position of each letter in a string (Grainger & Dijkstra, 1995; Whitney, 2001). Given this, it is not unreasonable to suggest that subtle visual impairment in reading impaired individuals may cause a subjective perceptual uncertainty about letter position when they read. In this way, sensitivity to position may provide a link between visual processing difficulties and reading impairment. In order to test this prediction, the symbols task was used to compare position sensitivity in poor readers and normal reading controls of the same average age, verbal, and non-verbal IQ.

3.1. Method

3.1.1. Participants

Thirteen poor readers and 13 normal readers participated in this experiment. All participants were recruited from schools in the local Tyneside area, and none of the children had participated in any of our other experiments. The same psychometric assessment battery used in Experiment 1 was used to assess this subject group, the results of which are in Table 1. Clinical or educational psychologists had previously diagnosed each of the poor readers as reading disabled on the basis of significant discrepancies between their measured literacy skills and those predicted on the basis of their cognitive skills. We confirmed that our poor readers all had a standard score of $\leq 85$ on a NARA composite score (where the composite score was made up of no two scores over 85).

3.1.2. Stimuli and procedure

The experiment was conducted according to the procedure described in Experiment 1, and used the same stimuli and hardware.

3.2. Results

The initial treatment of the data was the same as for Experiment 1. Group performance on the symbols task is shown in Fig. 3. A two-sided Wilcoxon–Mann–Whitney comparison showed that poor readers (mean = 0.7, SE = 0.12) had significantly reduced symbols sensitivity compared to controls (mean = 1.17, SE = 0.09), $(Z = 2.57, p = .01)$. The correlation matrix in Table 5, between the variables is consistent with Experiment 1, with the exception of the fact that the matrices task now no longer demonstrates a significant correlation with the NARA, phoneme deletion, and similarities task.
Thus, when letter order is preserved, even when order is not preserved there is no priming.

The symbols we used were unfamiliar to the children who took part in the study, so they were very unlikely to have had access to abstract representations of these symbols. Since relative-position encoding schemes require abstract representations of ordered sequences, it is unlikely that the symbols task was measuring relative position sensitivity. It is much more likely that, if the symbols task is a measure of position sensitivity at all, then it is a measure of absolute-position sensitivity. When detecting that ABCD differs from ACBD (where A, B, C, D are any symbols), it is sufficient to notice an absolute-position mismatch (i.e., positions 2 and 3 are different).

One interesting question is whether there is any evidence to suggest that the representation of the symbol string in memory is in the form of symbol-position pairs (e.g., AB, BC, CD, etc., where A, B, C, D are any symbols), as opposed to a purely spatial pattern where no differentiation exists between individual symbols and their positions? If symbol strings were encoded as undifferentiated patterns, then there should be no differences in sensitivity to the three kinds of position swap (i.e., between positions 2/3, 3/4, and 2/4). However this was not the case; mean d’ scores for these three conditions were: .79 (SD .13), .78 (SD .12), and .67 (SD .09), respectively, suggesting that the non-adjacent, position 2/4 swaps were harder to detect than the two kinds of adjacent position swaps. Moreover, the pattern of Pearson correlations between the three conditions was: .55 (p < .0005), .32 (p > .05), and .16 (p > .1) for position swaps 2/3 versus 3/4, 2/3 versus 2/4, and 3/4 versus 2/4, respectively. Thus, children’s performance was more similar when the two adjacent position swaps are compared, than it was for either of the comparisons between adjacent and non-adjacent swaps. In short, it matters where the position swaps occur. This suggests one of two possibilities: children’s viewing strategies could have resulted in these within task differences. For example, they may have preferred to focus their attention towards one or other end of the symbol-string rather than the middle. Alternatively, the spatial coding system for
symbols may indeed operate on a scale smaller than the complete 5-element string and some kind of symbol pair scheme is one plausible candidate.

5. Iconic memory and visual attention

Individual differences in the symbols task might also reflect variation in the speed/accuracy of read-out from iconic memory into a more durable short-term store (cf. Coltheart, 1980). Interestingly, Gang and Siegel (2002) found recently that developmental dyslexics showed iconic memory impairments compared to age matched controls. This implies that deficits in iconic memory could well impinge on visual word recognition skills. In our experiments, the fact that we always used backward masking means that iconic memory would have been erased on each trial of the symbols tasks (cf. Averbach & Coriell, 1961). However, as shown by Gegenfurtner and Sperling (1993), prior to erasure, transfer of information from iconic memory to more durable storage is governed by a combination of the quality of the information stored (they use the term ‘iconic legibility,’ which depends on time and retinal location) and the allocation of attention. Indeed, in their computational model of this information transfer, Gegenfurtner and Sperling (1993) explicitly state that transfer rate from iconic memory is determined by the product of attentional allocation and iconic legibility. Therefore, not only could individual variability in iconic memory account for at least some of the variability in the symbols task, but the same could also be true for visual attention.

Visual attention serves to filter and prioritise the visual information available at any given moment. It is a critical determinant of what portions of the visual field and what features of objects our brains preferentially process. Research has directly linked attention to reading, and by implication, the symbol-string task (Casco, Tressoldi, & Dellantonia, 1998; McCarthy & Nobre, 1993). Reading may be conceived of as a sequential attention model: attention is allocated at the location at which one is fixating, then moved to the specific location toward which the eyes are about to move. Reaction-time word identification studies (Rayner, 1992) have provided empirical evidence for this model. A number of studies have reported that deficits in visual attention exist in people with reading disabilities (Bouma & Legein, 1977; Brannan & Williams, 1987; Facoetti & Molteni, 2001; Steinman, Steinman, & Garzia, 1998; Vidyasagar & Pammer, 1999; Williams, Brannan, & Lartegue, 1987). It is therefore plausible that individual differences in symbols task performance might simply be a reflection of natural variation in either the spatial or the temporal aspects of visual attention. While we were able to exclude this possibility with respect to performance in the symbols task and lexical decision in adults (Pammer et al., 2004), further research is required to exclude this possibility in relation to the symbols task and children’s reading.

6. Phonological awareness and short-term memory

A third possibility is that the symbols task is really a proxy measure of phonological awareness. While logically plausible, this suggestion has little face validity because the symbols task and the phoneme deletion task are very different both in mode of presentation, and their general stimulus properties; the symbols task constitutes the rapid visual presentation of previously unseen items, whereas the phoneme deletion task is presented auditorily, by the experimenter, slowly in comparison and requires conscious manipulation of speech sounds. Moreover, the correlation between symbols and phoneme deletion was relatively weak \( r = .4 \), and the hierarchical regression showed that symbols predicted a unique proportion of the variance in children’s reading. This suggests that the non-shared proportion of the variance in the symbols-string task is more likely to be related to a component of children’s visual rather than phonological skills.

However, the correlation between phonological awareness and the symbols task still needs to be explained. A key observation is that once the effects of digit span were partialled out, symbols and phoneme deletion were rendered statistically independent of each other. This suggests that the relationship between the symbols and phoneme deletion tasks is mediated through a common requirement for short-term or working memory resources. One might expect that the phoneme deletion task makes demands on both the storage and processing components of working memory, because it requires a child to hold a word in mind (perhaps spell it out or visualise it), remove one sound, and work out what is left. Similarly, the symbols task is likely to draw on working memory resources, and may even require some degree of subvocal rehearsal between the presentation of the target and the point at which a child chooses between the alternative symbol-strings. It is known that complex working memory tests (like counting span and listening span) are correlated with phonological awareness tasks (like onset rime detection and phoneme deletion) and reading (Goswami & Bryant, 1990; Leather & Henry, 1994; but see Oakhill & Kyle, 2000). Therefore, if individual variation in our sample’s digit span were largely attributable to individual variation in storage capacity, then this may account for the correlation we found between the symbols-string and phoneme deletion tasks. Once it was removed by the partial correlation procedure, the symbols and phoneme deletion scores were thereby rendered independent of each other.

Another possible explanation for the relationship between phoneme deletion and the symbols task is
dependence on speech rate. The number of items in a digit span task that can be recalled immediately is also related to the rate at which an individual can speak (Cowan, 1999; Cowan et al., 1998). This fact may in turn be related to either subvocal rehearsal (articulatory recoding) in working memory or speed of processing (Smyth & Scholey, 1996). In principle therefore, the link between symbols and phoneme deletion might have been mediated by individual variation in the articulation/processing speed components of the digit span task. For this to be true, we would also have expected to see a significant relationship between symbols and the rapid automatised naming task (RAN); performance on RAN tasks is known to depend to some extent on speed of articulation (Neuhaus, Foorman, Francis, & Carlson, 2001). But no such correlation was found. Moreover, the same lack of correlation between symbols and RAN makes it unlikely that the children who were good at the symbols-string task were merely good at developing and rapidly rehearsing new verbal labels for the novel symbols. Also, presentation of the symbols string was only 100 ms, which is likely to be too fast to apply a phonemic-based coding strategy. In summary, the relationship between reading and the symbols task cannot be easily explained in terms of individual variation in phonological skills and/or verbal short-term memory.

7. Conclusions

The results presented here, suggest a plausible link between individual variation in pre-orthographic visual processing skills and reading. The fact that we found reduced sensitivity to the symbols task in our dyslexic sample is also consistent with the idea that a visual impairment of some kind could affect (some) children’s reading, although we are unable to make any assertions regarding causality. This would require longitudinal studies which are beyond the scope of the current paper. There is reasonable evidence to support the idea of reciprocal causation, such that learning to read promotes phonological awareness as well as vice versa (Perfetti, Beck, Bell, & Hughes, 1987). It is therefore possible that extensive practice at learning to read facilitates children’s ability to rapidly encode any string-like stimulus presented visually.

In summary, we have shown that dyslexic readers are less sensitive than controls on the symbol-strings task, and that high sensitivity is associated with accurate reading in primary school children. Therefore, while the symbols task itself requires further elucidation, the present results strongly suggest that there are pre-orthographic visual factors, independent from phonological deficits, which may also contribute to some children’s reading difficulties.
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