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Abstract

Users of Web-based software encounter growing complexity of the software resulting from the increasing amount of information and service offering. As a consequence, the likelihood that users employ the software in a manner compatible with the provider’s interest decreases. Depending on the purpose of the Web application, a provider’s goal can be to guide and influence user choices in information and service selection, or to assure user productivity. An approach at addressing these goals is to adapt the software’s behavior during operation to the context in which it is being used. The term context-awareness originates in mobile computing, where research projects have studied context recognition and adaptation in specific scenarios. Context-awareness is now being studied in a variety of systems, including Web applications. However, how to account for context in a Web Engineering process is not yet established, nor is a generic means of using context in a Web software architecture.

This dissertation addresses the question of how context-awareness can be applied in a general-purpose, systematic process for Web application development: that is, in a Web Engineering process. A model for representing an application’s context factors in ontologies is presented. A general-purpose methodology for Web Engineering is extended to account for context, by putting in relation context ontologies with elements of the application domain. The application model is extended with adaptation specifications, defining at which places in the application adaptation to context is to occur, and according to what strategy.

Application and context models are system interpretable, in order to support automatic adaptation of a system’s behavior during its operation, that is, consequently to user requests. Requirements for a corresponding Web software architecture for context are established first at the conceptual level, then specifically in a content-based architecture based on an XML stack. The CATWALK software framework, an implementation of an architecture enabling adaptation to context is described. The framework provides mechanisms for interpreting application and context models to generate an adaptive application, meaning to generate responses to user requests, where the generation process makes decisions based on context information. For this purpose, the framework contains default implementations for context recognition and adaptation mechanisms.

The approach presented supports a model-based development of Web applications which adapt to context. The CATWALK framework is an implementation for model interpretation in a run-time system and thus simplifies the development of Web applications which adapt to context. As the framework is component-based and follows a strict separation of concerns, the default mechanisms can be extended or replaced, allowing to reduce the amount of custom code required to implement specific context-aware Web applications or to study alternative context inference or adaptation strategies. The use of the framework is illustrated in a case study, in which models are defined for a prototypical application, and this application is generated by the framework. The purpose of the case study is to illustrate effects of adaptation to context, based on context description and adaptation specifications in the application model.
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Chapter 1

Introduction

1.1 Theme Explanation

In software, networking can be used to provide the user with up-to-date information and access to services offered by a remote provider. In novel applications, networking is increasingly handled via Web mechanisms [Rheingold, 2002]; corresponding Web-based systems support in particular applications accessed in a Web browser on a personal computer, and software for mobile systems that operates over the Web.

Web-based systems are increasingly complex and used for a wide range of purposes, possibly in changing circumstances, for example in various locations and with different devices. This has raised new issues related to applying the technology, in particular regarding usability of such systems. The amount of information provided to users of Web-based systems is increasing rapidly; this “content explosion” [Monaco et al., 2001] can result in confusion as to which information is relevant. Within many current Web applications, too much cognitive effort is required by the user to “recognize important relationships and recall key information” [Griswold et al., 2003]. Furthermore, though Web-based systems have traditionally focused on information delivery, they are now also used as a platform for providing additional types of services, which may require complex interactions with the user (that is, interactions beyond mere activation of a link in a Web page). This raises the question of which services to provide in which situation, and how to integrate as seamlessly as possible services within the offering of a Web-based system, to reduce the amount of effort a user must expend to find and use a service.

Web resources are increasingly plentiful, but a user’s cognitive resources are not unlimited. This is likewise true of the physical resources a user has access to in a specific situation. No matter how much bandwidth and computing power increase, there will always be scenarios in which these resources are insufficient, in particular in mobile computing scenarios [Forman and Zaborjan, 1994]. Web engineers must address these problems of cognitive overload and physical constraints, as they restrain usability of Web-based systems and may even cause users to entirely reject a system.

Adaptation has been proposed as an approach to address these problems. In such an approach, a system is conceived in a manner such that it is capable of adapting its operation according to the present situation of usage. Corresponding Web applications can assist the user in navigation, content and service selection according to known preferences and current circumstances: an application should present the user “the right thing at the right time in the right way” [Kappel et al., 2003]. In addition, for wider acceptance in everyday usage, an application should “require human attention for only critical aspects of task execution that require their input” [Thayer and Steenkiste, 2003]. Thus,
a requirement for software can be that software should adapt its offering according to the situation; meaning that what is being offered, and how, should depend on the user and the context in which the user is using the system (Morse et al., 2000).

1.1.1 Adaptivity and Context

Varying terminology is used in computer science to describe the goals of adapting software to user needs, and of providing the conditions necessary for this adaptation. One needs to distinguish, on the one hand, the activity where a system engineer, or an individual user, explicitly and manually adapts an application to needs and preferences, and, on the other hand, automatic adaptation of an application’s behavior, performed by a system.

Software supporting user-initiated individualization can be called adaptable, whereas software supporting system-initiated individualization can be called adaptive (Oppermann, 1994). A distinction in adaptability can be made according to the person performing the individualization. When the end-user tailors an application according to preferences, this activity can be called personalization. When a manufacturer configures or modifies software according to customer requirements, this can be called customization. When a customization is aimed at a large number and variety of customers, the term mass customization (Gilmore and Pine, 2000) can be used.

In this dissertation, we call a system adaptive when it is capable of automatically adapting an application’s behavior, during application usage, according to the context in which the application is being used, that is, the “context of the interaction” (Dix et al., 2003). Additional terminology is sometimes used in research. The field of adaptive hypermedia uses the term personalization to describe the activity of systems which analyze the user’s past behavior in order to decide what information to provide next, for example in tutoring systems (Brusilovsky et al., 1998). In mobile computing, the term customization is used to describe the goal of software adaptation to a user’s location of use and device constraints (Badrinath et al., 2000); ubiquitous computing likewise uses this term in this sense (Kappel et al., 2003). Using the term customization for automatic adaptation can be misleading, as customization can also be used to describe an engineering activity, as discussed above.

To possess the ability to fulfill an individual user’s needs, software must take into account several factors, such as the user’s profile, current task or goal, and possibly additional factors such as location, time, or device used. The combination of all relevant factors in software usage can be termed the context, and thus a Web software that takes them into account is a context-aware application. The term context-sensitive is sometimes used interchangeably, see, for example, (Clerckx et al., 2005). In turn, the term context-adaptation is sometimes used to refer to the activity of systems basing their adaptation on context (Mani et al., 2004); this term can however be misleading, as it might also refer to the activity where a system adapts its knowledge about context itself, as opposed to adapting the application according to this context. To use information about context, a system must determine this information during its operation: this activity is called context sensing, context reasoning, or context inference.

In summary, using the notion of context in software (that is, “context-aware computing”) is a paradigm in which information about the situation of system usage is gathered and structured in such a way that this information can be used for (automatic) adaptation of software according to the situation. The motivation for context-awareness (and with it, adaptation) is, ultimately, to increase usability of systems. In an adaptive Web application, knowledge about context might be used at various levels, from the structuring and appearance of the user interface to the information and services provided.
1.1.2 Web Applications

A Web application is software which enables a person, via a user interface, to make use of information and service offerings provided on the World Wide Web (in short, Web). To describe such applications, a definition of the Web is then required; according to the Merriam-Webster Dictionary, the World Wide Web is:

a part of the Internet designed to allow easier navigation of the network through the use of graphical user interfaces and hypertext links between different addresses – called also Web.

The purpose of a Web application is traditionally to provide users with an access point to an information system, respectively to several information systems integrated for external (Web) access at this point (Rheingold, 2002). Increasingly, these applications go beyond mere presentation of information, and provide many types of services, sometimes requiring complex interaction: in other words, these applications provide operational features in addition to information delivery.

This dissertation focuses on software designed for the Web in a professional environment. In this regard, a Web application belongs to a specific sort of network-centric software systems used between an enterprise and its customers, or within an enterprise. Using Web mechanisms for networking can be compared to other fundamental approaches as outlined in Table 1.1.

<table>
<thead>
<tr>
<th>Client type</th>
<th>Service offering</th>
</tr>
</thead>
<tbody>
<tr>
<td>host</td>
<td>terminal</td>
</tr>
<tr>
<td>client-server</td>
<td>custom</td>
</tr>
<tr>
<td>Web</td>
<td>standard (Web browser, WML browser)</td>
</tr>
</tbody>
</table>

Table 1.1: Network-centric applications in a professional environment

A significant particularity of Web mechanisms is that they are standardized: notably, the manner in which resources are addressed (URL), and the way in which client and server communicate (HTTP). Unlike a typical client-server application that requires a custom client and operates in a controlled environment, Web applications can be used by a general purpose Web client, such as a Web browser, by people not necessarily known to the service provider. The fashion in which a Web application is used is thus less predictable than in classic software scenarios (Dumke et al., 2003): though a Web application is often targeted at certain groups of users, the actual type of user and the usage scenarios can not be known precisely. This requirement, along with requirements following from

---

1Uniform Resource Locators, see Appendix A
2Hypertext Transfer Protocol, see Appendix A
the specification of the Web standards, results in specific constraints for Web applications, notably regarding user interaction with these systems.

The goal of a Web application as understood in our work is not to recreate or replace existing information systems. The information systems themselves (referred to as “backend” in this regard) need not be engineered using Web technology, but the user’s access to these systems is increasingly occurring via Web technology. To illustrate the difference, consider the following scenario: the Web offering of a health insurance company provides Web access to medical knowledge that can be queried and answered by a medical expert system (the backend). This Web application integrates a possibility for users to obtain knowledge from this medical expert system, but does not replace the expert system.

1.1.3 Web Engineering

*Web Engineering* is an emerging discipline that advocates ([Deshpande and Murugesan, 2001](#)): (...)

establishment and use of sound scientific, engineering and management principles and disciplined and systematic approaches to the successful development, deployment and maintenance of high quality Web-based systems and applications.

While related to Software Engineering, Web Engineering must take into account, in addition to the technical particularities of Web applications (see Section 1.1.2), specific characteristics of Web-based systems, notably:

- Web-based systems are primarily content-driven (although they may in addition provide operational features). Navigation through this content must be achievable in a user-friendly manner.
- “Multiplicity of user profiles” ([Murugesan et al., 2001](#)): Web-based systems are potentially used by people with differing skills, capabilities, and interests.
- Web-based systems can be used in varied operational environments. For example, a user might use the same system while in the office and while performing external work, potentially with different devices.
- As a Web application can be a complex, multi-layered system, people involved in development can be of varied backgrounds and areas of expertise ([Ginige and Murugesan, 2001](#)), for example, domain experts, graphical designers, marketing professionals, software developers, or database administrators.

To gain an understanding of the increasingly complex requirements within Web Engineering, it is helpful to consider the evolution of Web applications. This evolution is typically considered in terms of generations, of which one possible categorization, as given in ([Dumke et al., 2003](#)), is:

- First generation: information is published on the Internet, and can be viewed by any user with a Web browser.
- Second generation: the user can interact with server components that provide complex information services, for example by integration with a database. Such a database may have existed prior to Web application development, and its contents are then made accessible through the Web.
- Third generation: plug-ins for the display of special media types in the browser become available.
Fourth generation: pages are dynamically generated by the Web server, and the information provided by the system is managed consistently on the server using tools such as Content Management Systems (CMS).

Fifth generation: this generation holds the goal of a “Semantic Web” (Berners-Lee et al., 2001), where association of meaning to information on the Web allows for smarter machine processing of this information.

The definition of generations of Web applications is arbitrary and varies in literature; van Ossenbruggen et al., (2001) for instance use the term third generation to refer to the Semantic Web. Likewise, the distinction between second generation and third generation Web software - see, for example, Copeland and Hwang, (1997) - is not always clearcut. In addition, individual applications, for example an Internet Banking software, can not be clearly assigned to one of the above generations. It can further be argued that development of software components to be used over the Internet (such as in automated B2B-scenarios), even if not used in a Web application per se, should also be considered Web Engineering; however, such scenarios are not within the scope of this dissertation.

An additional complication in categorizing applications is that, increasingly, applications tend to blur the boundaries between host, client-server and Web mechanisms. For instance, a client-server application can communicate via the same mechanisms as a Web application, or a Web browser can contain extensions that act as a client in the sense of a classical client-server application.

Nonetheless, specific requirements for state-of-the-art Web applications emerge:

- the information provided can be dynamically created and should be managed consistently;
- it should be possible to provide operational features within the Web application; meaning, functionality in addition to the classic Website operations browsing and navigation (Baresi et al., 2000);
- adaptation to context can be required (see Section 1.1.1);
- in accordance with the vision of a Semantic Web, applications should be based on semantic definitions of the resources provided by the applications.

Models and Methodologies

An approach to Web Engineering, as any approach to engineering, requires a description of the object to be engineered (in this case, a software application), that is, requires a model. In general terms, a model, according to the American Heritage Dictionary, is

a schematic description of a system, theory, or phenomenon that accounts for its known or inferred properties and may be used for further study of its characteristics.

In informatics, the activity of modeling serves, according to the Merriam-Webster Dictionary, “to produce a representation or simulation of using a computer to model a problem.” Within Web Engineering, modeling aims at producing a representation of the Web application; this application fulfills specific needs (that is, solves specific problems). Different existing modeling approaches greatly vary regarding scope of the problem that they address (examples for modeling approaches are provided in Chapter 2). Some approaches aim at supporting the design phase of application development; that is, at providing a common representation of the application to be agreed upon by all parties (for example, customer, designers and developers). In such approaches, the intention is that application developers
use the models as basis for their software programming task, whereas model usage by a run-time system for application generation is not aimed for. Other approaches propose to use a software system to interpret the application model in order to generate the application to some degree. The model can be considered a basis for simulation when directly usable for application prototyping. In the vision of generative programming (Czarnecki and Eisenecker, 2000), an application can be entirely described by successive models, thus foregoing the need for any custom software programming. Intermediate approaches can aim to reduce the need for programming or to allow for rapid prototyping, whereas a commercial-grade application would still require some form of additional, specific programming.

Application models thus have various scopes and purposes. For an individual engineering activity, it must be decided which sorts of models are to be used, what each model should address, and how and in which order they should be established. These questions are addressed in a methodology. Generally speaking, the purpose of a methodology in Web Engineering, as in software engineering, is then to support the software development process. The process is divided into phases aiming to better manage complexity and to ensure a higher quality of software. A methodology defines models to assist the Web engineer in development; such models also aim to facilitate communication between the various people involved in a development process. The degree of formalization of the models and how exactly the models are then used in development varies significantly between methodologies.

A model for a Web application must address precisely that which is relevant for the Web application at hand. We view a Web application as a user’s unifying access point to one or more information systems (see Section 1.1.2). The Web application potentially uses and integrates systems which in turn are responsible for specific knowledge processing (for example accounting systems or expert systems). Consequently, modeling addresses precisely that which needs to be considered at the level of the Web application, and not at the level of a complete information system. Regarding the health insurance provider example given in Section 1.1.2 the following might then be modeled regarding the Web application: the existence of a medical expert system as a type of service, and the way in which the service can be used. Medical knowledge itself (such as, which symptoms are indicative of which sicknesses), which is contained in the expert system, is not modeled within the Web application environment. It may however be useful and necessary to share some sort of medical taxonomy between the systems in order to cooperate more meaningfully.

Information Representation

We now discuss a general way of representing information and relationships between information, applicable in particular in Web Engineering. This means of representation provides a basis for Web Engineering models and methodologies addressing the requirements discussed above.

The current W3C standard to serve as basis for describing information is XML. XML provides a common syntax for various purposes and is extensible, meaning new vocabularies can be created for new purposes while still conforming to XML. For an introduction to XML use and related technology within Web Engineering, see (Doernhoefer, 2004).

When a new vocabulary is to be used, it needs to be precisely described if it is to be widely adopted and if information described with this vocabulary is to be consistent (van der Vlist, 2002). A schema language can describe vocabulary and structuring of documents which should conform to a schema. Such schemas can then be used for documentation, validation and automation purposes. A classic language from the SGML domain is DTD (Document Type Definition); other languages, such

---

3World Wide Web Consortium, see Appendix A
4The eXtensible Markup Language, see Appendix A
5Standard Generalized Markup Language, see Appendix A
as RELAX NG (van der Vlist, 2003) or Schematron (Lee and Chu, 2000), have also been proposed for formally describing XML documents. A DTD is adequate for describing the structuring of a document. Data type definition capabilities of DTDs are, however, limited. When richer data types are required, for instance, to specify that a document element refers to a URI, XML Schema can be used. XML Schema is the W3C recommended language to define schemas for XML vocabularies; see the above mentioned (van der Vlist, 2002) for an introductory text. By its rich data type definition capabilities, XML Schema allows more possibilities in automation, for example, by using information about the types of parameters for a service in order to provide a more appropriate user interface.

XML thus defines a syntax for a vocabulary, and a schema language is used to define the vocabulary and the types of information represented. To be compatible with Semantic Web requirements, Web applications must include descriptions of the resources they provide and the relation between these resources. In related research, efforts for systematization are typically based on describing a conceptual model in terms of an ontology (Gómez-Pérez et al., 2004). This ontology represents terms and relations for a domain of applications, and can be called a domain ontology (Wissen and Ziegler, 2003). Such an ontology should describe the domain in a reusable manner, unlike a data model, which typically “represents the structure and integrity of the data elements of [a] single, specific enterprise application” (Spyns et al., 2002).

For formalizing ontologies describing Web resources, OWL is the W3C’s current recommendation. OWL builds upon RDF, the resource description framework (McBride, 2004), that allows to describe the resources involved and relationships between them. OWL adds possibilities in expression for ontologies as explained in (Antoniou and van Harmelen, 2004), notably cardinality restrictions and the assigning of special characteristics to properties. OWL, as is RDF, is an XML vocabulary, defined by an XML Schema.

1.2 Problems and Challenges

The general challenge existing in Web Engineering - see the above-cited (Deshpande and Murugesan, 2001) - is supplemented by the goal of accounting for context of usage on the one hand and, on the other hand, defining which adaptation is to occur (and how) according to this context.

Supporting adaptation to context in a systematic approach is a worthwhile effort, as the goal is to positively affect quality of Web-based systems, specifically usability and efficiency aspects as outlined in ISO 9126 (see Appendix A). Regarding usability, the goal of adapting and optimizing the application to context is to make the application more operable for the user. This is of particular interest in scenarios where the user has less time for an interaction or less powerful devices, such as in mobile scenarios: the goal is that the application becomes easier to understand and to learn. Optimizing the application in this regard can also positively influence Web efficiency, a further quality aspect. The tailored offering, made possible by context-awareness, decreases Web traffic, as less irrelevant information is exchanged. The user achieves goals more quickly, so less interaction with the system is required.

Attempting to integrate context-awareness and adaptation capabilities in a comprehensive approach poses several challenges. To effectively use context in Web applications, a formal, comprehensive model is required, as is a corresponding representation language. Context has a dynamic dimension and is therefore difficult to model. It must then be determined which elements of context are to be considered in the Web Engineering process, and which dynamic factors are added by a con-
text system. A conceptual model integrating a multitude of factors is needed, thus raising the question of how to structure and systemize the analysis and design processes.

In turn, aiming at a systematic approach to support context-awareness and apply adaptation within Web applications at run-time raises additional questions and challenges. How should information about context be specified in such a way that a run-time system supporting Web applications can use this information for adaptation, and what is an appropriate architecture for such a system? Since engineering approaches should support a multitude of scenarios, how can the effort required to develop a specific context-aware application be reduced? Furthermore, how can operational features of a Web application be specified, and user interaction with such services be supported in a systematic way, while taking into account requirements for adaptation to context?

A multitude of research projects and prototypes explore the context paradigm (this is illustrated in Section 2.1.1). Such research projects help to explore the sorts of context and possible adaptation effects; however, existing projects often explore a specific scenario and implement adaptation in this scenario only (Kappel et al., 2003). In addition, a (usually implicit) assumption exists in this field of research, namely that using context improves a system in some manner. Qualitative questions however are difficult to address at this time, as they require to systematically compare an “adaptive” application with a “non-adaptive” counterpart with similar goals and functionality. Current research prototypes are isolated applications that are not used over extended periods of time. These applications provide a specific functionality whose usage can not easily be compared with classic applications. What would be required to be able to address qualitative issues is that Web engineers have a systematic means to specify context information in Web applications, and to be able to activate and deactivate usage of context as desired.

1.3 Goals of this Dissertation

The main goal of this dissertation is to show how information about context can be taken into account in a Web Engineering process, that is, in a systematic approach to development of Web applications, and to show how adaptation effects according to this context can be achieved.

To enable the usage of context in Web Engineering at large, a multitude of application scenarios and context inference techniques need to be supported. A conceptual framework for context, using ontological descriptions, allows a uniform view on factors of context and their influence on application elements. The resulting context model is a basis for specifying knowledge about the context of an application and a basis for context inference algorithms. The engineering process must allow, in addition to context modeling, the specification of adaptation effects at each level of a Web application: navigation, resource selection and presentation.

To support adaptivity, a system architecture for Web applications faces particular requirements: support for context sensing and inference, and generation of a Web application where each phase in generation can depend on context. In the method presented in this dissertation, application and context models are designed to be interpretable by a run-time system, which should then be capable of using the models to guide application behavior. In particular, such applications must support operational features, potentially selected and operated according to context.

A software framework can facilitate the consistent usage of application models and generation techniques corresponding to an engineering method for adaptive applications. As various context inference mechanisms and adaptation algorithms may exist, the framework must be customizable and extensible for application developers. Furthermore, to enable testers to verify the effects of context on an application, the run-time environment should support testing individual factors of context.
Scope

This work makes a contribution to the discipline of Web Engineering, specifically to the issue of *engineering and development methodology and techniques*, by showing how context can be accounted for in the engineering process and what techniques can be used to achieve a context-aware, adaptive Web application. Other issues in Web Engineering, such as measurement, evaluation techniques or scalability are also essential this discipline, but not subject of this work.

The work presented here is rooted within the WISE research project [WISE n.d.]. The goal of that project is to provide a methodology and supporting tools for systematic development of complex and dynamic Web-based applications. The scope of this dissertation is to augment the WISE methodology to account for context and support adaptivity. Other project elements, not addressed in this dissertation, include the definition of a general-purpose methodology (see Section 2.3 for an introduction) and the development of an integrated, graphical modeling environment, including mechanisms for distributed development and version handling.

Summary

The main focus of this work is to show where and how context can apply in Web Engineering. By definition, the discipline of Web Engineering requires a systematic approach to Web application development, and accordingly usage of context within this discipline must be of a methodical nature. However, defining context in a general-purpose, yet precise manner is challenging, as is enabling consistent usage of context in an engineering process and a corresponding run-time system.
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This work makes a contribution to these goals by describing a conceptual framework for context.
(Chapter 3). It is further discussed which adaptation effects can occur in an application and how these effects can be specified in relation to the definition of the core application. It is then shown how these specifications can be utilized by a content- and service-oriented system architecture to achieve adaptation to context in Web applications (Chapter 4). A software framework, facilitating the implementation of corresponding applications, is detailed in Chapter 5. The results and contributions of the dissertation are summarized in Chapter 6. Figure 1.1 recapitulates the chapters and their primary focus.
Chapter 2

State of the Art

In this chapter, we address the state of the art regarding the goal of engineering Web applications that can adapt to the context in which they are used. We begin by discussing context-aware computing in Section 2.1. General approaches to development of Web software are discussed in Section 2.2. In this area, a systematic engineering approach is often lacking (Barry and Lang, 2001), leading to problems such as difficult maintainability and limited re-use. A focus of research in the area of Web application development is thus to provide methodologies and tools for systematic engineering. We discuss general-purpose methodologies for modeling Web software (Section 2.3), and consider to what degree they support the goal of developing adaptive applications.

2.1 Context-awareness

Context-awareness, as understood in this work, aims to provide a system with knowledge of the context in which it is being used, such that system operation can adapt according to this context (see Section 1.1.1). In this section, we discuss current usage of context in software development and give an overview of applications in this area. Subsequently, we discuss aspects of particular interest to our work, namely architectural approaches to adaptivity, and the issue of what influences using context in a system can have on users.

Mobile and pervasive computing environments are examples of operational variations that Web Engineering needs to take into account. Because the constraints described in Section 1.1 are particularly visible in such environments, research in mobile computing introduced the notion of “context-aware computing” (Schilit and Theimer, 1994) to describe software capable of adapting to location of use.

A comprehensive context definition should be of a domain independent, non-excluding nature, and indeed several such definitions for what context means with regard to software have been proposed. McCarthy (1993) defines context as “a generalization of a collection of assumptions” and considers context as being of infinite dimension; see also Brézillon (2003). On an abstract level, context can be defined as “a focus of attention” (Brézillon, 1999). Even though a comprehensive abstract definition of context is necessary to pave a common base for all context-related research, the computer science field - as one of many - requires a more adjusted definition. An often-cited general definition is given by Dey (2001):

Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves.
2.1.1 Accounting for Context

Varied research and application domains are using a notion of context to assist or guide the user; some domains employ the term context-awareness for this purpose, while others aim at achieving similar effects but use a differing terminology. A consensus on terminology does in fact not exist; see also Section 1.1.1.

Context-aware mobile computing research focuses on providing context-relevant information to mobile users, usually based on their location as context information. This notion has evolved to include other aspects, such as adapting the application to device characteristics (Schmidt, 2000). Nonetheless, a survey analyzing usage of context-awareness (Chen and Kotz, 2000) has shown that most research in this area has aimed in essence at sensing the location of a user in a mobile scenario, and using this information to adapt an application according to this location. A typical scenario is a touristic visit in which the user is guided by a mobile device such as a PDA; see, for example, (Cheverst et al., 2000). Research such as (Dix et al., 2000) does suggest that other types of context, such as a domain context, are also relevant to mobile applications, but does not explore this issue in detail. Generally speaking, this field of research emphasizes “context sensing”. The remaining aspects are sometimes unclear: “the design criteria of some of the approaches as well as the detailed specifications are unfortunately not available to the public” (Strang and Linnhoff-Popien, 2004).

Adaptive hypermedia applications have typically focused on the areas of learning and information retrieval, with the goal of guiding user navigation and presenting relevant information. An overview of this field of research is given in (Brusilovsky et al., 1998). This field aims to adapt information offering according to a user model, where this model is generally constructed from user behavior. (Liu and Maes, 2004) for instance describes how an individual’s attitudes can be computed and thus represented within a user model. The tracking of user behavior over a period of time can be used to automatically determine a user profile: in (Carreira et al., 2004), a set of user profiles is defined, and the system delivering the application monitors which Web pages are selected by the user and what content is in those pages. The user profile is determined based on the selected content, and this profile is then used to propose further pages of interest. Adaptive hypermedia usually takes into account user categories, sometimes also types of tasks (Koch, 2001; Staff, 1997). This field of research typically does not explore further types of context, nor further issues regarding interactivity (beyond link activation) and service incorporation into applications.

A further field of applications is Web-based e-commerce systems, specifically B2C (business-to-consumer) and intra-B (e-commerce offering within a company) systems. In such systems, a consistent use of the Web by users allows for tracking user actions, for example, recently visited items and past purchases. This tracking thus establishes a user profile that can be implicit or explicit in such a system. Commerce evolves from a mass-product and anonymous approach towards a personalized offering, commercials and customer contact. Such system behavior can also be termed adaptive.

Table 2.1 recapitulates the domains using context-awareness and provides additional examples.

<table>
<thead>
<tr>
<th>Application domain</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>electronic tourist guides</td>
<td>(Cheverst et al., 2000)</td>
</tr>
</tbody>
</table>

( Cheverst et al., 2000) describe tourist visits guided by a mobile device. The device uses location information to present the visitor with relevant information.
### 2.1 Context-awareness

<table>
<thead>
<tr>
<th>Application Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal Secretary Application</td>
<td>A “memory aid” (<a href="#">Lamming and Flynn, 1994</a>) can store information along with contextual knowledge, meaning the context in which an event occurred, such as location, or task being carried out at the time. The goal is to support information retrieval at a later time, thus explicitly addressing the problem of information overload.</td>
</tr>
<tr>
<td>Meeting Scenarios</td>
<td>(<a href="#">Dev et al., 2004</a>) implement the aCAPpella system that uses various clues to (automatically) determine when a meeting is occurring; when this context is determined, the system automatically launches a notes-taking application and loads the most recently used presentation file.</td>
</tr>
<tr>
<td>Groupware</td>
<td>Context, as support for a concept of “awareness”, is considered a key element to effective groupware (<a href="#">Brézillon et al., 2004</a>).</td>
</tr>
<tr>
<td>Office Scenario</td>
<td>The Smart Doorplate application gathers location and activity information (as context information) about co-workers, and makes predictions about what an individual is doing, for example “on the telephone” and “free in 5 minutes” (<a href="#">Trumler et al., 2003</a>).</td>
</tr>
<tr>
<td>Education</td>
<td>Adaptive hypermedia for tutoring consider user behavior in order to decide what to do next. Typically, a user model is constructed based on user interaction with the system (<a href="#">Boyle and Teh, 1993</a>); depending on context (the current information being visited plus the user model), the next pieces of information are chosen. In Semaphore (<a href="#">Burrell et al., 2000</a>), the Web links relevant to a lecture are associated to a location; mobile users, when using the Semaphore client at this location near lecture time, are presented with these links.</td>
</tr>
<tr>
<td>Operational Documentation</td>
<td>In (<a href="#">Ramu et al., 2004</a>), context consists of conditions, goals and resources and is used to link documentation with operations in the aviation field.</td>
</tr>
<tr>
<td>Computer-Assisted Design (CAD)</td>
<td>(<a href="#">Hernadvölgyi et al., 2004</a>) show how a 3-D shape can have a semantic context in the CAD system. This information can then be used to assist the user in designing the end product, for example to assist in placement of objects.</td>
</tr>
</tbody>
</table>
Table 2.1: (continued)

<table>
<thead>
<tr>
<th>Performance optimization</th>
<th>Context information (such as user type or current task) can be used in order to predict what the user is likely to do next and prepare resources that will be needed: this can for example be used for smart caching in information retrieval, or hardware activation in anticipation for faster response time \cite{Beigl2003}. Network routing can be improved as described in \cite{Gold2001}.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented-Reality</td>
<td>Augmented-Reality applications, notably task-oriented applications such as machine repair, use location and user profile context for repair support: repair instructions provided depend on sensing the operator’s location, and can also be adapted to level of expertise \cite{Feiner1993}.</td>
</tr>
<tr>
<td>Health-care systems</td>
<td>In \cite{Jahnke2004}, the system senses a patient’s condition and monitors history of condition according to context such as patient activity, to enhance medical support.</td>
</tr>
<tr>
<td>Retail outlets</td>
<td>The Metro Future Store in Rheinberg, Germany, can track product location and some measure of people’s behavior, for example how long a potential customer assesses a product by holding it up. In accordance to this context, additional product information can be displayed, or, more generally speaking, advertisements in the store are adapted to context.</td>
</tr>
<tr>
<td>Games</td>
<td>Game software or software-supported game devices such as Pokemon uses task-oriented context \cite{Pagulayan2003}.</td>
</tr>
<tr>
<td>Community support</td>
<td>Applications such as a “friend finder” as described in \cite{Schilit2003} take into account location and user type as context information.</td>
</tr>
<tr>
<td>Desktop software</td>
<td>User interaction with desktop software can be influenced by context-awareness: \cite{Louis2004} describes how interaction with a calendar and appointment application is enhanced by including various context sources. The Aura project \cite{Thayer2003} supports document creation scenarios within an Office software suite, and considers context to be the set of documents needed as a group to meet a certain goal.</td>
</tr>
</tbody>
</table>

To use context for adaptation as illustrated above, it must be decided how context is represented, and what architecture to use for context processing and adaptivity. The following section (2.1.2) discusses approaches addressing the former; the latter is discussed in the subsequent section (2.1.3).
2.1 Context-awareness

2.1.2 Context Representation

To use context, it must first be decided whether context is information that requires an explicit representation independent of programming code. In a methodology accounting for context (see Section 1.1.3), a means of representation for this context is required to provide parties involved in engineering with a common basis for description. Whether this specification translates to an explicit system representation at run-time, or is used by application developers for individual programming code decisions, is a separate issue.

Context may be represented with regard to objects of the physical world, or as an abstraction. Ubiquitous computing sometimes uses physical artifacts to define context, such as a smart phone or a smart table (Schmidt and Laerhoven, 2001). For instance, when sensing that “chair1” is occupied, “chair2” is occupied, the door in the room is closed, the system can infer that the room is in the context “meeting”. In (Beigl et al., 2003), context is represented as the values of battery level, processor load, link quality and number of active devices, and this information is added to communication packets within a custom protocol for networking for ubiquitous computing. For (Burrell et al., 2000), context is the connection between Web links and a physical location, and the date and time range this connection is valid. In (Trumler et al., 2003), context is represented as the location of persons, stored in a distributed manner (in each “Smart Doorplate” device). (Louis and Shankar, 2004) represent context as system activity: “binary activity data from the keyboard, mouse, a motion detector, and a speech sensor”. When the described calendar application generates a reminder, the user indicates whether the type of reminder (visual, auditive) was appropriate; the system stores whether the behavior was desired along with the context (the “activity data”).

Alternatively to representing context as physical world attributes, abstractions may be used, or, as typically done in mobile computing, context can be a combination of abstract information (such as “user profile”) and physical attributes. Abstract representations may take the form of project-specific, custom representations, or may use general-purpose representation mechanisms, such as ontologies.

Examples of custom representations include (Cannataro et al., 2002), where context is represented as a three-tuple called “adaptation space”, the first element representing user behavior, the second environment, and the third technology. Adaptation is then specified as constraints applied to Web pages, where the constraints refer to the user’s position in the adaptation space. (Cheverst et al., 2000) utilize “contextual information, such as location, display medium and user profile” and represent “location objects” in a hierarchical information model and associate a set of HTML pages to each location. In (Dev et al., 2004), the user demonstrates a certain desired adaptation behavior to the system, which at the same time “collects sensor data and detects events”. The described system, aCAPpella, uses machine learning to learn what adaptation to perform in which situation (i.e., in which context), for this user. The example described is “when a meeting occurs, load the most recently used presentation file and launch a notes-taking application”. Context here is then represented as (system-learned) patterns of behavior for some sensed situation. (Jahnke et al., 2004) uses GRAS (Kiesel et al., 1995), a graph-oriented system, as a platform for the context fact base: in this case, the graph itself is the representation of context, not merely a visualization. (Brezillon et al., 2004) discusses computer-supported cooperative work, and proposes to distinguish between an individual user’s context and the group context. A user’s context is represented as the virtual workspace of this user in the groupware, whereas the group context is represented as the virtual workspace for a project. Adaptive hypermedia projects represent context as a user model; for example, in (Boyle and Teil, 1993), the user model “represents the knowledge of a reader”. This information is used to determine the level of detail to be presented to the user.

Context representation is increasingly handled via ontologies. In (Chen et al., 2004), context is
modeled as a “collection of ontologies for describing places, agents, events and their associated properties in an intelligent meeting room domain”. (Ramu et al., 2004) represents context as a categorization of descriptors for document parts (pertaining to operational documentation); this categorization in turn is represented in an ontology, and the “documentary units [are] tagged with meta-data describing the context”. (Hernadvölgyi et al., 2004) propose to represent “geometric context”, to assist in CAD, as the definition of product parts and their spatial arrangements in an ontology: for example, in a car, geometric context of a fender is that it is “adjacent to hood”. (Strang et al., 2003a) propose a “Context Ontology Language (...) to describe contextual facts and contextual interrelationships”. These are described in ontologies, following a specific schema, and defined according to “common subconcepts of aspect, scale and context information”. For example, “spatial distance” is an aspect, and “kilometer” or “meter” are scales. Context bindings link service parameters to aspects, the goal being that parameter values might be automatically determined from context.

An alternative to representing context specifically for service usage is to use built-in mechanisms of a specific service paradigm, such as in (Keidl and Kemper, 2004), who focus on W3C Web Services (Web Services are discussed in more detail in Section 2.2.3). Context is considered “information about clients and their environment that may be used by Web services to provide clients with a customized and personalized behavior” and is explicitly represented using the Web Service standards. Each type of context used is published in a UDDI repository, and may have an associated XML Schema. When a service is called, the SOAP header block is augmented with context information, allowing a framework (on the receiving side of the call) to extract this information and make it available to the service’s environment.

Ontology representation is used, notably, to provide “explicit semantic representation” and facilitate knowledge sharing (Chen et al., 2004). However, this approach may also have drawbacks when compared to specific models, e.g., location models for mobile computing. (Becker and Nicklas, 2004) offer that spatial models for context representation are adequate when very fine granularity is desired, such as location management of mobile devices in cellular networks. The key requirement is that these models are scalable, and therefore their representation is “typically rather straight-forward”. Again according to (Becker and Nicklas, 2004), contextual ontologies allow semantic description and reasoning, but tend to be used for smaller scales, in a specific environment. It is further proposed that a combined approach, with transitions between both types of context representations, is possible, and desirable. (Schilit et al., 2003) describe an additional problem when abstracting location information as made available by a positioning system in the form of user coordinates: locations can be organized in a hierarchy and thus a specific set of coordinates can be mapped to an element in such a hierarchy; however, a different hierarchy may be relevant depending on further factors regarding the user, such as the role of the user.

### 2.1.3 Architectures for Adaptivity

An architecture enabling adaptivity according to context must, on the one hand, define how knowledge about context is handled in the system, and, on the other hand, define how this knowledge is processed. For software systems at large, a possible distinction in architectural characteristics can be made between centralized and distributed handling, whereas some architectures are mixed. Table 2.2 provides examples of approaches used for context knowledge handling and usage of this context; these approaches are discussed in the following.

In a centralized approach to holding knowledge about context, context data is modeled in the application environment, and some of the decisions within the application are based on this information. (Chen et al., 2004) suggest an architecture with a central component called “context broker”
Table 2.2: Architectural approaches in research regarding adaptivity

<table>
<thead>
<tr>
<th>Context knowledge</th>
<th>Centralized</th>
<th>Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cannataro et al. 2002</td>
<td>(Chen et al., 2004)</td>
<td>(Strang et al., 2003a)</td>
</tr>
<tr>
<td>Becker and Nicklas, 2004</td>
<td>(Keidl and Kemper, 2004)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Context processing</th>
<th>Centralized</th>
<th>Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cannataro et al. 2002</td>
<td>(Chen et al., 2004)</td>
<td>(Samulowitz et al., 2001)</td>
</tr>
<tr>
<td>(Strang et al., 2003a)</td>
<td>(Keidl and Kemper, 2004)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Architectural approaches in research regarding adaptivity

that “maintains a coherent model” of context. Cannataro et al. 2002 present an integrated model for adaptive hypermedia, where adaptivity is specified in the application environment, integrating knowledge about user behavior and environment. Becker and Nicklas, 2004 describe an architecture with a centralized context model, influenced by sensors of the physical world and by applications using this model. In this proposal, the same context model is usable by several applications running at the same time.

Distributing knowledge about context across a network means in essence to augment a network with intelligence: the network in itself holds knowledge about which information and which services are relevant in which context. This network approach is explored by Samulowitz et al. 2001, who focus on providing context-relevant information and services through a smart network. The client, a mobile device, sends “context-aware-packets” to the network, to request a service conforming to some (pre-established) constraints. Intermediary network nodes route this data to services via “service access nodes” that are service proxies controlling the services available in the client’s environment. Services register themselves with a service access node and state in what context they are appropriate. Within the network, nodes listen for such packets and respond to them, for example by presenting a relevant service to the client, which may then choose to use the service. The scenario presented is a mobile user attempting to discover a printer which may be used, and to which the user can have physical access from the present location. The area of application is then the field of pervasive services in environments with intermittent connectivity.

Having distributed context knowledge typically implies that processing of context is at least partially distributed as well. A distributed processing model is described as a collection of distributed software components and the means of orchestration of these components. Approaches to distributed processing include service-oriented architectures and agent-based systems. An example for a service-oriented architecture is the above mentioned Samulowitz et al. 2001; further examples are Strang et al. 2003a; Keidl and Kemper, 2004, who focus on W3C Web Services as service mechanism. An agent-based architecture is being followed, for example, in Winograd, 2001. In this blackboard architecture, communications go through a centralized server that routes messages to those agents subscribed to this kind of message. Communication occurs using the “announce-listen style”. For example, components that provide environment data, such as location sensing, periodically post events to the blackboard. Other components requiring this data can listen for these events.

Architectures based on centralized context knowledge such as the above-cited Chen et al. 2004 require a central component for context processing. However, such an architecture may also include a form of distributed processing. Chen et al. 2004 aim to support a pervasive computing environment with agents, as illustrated in the “intelligent meeting room system” scenario. The system senses a user
(physically) entering a room; the context broker updates the context model and informs subscribed agents, in this case the “projector agent”. This agent then acquires appropriate slide show information, via the context broker, and sets up a presentation with this information.

Regarding architecture, “there is no panacea: each solution will be suited to some environments but not to others” (Winograd, 2001). This dissertation is rooted within Web Engineering, and thus considers applications operating in the Web’s request-response mechanism as defined by the HTTP protocol. Communication between a user and the system is synchronous, therefore adaptivity is only required when a user request is made; a decentralized (distributed) architecture for the core system is thus not necessary. This however does not preclude the core architecture from delegating partial functionality to distributed components, for example for sensing the physical environment. Information from such a component can then be looked up pro-actively when a user request is being processed by the core architecture. This look-up can occur either by direct communication between the core and such a component or by indirect communication such as a blackboard. In both cases, the core architectural design is not affected.

### 2.2 Common Approaches to Web Application Development

A systematic approach to Web application design must be able to specify the parts that the application is to consist of, and the way in which the parts are to be assembled (Schneider and Han, 2004). However, the understanding of what a part is varies significantly between approaches. Moreover, some of these approaches focus on a specific system aspect, on a part of the development process, or on specific types of Web applications.

A general-purpose conceptual approach to software development is object-orientation, which aims to encapsulate software functionality into objects. Regarding Web software, object-orientation usually means that the functionality provided by a Web application is developed in an object-oriented programming language (for example, Java), whereas content delivered to the user of an application is specified using some other means. Though Web system logic may rely on object-oriented languages and patterns, the use of such a general purpose language does not immediately offer help with regard to the Web Engineering process. Work such as (Neumann and Zdun, 2001) or (Zope Community, n.d.) follows the object-orientation idea to define a notion of “Web objects”. These approaches correspond in essence to an object-oriented wrapping of HTTP’s request-response mechanism, similarly, for example, to the Java Servlet API while providing for richer typing of request and response objects.

CBSE, component-based software engineering - see, for example, (Heineman and Councill, 2001) - is an approach where encapsulation of objects is described in a coarser granularity than when individual objects are described. For instance, the goal of a CBSE process can be to provide “commercial-off-the-shelf” software components (Heineman and Ohlenbusch, 1999). Components in this sense might be incorporated in some manner within a Web application; however a component approach in the CBSE sense does not replace the need for designing the Web application per se.

In the following, we discuss common approaches used specifically to support systematic development of Web applications.

---

1 Specified in JSR-901, see Appendix A
2 Specified in JSR-53, see Appendix A
2.2 Common Approaches to Web Application Development

2.2.1 Portal Technology

In the portal approach, a Web application is composed by describing the user interface components that the portal consists of, using a window abstraction. A portal aims to integrate content from various, possibly remote, sources, into a single view consisting of individual windows. Selection of windows is handled by the end-user, who explicitly chooses to activate windows of interest (a default portal view is presented if the user has not made any choices). In other words, a portal is based on user interface components for a Web application.

JSR-168 is a standardization effort for portals implemented using Java technology. This specification provides a definition for components within portals; these components are called portlets. A portlet is designed to be a pluggable user interface component inside a Web application (Viegreger, 2003). The specification defines a way to aggregate user interfaces of several components (portlets) into a single (HTML) Web-page. WSRP in turn defines a mechanism by which a distant portlet can be integrated into a portal, by calling the (remote) portlet as a Web Service; thus offering a standardization for integrating distributed systems into a common portal, provided that these systems define their user interface in terms of a portlet component. The specifications do not define a structuring of the content, nor how sharing, reuse, management and editing are to be handled. For illustration, JSR-168 defines an (optional) “edit” mode for a portlet, providing a view to editing the content shown in the portlet - this is however only a definition for the mechanism by which a user interface for editing would be triggered, and not a definition regarding how this editing could actually occur, nor of how the contents to be edited are structured. As a portlet is in essence a user interface component, there are no semantics associated with the different portlets. The goal of context-aware computing however, is to adapt behavior and appearance of a system component, in this case a portlet. The portal specifications provide no means to influence the inner operation of a portlet, and thus provide no direct added-value to the goal of a Web Engineering approach in which context-awareness is taken into account. Nonetheless, portals can be used for integration with external, unrelated system parts. For example, an individual portlet can be the user interface to an external Web application or to a Content Management System (see below); this is an approach followed in commercial portal systems such as Oracle (Vandivier and Cox, 2001) or BEA portal server (Block et al., 2003).

In summary, portals define a user interface aggregation strategy in which personalization by the user is possible (and in fact intended), but where adaptivity (which does not require explicit configuration by the user) is not supported.

2.2.2 Web Content Management Systems

A Web Content Management System (CMS) is an application used for managing Websites and their content; the goal of such an application is to assist in systemizing the Web publishing process. A CMS is user- and content-focused, therefore terminology and composition strategies often refer to pieces of content as specified and aggregated by a CMS content author. Sometimes the term component is used to refer to a functional building block that can be integrated into the Website, for example, a component realizing electronic forum functionality. The term component may also refer to software building blocks of the CMS functionality in itself (for example, an component to support content editing).

In the view of a content author, the Web application is a collection of documents, each consisting of pieces of content or descriptions for content to be produced. Typical pieces of content are Web

---

3Portlet specification, see Appendix

4Web Services for Remote Portlets Specification, see Appendix
pages and file assets, such as office documents or images, that can then be referenced by the Web pages and used for display in different parts of the end-user view of the application (Robertson, 2004). An essential requirement of a CMS is that Web resources can be created, managed and edited in a user-friendly fashion. Depending on CMS functionality, the author view may also allow for enriching the Web application with components in the sense of software functionality, that is, to specify more complex functionality to be offered to Website visitors (for example, the above-mentioned forum component).

The content authoring activity in the CMS may itself be supported by a Web application, therefore the authoring application must be distinguished from the live application. The former is the mechanism with which users, in the role of editors, can manage content; the latter is the resulting Web application (or Website) that is provided to (potentially world-wide) users. The authoring application allows editors to specify which elements the resulting Website should contain, and how elements are organized within the site, for example, through a hierarchical menu. The content elements that are published then constitute the live Web application, or, more precisely, the content the Web application delivers to users.

The structuring of documents and document contents in the CMS are fixed. Although some CMS document types allow a dynamic content description such as RSS for news feeds, application definitions such as where this content is to appear in the live application, or how retrieval of information is to occur, are fixed. Requirements of adaptation, however, mean that which piece of information is presented at run-time (according to context), and can not be fully known in advance. Existing CMS do not provide for such adaptation features, although partial adaptation to user characteristics may be available, for example automatic selection of the appropriate language version of a document in a multi-language site according to user device settings. Meta-data can be attached to resources, thus potentially allowing for adaptation features such as context-relevant selection according to semantic descriptions of the resource. However, how the information necessary for adaptation would be specified, and how context could be used throughout the Web application is not addressed by current CMS. In addition, a CMS would need to provide an editor-friendly means for describing context factors and desired adaptation effects; and furthermore would require an architecture for the live application using this knowledge for adaptation.

2.2.3 Web Services

A Web Service, as understood by the W3C (Booth et al., 2004), can realize arbitrary domain-specific functionality. A Web Service can be developed to implement new functionality or to provide access to an existing software, database management system, packaged component, or backend system. Web Services are the W3C candidate for realizing a service-oriented architecture (Erl, 2005), meaning an architecture defining a set of components that can be invoked (possibly from a remote location), and whose interface descriptions can be published. Web Services represent loosely coupled interactions and can thus integrate disparate software domains and bridge incompatible technology: in this sense, Web Services can be considered “enterprise application integration adapters” (Newcomer, 2002). The way the Web Service is to be implemented is not specified, and can therefore be accomplished by various existing server-side technology, such as J2EE or .NET (Eberhart and Fischer, 2003).
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Interacting with Web Services

Interaction with a Web Service occurs over a network interface (Bussler et al., 2002), whereas the software components realizing this interaction may be on separate machines or not. Interaction in this sense may or may not be directly related to an interaction with a (human) user. The requirements of Web Services have led to the specification of several XML-based standards, notably SOAP6 and WSDL7. These specifications aim at defining how interaction with a Web Service is to occur, with regard to structuring information and on specifying how the service can be used.

Research concerning interaction with Web Services mostly focuses on involving Web Services in a choreography to support business processes, or on supporting automated sequences, where several Web Services interact in a sequence in order to provide a new service. (Zimmermann et al., 2005) is an example of the former; the latter is used for example to chain e-commerce transactions in B2B8 scenarios (Terai et al., 2003; Maamar et al., 2004). While SOAP and WSDL define base mechanisms for interactions, the specifications lack elements necessary for defining interactions in a sequence. Additional mechanisms are therefore required; (Frolund and Govindarajan, 2003) for example proposes a “conversation definition language” where a chain of Web Service interactions can be specified.

While Web Services indeed need to support automated interaction when used in a chain, the issue of supporting user interaction with, and possibly automating user consumption of Web Services is as yet rarely addressed in research. Web Services, as a component model capable of representing any sort of dynamic functionality, can be used to define operational features of a Web application. The question is then how services in this sense can be incorporated within a Web application, and what effect context-awareness may have on this integration. A Web Service as a component is relevant for the Web Engineering process as described in this dissertation if usable by a Web application in order to provide a direct use for the end user; in other words, if it is useful for the Web application to act as consumer of this service. This usage may involve (explicit) user interaction, while the Web Service may or may not be explicitly presentation-oriented in its definition. To support this interaction, a user interface must be provided: for example, an XHTML form in a Web browser which allows the user to enter necessary parameters for the Web service and to call it. In (Pierce et al., 2002), XML Schema types used in the WSDL definition of a Web Service are mapped into “visual widgets” (such as XHTML forms), which are implemented as Java Server Page templates, thus allowing for automatic user interface generation.

Another perspective on integrating existing dynamic functionality into a common Web application is to define mechanisms for aggregating existing Web applications (notably, applications offering no means to be used without user interaction in a Web browser) and supporting their automated usage. (Chiu et al., 2003) propose a script language called WebXcript to automate filling and submission of HTML forms to known Web sites. Here, a “web service” is an existing Web application available as a HTML interface, and not a Web Service in the W3C sense. The goal is to support dialog automation by augmenting HTML form technology with knowledge of the service to be interacted with. This approach has the advantage of allowing integration of offerings currently existing on the Web, however results in a tight binding between HTML and the services, and thus carries the problem of mixing of content and style: in other words, this violates the “separation of concerns” design principle (Fielding and Taylor, 2002). A service in this sense is not reusable for other GUIs (for example, WML9 user interfaces). An alternative would be to develop a Web Service as a proxy to such an

6Simple Object Access Protocol, see Appendix A
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offering, to be removed later if the offering becomes available directly as a Web Service.

Research projects aiming at integration of context-awareness with Web Services include CoOL (Strang et al., 2003a) and (Keidl and Kemper, 2004). CoOL proposes a model describing “context bindings” and “context obligations” for services. In a WSDL description, these descriptions translate into context attributes belonging to a certain “aspect”, which are elements of a catalog proposed in this model: for example, “Geographic Place Aspect” or “Weather Aspect”.

A context processing architecture explicitly focusing on Web Services is introduced by (Keidl and Kemper, 2004). This architecture explores several possibilities for service integration: context pre- and post-processing around Web Services for automatic context processing, a notion of “context services” that implement a special WSDL interface, and a SOAP extension to specify context information within the SOAP header. The SOAP extension augments standard Web Service calls with context data and is thus usable by those Web Services that are context-aware while being transparent to Web Services that are not context-aware. That work provides insight for combining context and Web Services, however the question of integration within a general Web Engineering process is not addressed.

Further Service Approaches

The definition of a Web Service in the W3C sense being recent, one needs to be careful to avoid confusion with earlier or parallel work using this term in a different meaning, see, for example, (Brabrand et al., 1999). Other research projects refer to “Web services” to mean a service on the Web in their particular platform (Böttger et al., 2006), or as a general notion. For example, (Sun and Sauvola, 2003) describe an abstract vision of “context-aware adaptive services”, however do not pursue a specific service mechanism. In this dissertation, the term “Web Service” refers to the W3C definition.

For providing services on the Internet, W3C’s Web Services is the most recent attempt at standardization. Another standardization effort for providing services on a network is CORBA, defined by the Object Management Group (OMG). Web Services in fact share many common concepts with CORBA, such as an interface definition language, a service repository and dynamic service discovery. As stated by the OMG,

Using the standard protocol IIOP, a CORBA-based program from any vendor, on almost any computer, operating system, programming language, and network, can interoperate with a CORBA-based program from the same or another vendor, on almost any other computer, operating system, programming language, and network.

Thus, CORBA proposes a protocol which can be used on various types of networks, including the Internet. Web Services instead focus specifically on the Internet and existing Internet protocols (such as HTTP), and use XML vocabularies for all definitions. For detailed comparisons between CORBA and Web Services, see (Gokhale et al., 2002) or (Baker, 2002).

ebXML is a specification for business processes for Internet Commerce based on XML, defining a business process as a series of interactions among interested trading partners (Newcomer, 2002). It is intended for B2B (business-to-business) scenarios, as a replacement for classic EDI-based applications. Some aspects of ebXML converge with Web Service specifications, notably regarding the transport layer, as the current specification of ebXML now uses Web Services’ SOAP. As this
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dissertation focuses on general-purpose user interactions with services, Web Services’ WSDL and UDDI standards have more immediate relevance.

Within mobile computing, concerns have been expressed regarding performance of existing service environments. The Vinci project (Agrawal et al., 2001), for example, aiming to support PDA scenarios, implements a custom protocol to achieve faster communication than SOAP-based messages.

Web Standards

As illustrated by the standardization efforts (such as XML and Web Services) discussed above, work in Web Engineering can involve the use of a multitude of standards. Existing standards are at varied maturity levels, and are maintained by various standard bodies. Appendix A provides an overview of standards relevant to this work, as well as their defining organizations.

An advantage of relying on standards is that, in many cases, software components supporting these standards are already available and can be used as building blocks. An additional aim of basing work on existing or emerging standards is to increase continuity of work despite the rapidly changing nature of Web Engineering.

2.2.4 Application Frameworks

The purpose of an application framework is to support application development by providing commonly needed features, and thus reducing the need for programming. A Web application framework, in particular, possesses built-in features to support requirements frequently encountered for Web applications, for example multilingual capabilities or integration of databases (Moczar and Aston, 2002).

A multitude of frameworks for Web applications exists, for example Jakarta Struts (The Apache Software Foundation, n.d.) or Apache Cocoon (The Apache Software Foundation, n.d.). In this section, we focus on Cocoon, as a framework explicitly supporting Web applications based on XML representations. It is shown how Cocoon is used as a framework for existing research in context-aware Web applications. Chapter 4 explains in addition how Cocoon can be extended in our approach to realize, in effect, a framework for adaptive Web applications.

Cocoon Principles

Apache Cocoon is an XML-based Web-publishing system. By conception, Cocoon also provides an XML framework for other systems; as stated in (Mazzocchi, 2002), the system was conceived to be like a cocoon that allows new Web technology (such as XML and Java Servlets) to “incubate and grow stronger”. Figure 2.1 shows how Cocoon functions as central element of an architecture that provides for multiple channels, meaning a variety of user devices or usage scenarios, while incorporating data from a variety of systems (Ziegeler and Langham, 2002).

Cocoon’s architecture is built upon mechanisms for distinguishing between content, style and logic, and thus explicitly addresses the fact that, in Web Engineering, people with varied areas of expertise can be involved in the development process (see Section 1.1.3). Content is specified in XML, where this XML can consist of an arbitrary, custom structuring, or conform to a standardized XML dialect. Presentation of content is dynamic and may serve various kinds of clients (such as Web
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Figure 2.1: A three-tier architecture based on Cocoon

browsers or WAP phones) while being based on the same XML data: this can be implemented, for example, with XSLT stylesheets.

XSLT is a subset of XSL, a language designed to assist in processing XML documents. For instance, XSLT can be used to generate a user-readable layout for an XML document, by transforming content into a presentable format, such as an XML dialect designed for display within a user client. XSL, specifically the subparts XSLT and XPath are applicable not just at the immediate user interface level, but can be used for any XML processing step in an application: an input XML representation is transformed into another (XML or non-XML) representation, by rearranging input XML according to stylesheet transformation instructions that refer to incoming XML content.

The Cocoon sitemap allows to configure the sequencing of processing steps and the handling of state changes in the application (as resulting, for example, from user actions). Additional logic can be implemented as XSP (eXtended Server Pages), which are XML documents embedding logic-elements (fragments of Java code), or as custom components extending Cocoon. Such a component can be realized as one or more Java classes implementing certain Cocoon interfaces, and registered within the framework.

Research Projects Using Cocoon

Cocoon has been used in various research projects. Typical usages include the development of document management programs (Niinimaki et al., 2003) or multimedia applications (Bocconi and Nack, 2004; King et al., 2004). In a general software engineering perspective, (Bravenboer and Visser, 2004) cite Cocoon as an API to generate XML that is guaranteed to be valid, within the context of syntactic descriptions for domain abstractions. In the component-based approach to software development, (Bandini et al., 2002) cite Cocoon as a “middleware service component” to be used, depending on identified “business components”.
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Cocoon is furthermore used to implement adaptive systems, notably for technology-based learning and mobile scenarios. Within the field of technology-based learning, the WHURLE prototype (Moore et al., 2001; Zakaria et al., 2003) models a learning process as a dialogue between student and system, in which (XML-encoded) information chunks are presented adaptively to student needs. The adaptation is implemented with the help of Cocoon’s XML pipelines: such a pipeline is considered “the ideal place to implement a pluggable user model”. Cocoon is considered an appropriate approach and technology to “leverage the techniques and technologies of adaptive hypermedia to deliver educational content that is appropriate to the needs of individual students”. Quiver (Ellsworth et al., 2004) is another teaching aid system implemented with Cocoon, as is SSM (Darbhamulla and Lawhead, 2004), which aims at an “adaptive student interface”.

In mobile computing, (Wegscheider et al., 2004) hold the premise that a frequent change of context means that a multi-modal user interface would be beneficial, and thus implement an interaction manager that relieves the application from having to adapt the user interface to specific devices and modalities. This manager builds upon the Cocoon framework. (Semrau and Kraiss, 2001) discuss mobile commerce scenarios based on the Wireless Application Protocol (WAP); these scenarios require to personalize the information with respect to user device limitations, notably display size and bandwidth limitations. To address these limitations, the system must decide “which information which user in which step of the process needs”. Adaptation to various WAP devices is handled by an application-independent framework that uses Cocoon. Adaptation regarding user interface affects features such as image size, image inversion, alternative implementations of non-implemented commands, realization of homogeneous layout, and compensation of bugs. Cocoon’s major contribution in this adaptation is the selection of the appropriate stylesheet, based on user agent properties. (Wilcock, 2003) integrates Natural Language Generation (NLG) with XML technology, using Cocoon: the system answers in natural language to enquiries such as “when does the next bus leave from stop X”. Responses depend on “dialogue context”, which influences, for example, the length of the response. Cocoon’s support for reconfigurable pipelines of XSLT transformations is used to implement different pipelines supporting different NLG requirements.

Research projects furthermore recognize Cocoon explicitly as a valuable basis for constructing adaptive Web applications or for building frameworks to support adaptive applications. XVM (Li et al., 2004) is an application framework built upon Cocoon with the goal that XVM-based applications can adapt to the computing environment, for example, for handheld devices. This work also suggests that Web Services can be used to generate parts of (dynamic) XML documents. (de Andrade et al., 2004) describe an approach where XSLT and Cocoon are used to generate Web documents, focusing on the application as a collection of document parts. XAHM (Cannataro and Pugliese, 2001) aims to implement adaptive hypermedia based essentially on extrapolating a profile from user behavior (for example, links followed), and generates Cocoon XSP to implement the application server; the added value of this usage of Cocoon is however not elaborated upon. The AMACONT project (Fiala et al., 2004) is built upon the premise that for quick generation and delivery of information automatically adapted to user device and preferences, conventional document formats are not suitable as they lack support for the separation of content, structure and layout: this makes Cocoon an appropriate choice for a system that “enables to compose adaptive Web applications by the aggregation and linkage of reusable document components”. AMACONT defines a custom XML document format for this purpose.

Work such as (de Andrade et al., 2004; Fiala et al., 2004) typically focuses on Web applications as document-delivery systems, and thus adaptation concerns document and document part selection and does not address operational features. The incorporation of operational features raises questions that are in some aspects similar to questions raised by the adaptive integration of document parts (such as
which part to present in which context), but are in other aspects different, consequently to the dynamic
dnature of operational features. Such features may require one, or several, steps of interaction with the
user, for example, to supply missing information for the usage, and then, depending on the result,
choosing the next step. Furthermore, the actual service realizing the feature might be dynamically
discovered, thus requiring a more advanced integration mechanism.

Integrated Notions of Context in Cocoon

In Cocoon, and in the underlying software component framework with which Cocoon is developed,
Apache Excalibur (The Apache Software Foundation, n.d.b), several notions of context already exist,
that we now discuss to see if and how they are related to the understanding of context followed in this
dissertation.

First, Cocoon, being a servlet-based application, runs within a servlet engine. This engine can
run several different servlets at the same time, so the engine must differentiate between them: this is
called servlet context. In essence, each servlet context represents a separate Web application.

The initial Cocoon context is the physical starting point, in the application server’s application
hierarchy, of the individual Cocoon-based Web application, represented by the main sitemap. As
sub-sitemaps are mounted, Cocoon context shifts to these sitemaps. In this sense, the Cocoon con-
text is merely a directory path. However, more interestingly, Cocoon provides the pseudo-protocols
cocoon:/ and cocoon://; these protocols can be used within a Cocoon-based application to access
any resource belonging to the application. The former looks for resources in the current Cocoon con-
text only, whereas the latter looks for resources beginning at the Cocoon root context. Resources are
read according to the sitemap matching rules, meaning resources addressed in this way are served
by the usual pipeline mechanism: as such, resources can either be files within the Web application
archive (as specified in JSR-53), or can be dynamically generated.

Servlet and Cocoon contexts refer to mechanisms for handling the Web application within a server
environment on the one hand, and on the other hand for providing the Web application with a way to
access resources (whereas this resource can be dynamically generated). In this sense, these notions of
context are more of a technical nature and not to directly relate to a general understanding of context
in a Web application. The component framework (Excalibur) does, however, have an application-
focused notion of context. A component may declare that it implements the Contextualizable
interface; if it does, the component manager calls this component’s contextualizable() method
before the component is used. This provides a Context object to the component, that is a data store
that can hold any information that the application wants to provide the component, using key-value
pairs. While this provides a generic mechanism to pass context information to a component prior to
usage, this does not define the organization nor meaning of this context information. The Excalibur
project does state to be currently discussing specification of meta-information related to context and
context entries.

In summary, the Excalibur and Cocoon application environment has several built-in notions of
context that are of a rather technical nature and not to be confused with the user-centered notion of
context our work focuses on; the environment furthermore provides a generic mechanism for passing
context information to components. How such context information is structured and interpreted, and
what is done with it, is not defined by this general purpose component framework. It should be noted
in addition that Cocoon provides access to information that is considered context in this work, though
Cocoon does not use this term for this information: notably user device parameters, user language
settings, and session information.
2.3 Methodologies for Web Engineering

Succeeding generations of Web applications, with their increasing requirements regarding functionality (see Section 1.1.3), have lead to a multitude of proposals regarding systematic, structured development. In the following, we discuss selected models and methodologies that are representative for the goals outlined in our work; (Costagliola et al., 2002) provides a comprehensive survey.

Initial approaches, that can also be partly applicable to Web application development, originate in the field of hypertext application design. Typically, it is proposed to “specify the hypertext structure and behavior in terms of a well-defined conceptual schema” (Carr et al., 2001). In HDM, the Hypertext Design Model (Garzotto et al., 1993), a schema is used to represent the items and relations underlying the hypertext application, and a “set of access structures” on this schema define an application. The conceptual schema represents hierarchies of concepts and pieces of text, and relations between these hierarchies. Access structures can be defined to exploit the organization of the conceptual schema to specify links. Individual links in the hypertext can therefore be derived from the access structures, thus reducing the number of links that must be explicitly specified. Examples of access structures are “structural links” that can be used to define a navigation in a hierarchy, and “application links” which define navigation between hierarchies, based upon modeled relations between the hierarchies.

The Relationship Management Methodology (Isakowitz et al., 1995), RMM, proposes several access formalisms to define the navigation model of a Web site. RMM addresses “highly structured” sites, such as the Web site of a university department which lists faculty, courses and publications. To represent the information, an E-R model is used, and entities can furthermore be subdivided in “slices”, which are equivalent to the amount of information about the entity which is representable in a Web page. Navigation is then modeled based on this extended E-R model, and may contain links between slices, grouping constructs, and constructs representing an access on the information model: notably, an “index” representing a list of entity instances, and a “guided tour” representing a linear path through a collection of items.

WSDM, the Web Site Design Method (De Troyer and Leune, 1998), is specifically of interest for work considering context-awareness. In WSDM, user types and characteristics are defined, and a perspective on the site is defined for each user type. Such a perspective consists of a selection of elements from the navigation layer considered appropriate for this type of user, and is modeled in the “context layer”. The issues of user type recognition and site generation are not addressed.

The models and methodologies described above specify composition of document resources, and are therefore appropriate for building systems which are “document-based” (Dumke et al., 2003). For systems requiring operational features, additional constructs and tools are necessary. Likewise, a system which initially does not require operational features may grow beyond initial intentions, so that the system needs to fulfill such additional requirements. The question is then to what degree a methodology supports this evolution, or if a patchwork approach, disconnected from the initial artifacts of the methodology, becomes necessary. Initial CASE tools, as do the methodologies, focus on document-oriented Web systems. A commercial tool such as Dreamweaver (Watrall, 2002), offering partial CASE functionality specifically for Web sites, does allow to integrate dynamic components such as Java Applets (Schildt, 2004) or Active-X connections (Mueller, 1997). However, such items are technology-specific additions to the Web client; the tool has no knowledge of the actual purpose of this component within the Web system, nor about the component’s relationship with the application.
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domain or with other components. To support operational features, a methodology must address the specification of dynamic components of an application, their relation to other application parts, and the means and consequences of user interaction with these components at run-time. In eW3DT, the extended World Wide Web Design Technique (Schart, 2000), components such as database connections can be represented in the design stage. Such a representation can then be a basis to implement an operational feature, for example the storing of information provided by a user via an HTML form into a database table. eW3DT addresses the design stage of a development activity: the models are not used by the run-time system, instead, it is intended that the system be implemented by programmers according to this design. This is also the case for UML-based methodologies such as WAE (Conallen, 2002) and UWE (Koch, 2001).

Model-driven Development

The goal of guiding an application’s behavior directly by models is not accounted for by the above-mentioned methodologies, which address the requirements analysis and design phases of application development. Two general directions exist for using models to drive an application: code generation and model interpretation by a run-time system. In a code-generation approach, models are read by a code generator and transformed into a target language such as Java; this code can then be extended by programmers and compiled into the actual application (Rutherford and Wolf, 2003). Similarly, Kraus and Koch (2002) builds upon UWE to provide a “semi-automatic transition from [UWE] design models of a Web application to a running implementation”. Apache Cocoon is extended and used to read the models resulting from an UWE engineering process; these models are provided in XMI, the standardized XML format to interchange UML models. Cocoon is then used to generate templates for logic (as Java class skeletons) and for presentation (as XSLT stylesheets). Subsequently, these templates can be used by programmers and Web designers to complete the application. In this process, “the use of UWE [is limited] to non-adaptive applications”.

In approaches to model interpretation, a system must be developed that is capable of accepting user requests and generating responses (for example, in form of HTML pages) based upon knowledge described in the models. The system itself is not generated, but can instead interpret models for various applications; in other words, applications are generated at run-time by a supporting system.

The support for model interpretation at run-time is further complicated by requirements of context-awareness and adaptation within Web applications (see Section 2.1). In WebML, the Web Modeling Language (Ceri et al., 2000), an application’s pages and navigation are described in XML. A corresponding system is described, that uses this XML to generate application code as Active Server Page (Mitchell, 2000) templates, which in turn produce HTML in the run-time application. The use of XML as a basis does however not yet answer the question of how context knowledge would be represented and how it influences an application, nor how operational features should be specified and integrated. Manolescu et al. (2005) proposes to extend WebML to allow for Web Service specification, thus allowing to represent operational features via these Web Services. Further, WebML has some support for accounting for context as described in Ceri et al. (2003), where individual pages can be marked as being relevant for a certain location (context); the example discussed is a museum application to assist guided tours with information delivered to mobile devices, according to the physical location of the user. Further aspects of context and context-aware integration of operational features within the Web application are not addressed. WebML uses an E-R model for conceptual modeling, and specializes on the use of relational databases.
Ontology-based Modeling

An alternative approach at modeling in a manner such that the model can support run-time applications is to base application modeling on an ontology. A domain ontology represents the terms and relations of the domain relevant to an application (see Section 1.1.3). The goal of ontology-based application modeling is to use knowledge thus represented to specify and/or generate elements of the Web application, notably the navigational structures; that is, the application is built upon ontology-based navigation (Crampes and Ranwez, 2000).

In the OntoWebber proposal (Jin et al., 2001), a navigation model describes how pages and “cards” (containers which can be aggregated in a page) are connected through links. Notably, a “list card” can represent a list of instances of a class in the ontology, and a “query card” represents a search for ontology entries satisfying a criteria. The focus of OntoWebber is on the integration of data from various ontologies, by proposing to define a reference ontology (which is then the domain ontology of the Web site) and to define mappings between the external ontologies and the reference ontology. Direct usage of the models for Web site generation is intended, but not provided.

The SHDM method (Lima and Schwabe, 2003) transposes an existing object-oriented approach, OOHDM (Schwabe and Ross, 1998), to ontology concepts. The navigation model is created by specifying RQL queries (Karvounarakis et al., 2002), determining which elements of the conceptual model are retrieved, with which conditions. The conceptual model is an ontology, which may contain hierarchies of classes and relations between classes; that is, the level of expressiveness is the same as for the object-oriented model. Adaptivity is not addressed in SHDM.

Hera (Vdovjak et al., 2003) is a methodology that supports the engineering of “Web Information Systems” based on ontological descriptions of data in RDF. A Web Information System is distinguished from a Web application, and defined as a system which “generates a hypermedia presentation for data that in response to a user query is retrieved from the data storage”: for example, a query regarding a painting results in an image and description of this painting to be retrieved. A particular focus of Hera is on data retrieval and integration from multiple sources, as in OntoWebber. The approach in Hera is to require the external sources to be accessible via RQL queries; the modeler links the external ontology concepts in a “meta-ontology”. In (Frasincar et al., 2005), initial work for a presentation generator for Hera is described. The generator “supports the automatic building of (static) Web Information Systems from a given set of specifications (models)”, and is triggered by the system designer. The generation process uses a pipeline of XSLT stylesheets to transform the RDF data into a presentation in HTML, WML, or SMIL, depending on the browser type. An adaptation model defines appearance conditions for pieces of information, based on preferences defined in a user profile. The user profile must be known prior to generation of the site, to steer the generation process.

OntoWeaver (Lei et al., 2003) is an example for a methodology proposing to represent all application models as ontologies, such that adaptation (called customization in that work) can be specified by rules based on entries of these ontologies. The models are intended to be automatically interpretable by a run-time system, however a corresponding system is not provided.

WISE, discussed in the following, is a project for a new methodology founded on ontology-based modeling.

WISE

The WISE project, within which this dissertation is rooted (see Section 1.3), aims to establish and support a general-purpose methodology for Web applications, in which a prototype application can be generated from models. The methodology recommends the following modeling phases (Wissen,
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The domain ontology is modeled, resulting in a conceptual model.

Navigational structures and definitions for composition of individual Website elements are established, resulting in a navigation model. Entries in this model are based on the previously established conceptual model, and can be references to individual ontology entries or represent dynamic accesses, for example, the list of instances of a class in the ontology.

The view model is defined as an extension of the navigational model, to determine which Website elements are to be visible depending on the type of user. This represents one aspect of context modeling as understood in this dissertation.

The last modeling phase details the graphical presentation of the Website. This presentation model provides style definitions for structures and elements established in the other models.

In WISE, the information base is thus described in an ontology. Navigational classes enable “classification of information objects in individual subjects of the navigation structure” (Wissen and Ziegler, 2003). Ontology exploration can be used to generate navigation possibilities, for example by specifying that the target of a link is a container for instances of a class defined in the ontology. Upon link activation, all currently existing instances are then displayed in an overview. The possibility to use any ontological knowledge to define a navigation extends classical hypermedia approaches such as CREF as described in (Conklin, 1987), where pages can be dynamically generated via the definition of a predicate over keywords associated with chunks of text. In addition to the resulting power of expression, the usage of ontologies can be motivated by the goal of interoperability between information systems providing an ontological description of the contained information, as recommended by the W3C in its Semantic Web efforts (Meersman, 2002).

2.4 Engineering for Context-awareness and Usability

Context-awareness, initially used to support scenarios for mobile software adapting to location of usage, is now used in a variety of scenarios (Section 2.1). To support adaptivity in applications, various architectures for context exist, depending on the exact system environment or purpose. Current approaches to development of Web applications can facilitate the development process, however in these approaches there is little to no built-in support for adaptation to context (Section 2.2). Methodologies for Web Engineering aim to systemize the development process, however existing methodologies (Section 2.3) insufficiently address all potential requirements of a Web application: notably, the need for adaptation to context and for operational features. The limited support for the requirement of adaptation to context raises two questions: how can a methodology be developed (or extended) to account for context and to support adaptation in Web applications, and in which situations is adaptation to context in fact a sensible requirement? The first question is addressed in the remainder of this dissertation.

Regarding the second question, it should first be noted that the goal of introducing context-awareness within software systems must be to improve this system in some manner, although in what respect the system is expected to be improved by using context-awareness is usually not explicitly addressed in current research. It can be surmised that most work regarding context-awareness aims either at influencing user choices regarding how the software is used and what actions the user takes as a consequence, or at improving system quality. A marketing-steered recommendation system is an
example of a system aiming at user influencing (Riedl and Konstan, 2002). Improving system quality, in turn, can mean to improve either system usability, which measures the quality of the interaction between a user and the system (Seffah and Metzker, 2004); or system performance, such as reducing bandwidth needs. These goals can complement one another; if usability is improved, the user can be more efficient and thus consume less system resources; reciprocally if the system is more efficient, it is more responsive and thus has a positive influence on usability. This dissertation focuses on the effect context-awareness can have on user interaction at the immediate level.

Work aimed at improving usability should ultimately also aim at providing means of measuring whether context-awareness has actually improved the usability of a system, and to what degree. Research in context-awareness, being at an early stage of development, often does not consider this question at all. Individual projects such as Sycophant (Louis and Shankar, 2004) are beginning to address the issue of measuring usability. Sycophant is a calendar application which generates appointment reminders differently according to user context, for example as a visual note or as speech; the user is then asked to indicate whether system behavior was appropriate. (Schmidt-Belz et al., 2003) in turn describe the CRUMPET system, a personalized, location-aware mobile tourism service, and ask whether users “feel the service has added benefits, compared to traditional media and Web-based services”. The system recommends tourist attractions based on personal interests and vicinity to the current location, on a handheld computer. In evaluation, over 75% of users considered the system to possess added value compared to “existing media”, meaning printed materials. The intrinsic added-value of adaptivity within the system itself is not addressed. In addition, a usage scenario for tourists can be considered particular in the sense that (tourist) users are people for whom it can be assumed they are interested in novel features, such as pro-active tips regarding what to visit next.

A general problem in measuring how context-awareness affects usability is the lack of an appropriate comparable basis: a context-aware research prototype fulfilling a certain function can usually not be compared with a context-unaware counterpart fulfilling a similar function. In the estimation of (Schmidt-Belz et al., 2003), “there is certainly a trade-off between avoiding cognitive overload, giving task-specific information, and adapting to personal preferences, which needs further and more detailed investigation.”
Chapter 3

Context in Web Applications

This chapter discusses how context-aware computing can be used in Web-based systems and introduces a modeling approach to Web Engineering taking context into account. We start by discussing possible effects of adaptation to context that can occur in a Web application. Subsequently, we informally describe context with scenarios for context usage, before proceeding to a formal definition of context and showing, at the conceptual level, how it can be used in Web Engineering.

3.1 Adaptation to Context

Context-awareness can be a basis for adaptation in a Web application. If a system is aware of information about context of usage (see Section 2.1), the system can adapt to the user’s presumed requirements, specifically in situations where informational constraints or physical constraints are high.

Adaptation can occur in various aspects of an application. To better analyze and support adaptation effects, we distinguish three levels in a Web application: navigation, content and presentation. Potential adaptation effects for each level are summarized in Table 3.1.

<table>
<thead>
<tr>
<th>Level</th>
<th>Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>navigation</td>
<td>(i) show or hide parts of the navigation structure,</td>
</tr>
<tr>
<td></td>
<td>(ii) dynamically (re-)construct the navigation structure,</td>
</tr>
<tr>
<td></td>
<td>(iii) offer additional links.</td>
</tr>
<tr>
<td>content</td>
<td>(i) select relevant resources (documents and services), rank them,</td>
</tr>
<tr>
<td></td>
<td>(ii) adapt the documents themselves, by selecting parts and integrating</td>
</tr>
<tr>
<td></td>
<td>them into a final document,</td>
</tr>
<tr>
<td></td>
<td>(iii) compute parameters of integrated services according to context.</td>
</tr>
<tr>
<td>presentation</td>
<td>(i) adapt layout and other user interface characteristics,</td>
</tr>
<tr>
<td></td>
<td>(ii) adapt to (potentially changing) constraints of the user’s physical device.</td>
</tr>
</tbody>
</table>

Table 3.1: Adaptation effects in a Web application

The navigation level describes navigation possibilities and how these are structured. Adaptation can affect which possibilities exist and alter their structuring. An element of navigation in a classic Web application is presented as a link that can be followed upon a mouse click; however, how navigation possibilities are in fact graphically presented to the user is not a concern addressed at the navigation level.
The content level describes the actual Web application offering. This can consist of information presented to the user, and of operational features that are available to the user. We call “service” the mechanism through which the application provides the user with an operational feature: for example, a reservation service through which the user can book a flight. Typically, the Web application presents such a service to the user, and to implement the service relies on an actual, back-end service, that is either locally available or is a third-party offering. The Web application thus acts as consumer of this service. Generally speaking, adaptation can influence which elements are offered, and the way in which an element is determined.

The presentation level is responsible for the appearance of the user interface to the application (the GUI). Adaptation of appearance has been particularly stressed in ubiquitous computing: for example, in (Schmidt, 2000) the user’s current physical situation such as “the user is moving” is used to increase font-size to ease reading.

Enhancing system usability is a major goal of adaptation. In this work, using context in a Web-based system means to use context to enhance the user interface in the largest sense. Interface look and feel, but also content and services provided in a certain situation are selected according to context, and may themselves be adapted to context.

Some approaches considering context in applications are of a general nature, for example conceptual considerations for arbitrary software systems (Brezillon, 1999). We argue that, for engineering purposes, Web-based systems require a specific focus regarding context, to address the particular characteristics of these systems (see Section 1.1). For the engineering process, a comprehensive, yet comprehensible context model is needed: the model must be powerful enough to enable meaningful adaptation, yet sufficiently straightforward to be used by the people involved in the process. These goals are difficult to amalgamate, and thus any approach attempting to address both goals involves a compromise between power of expression and simplicity of understanding.

3.2 Context Usages and Characteristics

The notion of context-aware computing was initially used to adapt applications in mobile usages according to location of usage. As illustrated by the examples in Section 2.1, current research increasingly demonstrates the potential of context-awareness in a wider variety of scenarios. Our work contends that context-awareness can be useful for Web-based system usage in the large, if extended to further context aspects. Context-awareness can then be used for adaptation in systems in mobile and non-mobile usages; whereas mobile usages in particular can benefit when additional aspects to location are considered.

Use of context-aware computing in applications can be categorized in several ways:

- according to what types of context are being considered, such as location or time;
- according to application domain, such as electronic tourist guides or health services;
- according to type of technology employed: Web technology, embedded devices, augmented reality devices.

Such categorizations can be considered complementary views, the view in question being useful to a certain type of viewer: the type of context used might be most important to an application modeler and designer, the application domain to a financial sponsor, and the type of technology to engineers and developers. Of special interest in our work are the types of context that can be of influence, their characteristics, and how this information can be taken into account in a systematic way.
3.2 Context Usages and Characteristics

3.2.1 Example Scenarios

We now introduce two scenarios for Web software in which context-awareness can be used, and which motivate the types of context used in this work.

Context in e-Commerce

![Figure 3.1: A context-aware e-commerce Web application](image)

Consider a Web application for a construction market servicing various geographical areas. This application offers a Web presence to the company’s actual outlets, and possibly an online store. Figure 3.1 shows a scenario in which the user is known to the system and the user’s profile is used in order to predict which types of products might be of interest to this user. Furthermore, the date is used in order to provide season-relevant information. The application shows the user a product which is potentially of interest, and gives the user the ability to gain further information on this product, via a product description document attached to this page. In addition, the application offers to arrange for a product demonstration in one of the store locations that the system assumes are near the user, however does not preclude other possible locations. Location can thus also be useful in this scenario. This type of scenario, selection of products according to context, is analogous to features offered by recommender systems [Schafer et al., 2001; Burke, 2002].

Generally speaking, what is presented to the user are context-relevant pieces of information, but also further possibilities for interaction with the software: we term these services. Such a service is thus also offered in a context-aware manner, and service incorporation into the application is also context-aware in that context information can be used to parameterize a service. To summarize: in a context-aware Web application, navigation, content selection, service offering, and display type may be adapted according to context.
Industry Maintenance Scenario

Consider a technician responsible for maintaining industrial installations. The technician uses the company’s Web-based system in various situations. When in the office, an Intranet portal is accessed via a desktop browser to gather knowledge regarding company products or to update work accountancy. When away from the office, the technician uses a PDA\(^1\) to check and update the appointment list. When an installation is visited, the installed product is scanned with an RFID\(^2\)-reader integrated in the PDA to read the product identification. The device then retrieves details about this product from the company’s database, via a Web Service, assuming the technician has network access at this site, for example, via a wireless Internet connection. If furthermore the system knows (or assumes) the user’s current task is to perform a maintenance inspection, the application can provide in addition a graphical user interface for regulating the inspected product via a network interface. This user interface is generated taking into account information about the current situation of usage, such as the technician’s profile. Once the technician has returned to the office, if the PDA is used, the system might propose a synchronization service of any work steps performed offline on the PDA.

In this scenario, the system uses various sorts of context information to adapt the offering, such as user role (technician) or the hardware device used (desktop, mobile device). Location information can also be used, although coarse-grained in this scenario: in the office, or away from the office. The current task (such as make a maintenance inspection or check for appointments) can likewise be used as input to adapt the system, and may thus also be considered context. This is a different perspective on context than in \(\text{[Dourish, 2004]}\), where “context arises from the activity”, and the activity or task is in itself not classified as context. Time information can be used to further fine-tune the offering: if current time is within usual maintenance hours, it is more likely the user is making an inspection call, and so this option might be proposed first. If not, a different option such as “update appointment schedule” might be presented first.

If the system is aware of these aspects of context, it can adapt to provide the user with the most likely features in a given situation; furthermore how a feature is presented can also be steered by context of usage. The system should not disable other possible features, as the precise context of usage can not be known for certain.

An additional point of interest is that context information can be used to extrapolate supplementary information about context itself, thus potentially permitting a higher degree of context-awareness in the system. In the example scenario, if the device used is a mobile device, the user is outside of the office and time is within routine maintenance hours, the system might deduce that the user’s current task is “make an inspection call”. As stated above, we consider that this information about the task is context, as in \(\text{[Dey et al., 2001]}\): “several pieces of context information that describe a situation [are used] to infer a new piece of context information”. The system however can not be certain of this deduction, and thus various strategies are conceivable for deciding when to take steps based on context information. In some situations, an explicit user confirmation may be required.

Further scenarios for context-awareness

As discussed in Section 2.1.1 other research projects have described scenarios of a different nature for which the notion of context-awareness is applicable, typically tourist guide scenarios or ubiquitous computing situations aiming at supporting an office environment. It can be assumed that additional types of scenarios will be described in the future. For instance, portals and news sites might use con-
text information to provide customized, tailored views (in addition to existing, explicit personalization features). The context paradigm might, in the long term, permeate the underlying software systems themselves: the K Desktop Environment (KDE) for example is projecting to integrate a “Contextual Linkage Engine” in the desktop (KDE Community, n.d.), whose goal is store context information about documents and their usage on the personal computer.

3.2 Context Usages and Characteristics

3.2.2 Categorization of Context Elements

We now address the question of how context information can be organized. It must be determined which factors of context are relevant in an application domain, and how these factors are then related to application models. To address these questions, we begin by discussing a categorization of factors of context in this section. The following section (3.3) describes how this information can be used to define a context model.

In an engineering process, specifically one aiming to take context into account throughout the process, methods and models that explicitly address context are required. The question is then which sort of context information can be explicitly represented, and to what degree. This context base is established during the Web Engineering process, and a run-time system then determines context knowledge for a specific situation of usage, according to this context base.

The manner in which context is determined during system operation varies significantly between approaches, and can be achieved directly by the system providing the Web application or indirectly by delegating to extraction techniques. In any case, some form of explicit representation of context is necessary, upon which these techniques can then be applied.

Factors of context relevant to an application domain must thus be identified and explicitly accounted for. Individual factors can have commonalities or relations between them. For example, “summer” is an instance of a “season”, which in turn is a sub-category of “time”. To represent this sort of knowledge, we propose to use ontologies (see Section 1.1.3). This structuring allows to use relations between context factors themselves to gain further knowledge about context, without requiring that all context ontology items be explicitly put in relation to application elements. Furthermore, the use of ontology mechanisms to represent context factors enables sharing context catalogs. Such catalogs can be defined independently of a specific application, for example by a standardization body (assuming this body uses ontologies to represent such factors).

We furthermore propose to use one ontology for each type of context, that is, to assign each factor relevant for context to a specific category. The actual categorization that is chosen places no restrictions on the context model described in this work, nor on implementation, and can readily be replaced by alternative categorizations. The general purpose of subdividing the set of context factors into categories is to facilitate the modeling process, and the implementation of corresponding tools as well as a run-time system for adaptive Web applications. Regarding modeling, it is assumed that some form of human interaction is required to complete and adjust the model, although automatization techniques for context models can be developed to assist in this task.

The grouping of factors is then indispensable for the user to maintain an overview of the model. In particular, domain experts, assisting in the Web Engineering process, need a manageable view of the context model. In our approach, modeling context with regard to the application consists of associating factors of context with application domain elements (details are given in Section 3.3); for this activity as well, categorizations makes the model more manageable. Furthermore, the categorizations can be used to refine the way in which context information is to be used in a specific situation; for example, the designer can then specify that, for a certain adaptation feature, only a subset of the categories of context should be considered.
3. Context in Web Applications

Thus, context categories that, on the one hand, make the modeling process manageable and on the other hand, cover as many scenarios for context as possible are helpful. Given that we wish to classify context elements, we now should ask which, and how many, classes are useful. Existing approaches in mobile scenarios, as described above, usually focus on one or two classes, that are key to the scenarios they cover: these are typically Location or Device, sometimes Time. The limitation to one or two classes has the advantage that, in theory, the model is easier to understand; however, to support a wide variety of scenarios, additional sorts of context factors must be taken into account.

The question is then what categories are most effective at representing a broad variety of Web applications, while remaining easy to understand by modeling users. Ideally, categorizations will be established over time as “best practice”. This dissertation uses a concrete set of categories, in order to provide tangible application models and examples. However, which categories are ultimately used is not a critical issue for the approach discussed in this work.

![Figure 3.2: Context factor categories](image)

We propose the following categories of context factors (see also Figure 3.2), as motivated by the example scenarios of Section 3.2.1: **User&Role**, **Process&Task**, **Location**, **Time**, **Hardware Device**.

- **User&Role** provides a categorization of users according to their role, such as various types of customers, or different types of employees. This can include context information gathered through observing behavior, for example, to determine a personality type. An individual user may have several roles.

- **Process&Task** represents a functional context, such as work items for employees or an online-shopping process. A process may be modeled, for example, as a collection of tasks belonging to this process.

- **Location** is a categorization of locations relevant to the application, in the desired granularity: for some applications, country might be sufficient location information, for others, city, and so forth; in other cases the distinction between intranet and external access might suffice. These locations are not to be confused with physical locations sensed by the system, such as by GPS positioning, user input, or network address (Internet address or the like). Furthermore, this location categorization does not refer to locations in the information space (meaning, where is a resource located) nor their proximity location-wise to other elements in this space: in the terminology of this work, this type of relationship is part of the domain ontology, not of the context categories.

- **Time** refers to various types of time information that can be relevant, such as a client’s time-zone, actual time, or a virtual time.

- The **Hardware Device** category contains that device and device-related information which can be relevant context factors. This can include device type (desktop, mobile) as illustrated in Section 3.2.1, display properties affecting look and feel, but also physical properties of the system.
environment: for example, a property such as bandwidth can be used for (automatic) application adaptation. If bandwidth (as a context factor) is sensed to be below a given threshold, or changes to fall below that threshold, streaming of audio or video can be reduced in quality, in order to maintain the same refresh rate nonetheless (Nepal and Srinivasan, 2003).

Other approaches at Categorization

Related work aiming at integrated modeling of context factors sometimes makes more abstract categorizations, such as “physical environment, social environment” (Schmidt et al., 1999), or “material context, social context” (Petrelli et al., 2001). Such categorizations can be useful for high-level reasoning about context and possibly for experts in knowledge representation. It is our belief that the categorization proposed above follows a more user-centered terminology. The goal of pursuing a user-centered terminology is to facilitate the modeling process for modelers of Web applications, and, consequently, to enable emergence of meaningful models. Which categorization is most effective for this purpose can only be ascertained by experience in engineering projects, and furthermore likely depends on the application domain. For example, in an architecture such as CAMUS (Ngo et al., 2004) focusing primarily on ubiquitous computing (as a “web of devices”), it can be argued that a further category environment is useful, representing factors such as air humidity or light intensity.

Another frequent approach at categorizing context factors is system-based, meaning that the model is structured according to those categories of context that are useful to the context system; see, for example, the AmbieSense project in (Kofod-Petersen and Aamodt, 2003). For the reasons described above, this dissertation describes a more user-oriented model; this does not preclude transformation into a system-oriented model for the runtime context system.

Context information can also consist of user behavior as gathered over time: which links did the user follow previously, what search terms were used, and so forth. (Lieberman, 1995) describes the Letizia system that tracks user behavior in order to anticipate items of interest; upon request, a page containing current recommendations is presented: a feature understood as adaptation in our work. In our terminology, navigation within the application results in activation of resources in the application domain, that is, in determination of a domain context. Inferences regarding current type of user instead result in activation of context factors in the category User&Role.

3.2.3 Aspects of Context

Context has various characteristics. Some characteristics are related to the nature of context in itself, whereas others only appear in combination with a system. We thus distinguish inherent context characteristics and system augmented context characteristics, see Table 3.2.

<table>
<thead>
<tr>
<th>inherent context characteristics</th>
<th>system augmented context characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>regular ⇔ irregular</td>
<td>synchronous ⇔ diachronic</td>
</tr>
<tr>
<td>low-frequent ⇔ high-frequent</td>
<td>explicit ⇔ implicit</td>
</tr>
</tbody>
</table>

Table 3.2: Context characteristics
Inherent Context Characteristics

Two dimensions of context characteristics are inherent, in the sense that they are located directly in the context factors: regularity and frequency. These dimensions are best illustrated by analyzing how context information, as categorized in Section 3.2.2 relates to these characteristics.

First, context factors can be distinguished with regard to regularity with which they change. Time itself changes regularly, independently of how it is used in the context model. Location information on the other hand does not change regularly: the user moves and stops in an unpredictable fashion. Likewise, Process&Task is an irregular context category: in the example scenario of Section 3.2.1 it is the user who chooses to engage in a process (even though the user can be assisted by the context-aware system in process selection). Change in process is thus unpredictable and irregular, although in some scenarios, a process, or subdivisions of a process, for example specific tasks, might be activated by a system at pre-defined intervals. Hardware Device and User&Role context information are likewise irregular.

The other dimension describes the frequency with which the context changes. This frequency depends on a specific view on context information. Time information has a high change frequency if, for example, seconds are considered; however if season changes are considered, frequency is much lower. Location is similar, as the user’s position can be viewed in different levels of accuracy, such as country or city. Change in Process&Task depends on whether a global process, such as maintenance of a machine in the example scenario, is considered, or whether smaller dependent subtasks are considered. Hardware Device and User&Role information change slowly or quickly depending on the scenario.

Both regularity and change frequency of context are not independent of specific views, yet are inherent characteristics of context. The Web engineer must thus decide in what intervals the system has to update its knowledge about context, notably when external sensors are involved.

System-augmented Context Characteristics

Two further dimensions of context characteristics are not context-inherent, but only appear when context is used within a system. These dimensions describe the level in which the system augments context information. For that reason, we call them system-augmented context characteristics.

One aspect is the level to which historical context information is taken into consideration. Previous context information can augment the currently given context. If the system knows the technician’s previous actions in the example scenario of Section 3.2.1 the system can use this information to support the user adequately in new situations, for example, by remembering a difficult maintenance step. In such a case, the system uses what we call the diachronic character of context. On the opposite, a system taking only current context into consideration, without referring to previous context, uses context synchronically.

A second aspect is the degree of interpretation of context information. Some context information requires little or no interpretation to be gathered from input data, for example, a location. Other context information can require inference mechanisms in order to be sufficiently determined: in the industry maintenance scenario of Section 3.2.1 the process (as a context factor) can be inferred from other context factors. We thus distinguish between implicit and explicit information, as in (Siljee et al., 2004).

Application of these aspects depends on available system mechanisms. If the system does not store previous context information in any way, the diachronic character of context can not be accounted for. Likewise, if the system does not have inference mechanisms, implicit context data can not be used.
Further system aspects also influence the level of context-awareness, such as quality of the context retrieval process, and whether the used context model is static or changeable. We call these the context-related system characteristics. Within the Web Engineering process, decisions must be made regarding which of these characteristics are significant for a specific application, and thus justify potentially higher development and production costs.

An alternative classification of these aspects of context is mentioned in (Dourish, 2004), who distinguishes between “the positivist and the phenomenological positions” with regard to context. Context factors such as device information are stable, in the sense that they are features of the world, independent of actions of individuals. A phenomenological perspective takes into account activities, or, in the terminology of this work, Process&Task.

3.3 A Unifying Context Model

In order to support adaptation according to context, knowledge about this context must be defined and represented in a suitable manner. A conceptual model, based on a precise definition of context, enables to define known context information. Modeled knowledge forms a basis for adaptation in the Web-based system; such knowledge is however not exhaustive, as information gathered about the user, including patterns of use can ultimately also constitute context information.

As stated in Section 3.2, this work aims to provide for context-awareness for a wide variety of scenarios. Consequently, an approach to modeling context on a broad base is presented, where context is integrated with application elements. In this modeling approach, the domain ontology plays a central role and might already have been developed in the overall engineering process. The goal is then to connect the domain ontology with context information. Context factors are classified and put in relation with domain ontology elements. This approach is detailed in this section; the subsequent section (3.4) focuses on how this model can be used in Web Engineering.

3.3.1 A Formal Definition of Context

The general notion of context in this work is that elements of the conceptual design space of an application, such as concepts defined in the domain ontology, can be contextualized through relations to elements of the context space. An information object can be, for example, relevant for a geographic region or location. This relation might be reciprocal: in the example, the location might be relevant if current context includes the focus on that information object.

We therefore say that context is determined by:

- a structuring of factors pertaining to context into ontologies;
- an ontology describing the information of the application domain;
- relations between the ontologies, indicating which elements are context-relevant with respect to which other elements;
- a current perspective on the ontologies. This perspective consists of a subset of each ontology involved and a degree of activation of each involved ontology entry. This can be termed contextual knowledge, as in (Brézillon, 2004).

These notions of context and context relations are formalized in the following definitions.

As our context-related definitions are based on the use of ontologies, a definition of ontology is first required; we follow the definition as given in (Wissen, 2004b):
Definition 1. An ontology is an 8-tuple $O = (C, R, L, F, G, H^C, \text{rel}, A^O)$ where

- $C$ is a set of concepts and $R$ a set of relations;
- $L$ is a lexicon consisting of a set $L^C$ of symbols for concepts and a set $L^R$ of symbols for relations, such that $L = L^C \cup L^R$;
- $F \subseteq L^C \times C$ and $G \subseteq L^R \times R$ are two relations representing references on concepts and relations. For $l \in L^C$ let $F(l) = \{ c \in C | (l, c) \in F \}$ and $F^{-1}(c) = \{ l \in L^C | (l, c) \in F \}$; for $l \in L^R$ let $G(l) = \{ r \in R | (l, r) \in G \}$ and $G^{-1}(r) = \{ l \in L^R | (l, r) \in G \}$;
- $H^C$ is a concept hierarchy, i.e., a directed relation $H^C \subseteq C \times C$. $H^C(c_1, c_2)$ means that $c_1$ is a subconcept of $c_2$;
- $\text{rel}$ is a function $\text{rel} : R \rightarrow C \times C$ that describes non-taxonomic relations between concepts. The function $\text{dom} : R \rightarrow C$ where $\text{dom}(R) = \Pi(\text{rel}(R))$ defines the domain of $R$, the function $\text{range}(R) = \Pi(\text{rel}(R))$ defines the range of $R$;
- $A^O$ is a set of axioms, i.e., expressions in a logic description language.

We now describe how elements pertaining to context can be defined, and put in relation to other elements to define context relations.

Definition 2. A context domain $C_d$ is defined as a union of ontologies:

$$C_d = O_1 \cup O_2 \cup \cdots \cup O_n, \quad O_i \text{ is an ontology}$$

Definition 3. The degree of activation $a$ of an element $e$ of a context domain $C_d$ expresses the certainty with which the element is known to be active:

$$a : C_d \rightarrow [-1, 1], \quad C_d \text{ is a context domain}$$

If an ontology element is chosen by the user in the run-time Web application (for example, when the user chooses a navigation option generated from this ontology element), the degree of activation of the element is 1, whereas if an element is inferred to be active by some system mechanism, the degree of activation is set by the inference mechanism.

A context relation describes that two or more elements of $C_d$ influence each other’s degree of activation, meaning that when one or more of these elements is/are active, the other element(s) consequently has/have a certain degree of relevance. A context relation is represented as a set of pairs of elements from a context domain $C_d$. This set contains only one pair if the relation involves precisely two elements from $C_d$. The set contains several pairs in case of an n-ary relation. The set of knowledge about context relations that can be expressed is thus the set of all such sets of pairs (i.e., the power set $\mathcal{P}$). We call this the context space:

Definition 4. The context space $C_s$ on a context domain $C_d$ is defined as:

$$C_s(C_d) = \mathcal{P}(C_d \times C_d)$$

Definition 5. A context relation $c_r$ is a point in a context space $C_s$, that is, $c_r \in C_s$. 
To illustrate the representation of an \( n \)-ary relation where \( n > 2 \), we consider a ternary context relation. Such a relation can be represented as a set of two pairs of binary relations. For example, let \( c_1 \) be a context relation between factors \( d_1, p_1 \) and \( p_2 \); this can be written as \( c_1 = \{(d_1, p_1), (d_1, p_2)\} \).

Using sets of pairs to represent context furthermore allows for ordering. Each pair in a context relation space is implicitly ordered; however whether this ordering is significant is left open for a specific context model interpretation to specify. A model in which ordering is in principle relevant, and which needs to express that in an individual relationship both directions are equally relevant, writes, for example, \( c_2 = \{(d_1, p_1), (p_1, d_1)\} \).

A context relation possesses a value which is computed by an influence function: function:

**Definition 6.** An influence function \( i \) computes the influence of a context relation \( c_r \), as a real number between \(-1 \) and \( 1 \):

\[
i : C_s \to [-1, 1], \quad C_s \text{ is a context space}
\]

Intuitively, a context relation between two items indicates to what degree the items are relevant together: when one item is active, the other is relevant to a degree determined by this relationship. For example, if \( \{(d_1, p_1)\} \) is a context relation and \( d_1 \) is active, the relevance of \( p_1 \) is determined by \( i \) and the degree of activation of \( d_1 \).

**Definition 7.** The contextual knowledge \( C_k \) is the knowledge a system has at a specific point in time during its operation about which ontological elements are active, and to what degree:

\[
C_k = \{(e, a(e)) | e \in C_d\}, \quad a : C_d \to [-1, 1]
\]

The contextual knowledge is knowledge which results from the context model and a system’s context inference mechanisms. It is as such not part of the context model, but instead expresses the knowledge resulting from the context model at a specific point in time within a system. Its computation is not predetermined by the context model, but is dependent on specific strategies, which may use the influence function, the ontological relations, and any combination of these.

### 3.3.2 Concrete Context Model

We now introduce a concrete interpretation of the context model of Section 3.3.1; this interpretation is designed for supporting context modeling for Web applications in a flexible manner, while nonetheless being of manageable complexity in view of modeling processes. This context model is used throughout this work for the illustrations of context-awareness and adaptation in example scenarios and system architecture.

While automation techniques for context model generation can be developed to assist in creation of such a model (or parts of it), it is indispensable for an expert user to be able to validate and extend the model. Therefore the model needs to be at the same time flexible with regard to representing context information, and comprehensible by an expert user. The goal of attaining this compromise motivates the design decisions presented here.

**Definition 8.** Given the categorization of context factors introduced in Section 3.2.2, we define the context domain for Web Engineering \( C_{dw} \) as using the following ontologies:

\[
C_{dw} = U \cup P \cup L \cup T \cup H \cup D
\]

where \( U \) is the ontology of user and role factors, \( P \) the processes and tasks, \( L \) the locations, \( T \) the time factors, \( H \) the hardware device factors and \( D \) the domain ontology.
In our concrete context model, the influence function is a weighted association between ontology entries, and involves two or more entries, of arbitrary types. Stated more precisely, influence is defined as follows: an influence value function $i_w$ associates a fixed value to a context relation $c_r$. We call this value the *influence value*. In a binary relation, when one element is active, the other is considered relevant according to the influence value and the degree of activation of the first element. In an $n$-ary relation, the relevance of an element is determined by the influence value and the degree of activation of the other elements in the relation.

How the information in the context model is used for computation at run-time is not restricted by this model; the model may therefore be used by varying strategies and algorithms for context inference. Usable information consists, on the one hand, of the context relations defined as above, and, on the other hand, of any ontological relations involving elements of the context relations. A concrete strategy must define, notably, whether influences are cumulative, and whether context-relevances determined via influence values should propagate to further ontology elements. Possible effects of ontological relations are discussed in the following.

### 3.3.3 Context Knowledge and Relations

Given that context factors are associated with elements of domain knowledge, this raises the question of what contextual knowledge can be gathered on items which are not in this association but are in an (ontological) relationship with items which are explicitly linked in a context relation.

![Figure 3.3: Context knowledge and relations](image)

We therefore consider the effects of ontological relations on contextual knowledge. An illustration of possible effects is shown in Figure 3.3. In a specific context, certain context factors are active, with different degrees of activity: here, presume context factor $F_3$, belonging to category $C_1$, is sensed as being active with a value of 1. The context model states that domain ontology element $D_1$ is context-relevant as $D_1$ is related to context factor $F_3$; the relevance value is determined by the influence value $i_1$ and the degree of activation of this context factor.

In addition to explicitly linked elements, contextual relevance can be asserted for further elements according to the type of relations within the domain ontology. Elements $D_2$ and $D_3$, being in relationship with $D_1$ might also be relevant; however whether this relationship is significant and to what degree it transposes relevance from $D_1$ to $D_2$ and $D_3$ can not be said in a general manner. Concrete
adaptation specifications need to define which sorts of relationship are to be followed in which situation, and how these relationships affect relevance; for example, there might be a relevance loss on following a relation in this manner.

Default strategies and interpretations can be postulated. In the example of Figure 3.3 relations represented by an arrow signify a hierarchy. In such a hierarchy, when a higher-level element such as $D_1$ has relevance, a default interpretation can be that $D_2$ and $D_3$ being sub-items of $D_1$ are also relevant, with no loss of relevance with respect to relevance of $D_1$. Additionally, a default interpretation can consider that context relations on domain elements that are classes also transfer to elements that are instances of that class. The converse however need not apply; relationships from a child to a parent or from an item to a sibling can not be used as a general statement to infer relevance, although such relationships might be relevant in individual situations. Now suppose context factor $F_5$ from category $C_2$ is also active. This factor is also connected to $D_1$, which is already relevant by its connection with $F_3$. In this case, a default interpretation for the relevance of $D_1$ can be that the maximum influence value between $i_1$ and $i_2$ prevails. Alternatively, a strategy can postulate that influence values augment each other in some way, in this case increasing the overall relevance of $D_1$.

Knowledge about the domain can also be used to infer knowledge about context. For example, suppose a user action, via application navigation, results in activation of domain element $D_4$. The model states that context factor $F_6$ can be considered relevant with a value factored by $i_3$. Thus, given a resource, the model can provide context factors for which this resource is considered relevant. This knowledge might then be used for further context deduction; or for directly assisting the user, for example for semantic retrieval [Varelas et al., 2005], to search for further resources relevant in that context.

In summary, contextual knowledge in our approach is based on two sources of knowledge representation. Ontologies represent a semantic network, that is, a network between elements where the edges are labeled. These ontologies represent knowledge about the application domain and about appropriate context factors. The context relations in turn form an associative network, that is, a network where the edges have a numeric weight. The combination of these two sources of knowledge can be used to compute contextual knowledge in a situation of usage.

### 3.3.4 Example Context Models

![Figure 3.4: Context model for an e-commerce scenario](image)

Figure 3.4 shows a context model reflecting the example scenario discussed in Section 3.2.1.
the diagram, a class is represented by a rectangle, an instance of a class by an oval. Arrows between classes represent a specialization relationship (subclass). Services are additionally emphasized via a grey background. A context relation is represented as a connection between two or more items; when this relation is ordered, an arrow represents the ordering. Context relations are furthermore labeled with a weight; these weights are expressed as a discrete set of symbols, such as + and ++. Although the definition of context allows for arbitrary influence values, it is presumed that a usage of discrete values yields more meaningful results, given that influence values need to be entered (or at least verified) by a business expert in an intuitive manner.

In this model, a type of product from the domain ontology (“Irrigation System”) is said to be relevant (marked as +) for a certain user profile (“Head Gardener”). Furthermore, in a certain season (“Summer”), and for the same user profile, the product is modeled to be even more relevant (marked as ++), making the element more susceptible in appearing, for example, in a customized offer. All product instances (such as “Irrigsys2004”) attached to this product type can then be used in that context. Attached to “Product” are two services, “ArrangeDemo” and “ProductInfoSearch”, that may be offered to the user for any product. The modeler has further indicated that in the season “winter”, the entry “Snowplough”, a specialization of product, is relevant, and has explicitly stated that this context relation is ordered from the former to the latter.

As shown in this example, the business user models context relations where deemed most appropriate; not all elements need be explicitly linked in such a relation. As discussed in Section 3.3.3, influence values may be determined for items not explicitly in a context relation: in this example, the product “Irrigsys2004”, as in instance of an “Irrigation System”, might be considered context-relevant when the class “Irrigation System” is determined to be context-relevant. Whether this is the case, and to what degree, depends on a specific strategy.

Figure 3.5: Context model for an industry maintenance scenario

Figure 3.5 shows a further example context diagram; this diagram is a possible representation for a context model supporting the industry maintenance scenario which was described in Section 3.2.1. Types of product (e.g., “elevator”) are domain knowledge, as are instances of products (“Elevonic”). Services such as “get technical manual” are associated. The model states that, if the task “inspection”
is active, then the concept “Product” is deemed highly relevant (value ++); the opposite is also true. Furthermore, if the context hardware device parameter is identified as “mobile”, the task “inspection” is somewhat relevant (value +). If time is recognized as being within working hours, the same task is relevant. If both factors are given, the relevance of the task “inspection” is more likely.

The diagrams in Figure 3.4 and Figure 3.5 show one possible view of context information to be represented in a system. Not all modeled knowledge can be shown in this fashion; a model may need to support more complex rules as well. The current view on context information should ideally depend on the level of expertise of the user involved in the modeling process. How knowledge is then represented within a system is independent of graphical representations intended for users.

Influence Values

The issue of precision of an influence setting was introduced by the example in Figure 3.4. In principle, it is necessary to maintain the possibility of arbitrary precision: an influence value need not be explicitly set by the user, but could either be the result of automated extraction, or be a result of an item’s relation to other items that are involved in explicit context relations. For the latter, an algorithm computes the actual relevance value at run-time. For such items for which the modeling user wants to set an influence value, the possibility of entering a high precision value (such as a probability value) is presumed to be counter-productive, in the sense that it may result in confusion and errors. Instead, the business expert might specify an influence value as an element from a small set of discrete values, for example: “++” meaning highly relevant, “+” meaning rather relevant, no marking meaning somewhat relevant, “−” meaning rather irrelevant, “−−” meaning quite irrelevant.

A “−” or “−−” setting indicates items that are irrelevant or inappropriate in a given context, and thus can bother an end-user, or even be considered offensive if presented in a certain context. Consider the following example to illustrate the need for such a relation: a retail store services many types of consumers, and products based on a certain type of meat should not be recommended to customers of whom the system knows they are of a religion that forbids consumption of such a product. Thus, this knowledge could be modeled by a “−−” relation. Note however that one should not rule out entirely offering this product for this type of customer: the system will make an assumption that this product is likely irrelevant for this user, however there are situations where it is not, for instance if this particular user is not concerned with such constraints, or is shopping for somebody else who is not concerned. Alternatively, the latter scenario could also be modeled as a task “buy for a friend” within the Process&Task context category, in which case the user role factor would not be used in the same manner. To summarize, the system should avoid recommending a product if it is probably irrelevant, however the system should not forbid showing the product altogether, for instance consequently to the user explicitly choosing it, by navigation or searching.

3.4 Context Modeling in the Web Engineering Process

This dissertation proposes an approach to taking context into account that augments the WISE methodology (see Sections 1.3 and 2.3). An overview of the modeling process used in our approach is given in Figure 3.6. As recommended by WISE, four separate sub-models describe the application model as a whole, where each sub-model can refer to information defined by a proceeding model (order of precedence is indicated by grey arrows). Once established, all model information is stored in a model repository (as indicated by the white arrow).
We now provide an introduction to the models and the relations between them; the individual models are then detailed in Section 3.5. The conceptual model describes the application domain, including content building blocks (or references to location of such items) that are to be presented to a user. The conceptual model is extended by ontologies of context factors, one for each category of context to be used (see Section 3.3.2). The navigation model defines navigation possibilities for a user by referring to elements in the domain ontology. Furthermore, the navigation model defines how to compose a Web page when the user has selected a navigation item. The model is extended to allow for adaptation, for navigation as well as for composition. Placeholders for adaptation can be used to refer to an adaptation specification whose properties define the strategy for that placeholder. The view model defines which elements of the navigation model are to be viewable by the user in which situation. The presentation model defines GUI characteristics.

Context relations can now be defined on the models, as weighted associations between items in these models. A relation between the domain ontology and a context ontology indicates that a domain element is specifically relevant when a certain context factor is active. Such an association with the domain ontology can be with any sort of domain element, such as a concept in the ontology, an information item attached to a concept, or to a service available to the Web application (or, more precisely, a service description). Context relations can likewise be defined on elements of the other application models. For example, a class of GUI characteristics (in the presentation model) can be associated to a user role, indicating that this sort of presentation is more relevant for a certain type of user.

Throughout the context modeling process, it should be kept in mind that the scope of context modeling is that scope which is relevant to the immediate requirements of the Web application being modeled, and does not include knowledge of the internal operation of external, integrated systems (see also Section 1.1.3).

**Modeling Scenario**

A typical modeling scenario in the methodology (as augmented for context) might be as follows:

1. the application models are established independently of context-awareness considerations,

2. a business expert extends the conceptual model with categories of context and subsets of these categories appropriate for the application,
3. items from the domain ontology are put in relation with context factors,

4. items from the remaining models are likewise put in relation with context factors,

5. the Web engineer extends navigation, view, and presentation model with adaptation specifications and placeholders referring to these specifications, to define adaptation features where desired.

Modeling context in this manner is potentially a lengthy task that can be supported in several ways: reuse, data-mining, and editing tools.

The domain ontology can be read from an existing source, or converted from a prior enterprise information model. Context factors to be used in the model can originate from predefined context catalogs for well-known factors; custom additions of context factors relevant to an application are then made by business experts. Predefined factors can be, for example, categories of time like seasons; for the location category, well-known geographic regions (for example, as defined in ISO3166) or semantic locations (Pradhan, 2000) can be used. The User Agent Profile (Open Mobile Alliance, 2003) is a standardization proposal for defining hardware device capabilities, to be used for content formatting purposes.

Context relations can be automatically suggested by a system performing data-mining of the information stock available in a customer’s infrastructure. One approach is to look for co-occurrences and set influence values according to statistical values. For an applied example of generation of a concept network through data mining, see (Staudt et al., 1998). Subsequently to the data mining process, the business expert imports into the model those context relations offered by the mining process that the expert considers to be appropriate, and fine-tunes the model.

If user adjustments to the model are to be possible, a useful display of the context model is needed. Regarding model visualization and editing, the availability of several, potentially connected, ontologies in the context model raises issues of practicability. Potentially, a context relation can consist of as many dimensions as there are categories of context. A corresponding display would presumably be difficult to interpret. However, we expect that individual context relations will typically be connections between two or at most three categories. Furthermore, ongoing research offers new tools that assist in visualizing a multi-dimensional information space; model visualization software is discussed in Section 3.6. In any case, not all ontology elements need be explicitly linked in a context relation in order to be context-relevant (as discussed above), and thus not all elements require a graphic display of potential relations to other dimensions.

Domain knowledge and context factors can potentially overlap. In the scenario presented in Section 3.2.1, it is conceivable that the ontology for the construction market already contains elements that can also be considered context factors: for instance, locations of markets might already be modeled in the domain ontology. In this work’s perspective on the engineering process, these should then be considered elements of the context categories as well. To assist the modeling user in such a case, these elements could then be imported into the context categories within the modeling environment. In principle however, context modeling does not require such a strict separation, as the model indiscriminately allows the association of domain or context category elements.

Model Use in the Remaining Engineering Process

Once defined, the context model is available to the remaining steps in the Web Engineering process. One can distinguish between two types of approaches: complete integration or part-wise integration. By complete integration, we understand that all Web application parts are context-sensitive, meaning
all navigation structures and information presented are generated according to context. In a part-wise integration, the application is in some parts context-independent, and in other, selected parts, presents context-sensitive navigation structures and associated information.

It may be assumed that, as a general statement, not all parts of a Web application require a context-sensitive model. In fact, for some aspects adaptation can be counterproductive, resulting in the user becoming disoriented (Nielsen, 1990). Therefore it is an issue of the Web Engineering process to determine in which parts which types of context-sensitive adaptation is useful: the Web engineers specify to use context within the Web software at those places where they deem it useful.

Independently of the degree with which an application is adaptive, context factors must be put in relation with the application domain for these factors to be meaningful in an application: in this light, the decision whether a Web application should be fully or partly context sensitive is secondary with regard to context modeling requirements.

3.5 Application Models and Context

In the following, we detail the models for application development that have been developed in our work. We describe how models for Web applications can be integrated with information about context and how adaptation features can be specified.

All models are described in ontologies, using OWL (see Section 1.1.3). This consistent use of ontologies is advantageous for representation and for implementation. On the one hand, this approach allows for homogeneous usage of context relations on model elements as described in this section; and, on the other hand, a common mechanism for inference and adaptation in a run-time system as described in Chapter 5.

OWL, as is RDF, is an XML vocabulary. Models using OWL can thus be represented in XML; while this information is human-readable, the primary purpose of such information representation is to be machine-processable. For a more user-friendly presentation, the individual models developed in this work are illustrated as RDF-like graphs as shown in (McBride, 2004). In such graphs, an elliptical node represents a resource; rectangular nodes represent literal values. An arc in the graph represents a property of a resource at the blunt end of the arc. The label on the arc identifies the property. The node at the sharp end of the arc represents the value of the property. For simplicity, local names are used in the diagrams (a full name would require a namespace in addition). When a resource or property from an existing schema is used, it is prefixed with the commonly used term:

- rdf: identifies names from the RDF vocabulary
- xsd: refers to names from the XML Schema data types
- owl: refers to a language element of OWL

All types and relations shown without a prefix are defined within the application model as defined in this work. Appendix B gives the precise type definition in OWL syntax.

3.5.1 Domain Ontology

The domain ontology represents domain knowledge; meaning, arbitrary conceptual knowledge relevant to an application, and pieces of content (or, according to type of content, references to pieces of content). The definition of content types is shown in Figure 3.7. Each piece of content can have a source attribute containing a URI identifying the content location (for example, the name of an
Content pieces are specified as RDF entries, therefore RDF labels can be associated to them. There can be one such label for each language to be supported. For pieces of text, this label can be used to directly store the content. Any entry of an ontology (that is, any OWL “thing”) can be put in relation with a content piece via the related-content property. For example, a concept defined in the domain ontology can be put in explicit relation with pieces of content, indicating that these elements are always relevant for that concept.

A service type can specify, in addition, n parameters, each with a sequence number and a hint. This hint refers to an entry in one of the model’s ontologies, or is an arbitrary name. The intent of the hint is to provide assistance in determining context-relevant information regarding the parameters; however precise interpretation is an issue for the implementation of service incorporation in the runtime system.

Appendix C provides an example domain ontology with content blocks for a prototypical Web application (the prototype itself is described in Section 5.5).

3.5.2 Context Representation

Context factors are organized into ontologies, one for each category of context. The structuring of factors within an ontology can use any available ontology mechanisms and is not subject to restrictions. The context relations are also represented in ontological form, in OWL: this allows for a more straightforward integration with the conceptual model than if the two sorts of knowledge are specified using separate means.

A context relation is represented by a connection between two OWL “things”; this connection carries a value (see Figure 3.8). For model brevity, an unordered n-ary context relation can be represented with the same construct. The definition in OWL syntax of a context relation is given in Appendix B.

An example of a context relation based on the examples outlined in previous sections (see Section 3.2.1 and Figure 3.4) is shown in Figure 3.9. Element IrrigationSystem from the domain ontology is associated with element HeadGardener from the context ontology User&Role, the association carries a value.
3.5.3 Ontology Lookups

The application model allows to define ontology lookups that can then be used for adaptation and for navigation modeling, as shown in the following sections (3.5.4 and 3.5.5).

Lookup specifications are used to define a strategy for retrieving elements of an ontology; the properties of such a specification are shown in Figure 3.10. A lookup can be specified either as the following of a specific ontological relation (RelationLookupSpec), or as a free-hand query (QuerySpec) expressed in an ontology query language such as SPARQL (W3C 2005).
3.5 Application Models and Context

A `RelationLookupSpec` defines:

- the type of relation in the ontology that should be followed. The type name can be arbitrary, in which case the name can be used for direct relation lookup in the ontology; or a name with well-known meaning can be given, allowing a more intelligent lookup mechanism; for example, “superclass”;
- depth of exploration, meaning to what depth this relation type should be followed;
- the percentage that a found element remains relevant upon each level of relation following. This allows, for example, for ordering of found elements according to relation depth at which they are found.

All lookups can be restricted by defining a maximum number of items and a list of resource types to be retrieved.

### 3.5.4 Adaptation Specifications

An adaptation specification determines, on the one hand, which sort of information is to be retrieved or generated according to context for a particular usage in the application, and, on the other hand, how the modeled context relations are to be used in combination with ontological knowledge to determine contextual relations in a certain situation. An individual specification can then be used in one or several places in the application models, as shown in the following sections.

![Figure 3.11: Adaptation specification](image)

The properties of an adaptation specification are listed in the following (see also Figure 3.11 for clarity, cardinality properties are not represented in the figure):

- types of items to be computed, or “any” for any type;
- the maximum number of items to be computed;
- context relevance threshold, indicating what minimal relevance an item must have in order to be considered;
a list of ontologies. If specified, only these ontologies are to be used for looking up context-relevant items. This property can be used to constrain which sorts of application elements are wanted (for example, to differentiate between domain items and presentation items). Ontologies are identified by namespace;

- a list of context categories. If specified, only these categories are to be considered for determining context-relevant information. Categories are identified by namespace;

- a list of pre-adaptation items; these items are fixed items from the domain ontology, and are retrieved prior to any context-relevant items, but only if any context-relevant items are found. Analogously, post-adaptation items can be specified;

- a list of domain exploration properties, each defining a domain exploration strategy to determine additional context-relevant resources, detailed in the following.

The domainExploration property allows to define how items in an ontological relationship with an item found to be context-relevant should also be considered context-relevant, and to what degree (see also Section 3.3.2). An adaptation specification can include an arbitrary number of ontology relationship lookup specifications, as defined in Section 3.5.3.

The definitions for adaptation as shown in Figure 3.11 furthermore allow to specify context rules. A ContextRule can refer to an arbitrary number of context factors and associate a formula. The context rule expresses a condition involving these context factors, and can be used in application models which need to express that an action should be taken only when a certain context is satisfied at run-time.

### 3.5.5 Navigation Model

The purpose of a navigation model for a Web application is to define navigation possibilities between the various elements of a Web application. A navigation model thus has knowledge about relationships between the elements, and can assist in deciding which elements can be visited from the current position of a user in the application.

In a traditional sense, a Web application is a set of pages linked together by hyperlinks, and thus the “navigation model stores the relationship among different web pages” (Zhang et al., 2004). Requirements in this dissertation regarding adaptivity mean that this definition of a navigation model is no longer adequate. Content presented to the user may be selected according to context: a user request may necessitate composition of several resources, where some of these are known in advance and some determined according to context. In addition, which further navigation options are to be presented to a user in a specific situation is not fixed either: some navigation options are pre-determined links (that is, are static), whereas others may need to be dynamically generated, again according to context.

This dissertation therefore defines a specific navigation model, designed to enable a compositional approach to Web application modeling allowing for adaptivity. This navigation model consists of navigation nodes that refer to an entry in the domain ontology via the property navRelationSrc (see Figure 3.12). To each node, an arbitrary number of relations can be associated. A relation has a type, to distinguish between further navigation nodes that can be reached from this node, and content blocks that are to be assembled when the user navigates to this node.

The target of a navigation relation can be specified in three different ways. If the target is a single, fixed ontological element, the property navRelationTarget is used to refer to this element. If the
Figure 3.12: Navigation model entry definition

target should consist of a predefined lookup in the ontology (for example, the list of subclasses of the current node), then a lookup is used to refer to a DomainLookupSpec such as defined in Section 3.5.3. Finally, if the navigation target is not predefined, but should be computed according to context, an adaptationProperty is used to refer to an adaptation specification such as defined in Section 3.5.4. This enables adaptation regarding which navigation nodes are available at a certain location in the application, and regarding the content pieces assembled at this node. This adaptation is determined by context, and used at those places deemed appropriate by the application designer.

3.5.6 Modeling for Presentation

The modeling of an application’s presentation layer defines which elements are viewable in which situation, and furthermore how elements are presented (that is, which GUI attributes are associated to the elements). The former is defined in the view model; the latter in the presentation model. As these models operate on a similar principle, we summarize them in a common diagram; see Figure 3.13.

Figure 3.13: View and presentation model definition

In the WISE methodology (see Section 2.2.5), the view model extends the navigational model to define which elements are to be visible depending on the type of user. We generalize this notion to make a view dependent on context. This means that any condition regarding context state (including user type) can be specified in a view. A view then consists of a context rule (see Section 3.5.4) associated to a navigation relation as defined in the navigation model (see Section 3.5.5).
The presentation model associates style information, that is, information defining GUI characteristics, with elements composing the Web page as defined by the navigation model, and thus each Presentation entry refers to a navigation relation. Association of style can be fixed (via the style property), or can be determined by adaptation. An entry can have an adaptation property: if so, the style for this entry should be computed according to context. An adaptation specification in this case will most likely constrain the search for context-relevant items to the presentation ontology, in order to compute the presentation model element considered most context-relevant (see Section 3.5.2). If an adaptation was not specified for the presentation entry, or if adaptation at run-time did not yield any relevant style information, then any style information explicitly associated to the entry is to be used.

Instances of Style refer to the name of a CSS class; this allows to delegate definition of actual physical GUI properties to a well-known and standardized mechanism.

Use of a concrete presentation model and the effect of presentation adaptation is illustrated, as for the other models, in the prototypical Web application described in Section 5.5.

3.6 Model Visualization and Editing

For user-centered visualization and manipulation of context relationships as outlined in this work, general-purpose ontology editors such as Protégé (Stanford Medical Informatics, n.d.) or SHAKEN (Thomere et al., 2002) are not suited. A particular challenge consists in assisting the user for the task of relating factors from several context categories with the domain ontology. The relation can involve elements from several ontologies and thus be multi-dimensional.

![MatrixBrowser](image)

Figure 3.14: Editing context relations using the MatrixBrowser

To support the user in visualizing an existing context model and to allow for editing it, the MatrixBrowser (Ziegler et al., 2003) is one possible solution. The MatrixBrowser is designed to assist in visualizing and editing an information space in two dimensions. Figure 3.14 shows an example of a context model (as understood in this work) being displayed in the MatrixBrowser. The advantage

---

3Cascading Style Sheets, see Appendix A
3.7 Summary

of the MatrixBrowser’s approach is to provide an intuitive visualization of the connection between two hierarchies of information, and is therefore most suitable when the information space is two-dimensional. The MatrixBrowser provides a good overview in situations where a large number of domain elements and relationships exist, but lacks functionality regarding detailed viewing and handling of a single relationship, in particular when the relation involves more than two dimensions.

Figure 3.15: ContextBrowser: multi-dimensional context relations

To provide an $n$-dimensional context editor, a prototypical “ContextBrowser” is developed. Figure 3.15 shows the same context information as that shown in Figure 3.14 displayed in this system. The goal of this prototype is to investigate how $n$-dimensional context connections can be handled in a user-intuitive fashion. In this visualization, a hierarchy in the domain ontology (“Product”) is shown; each element possessing a context relationship displays an arrow and up to two numbers indicating the number of relationships: the first number indicates implicit relationships resulting from a relationship of an element higher up in the hierarchy; the second number indicates the number of explicitly modeled relationships. Clicking on the arrow unrolls connected context categories, showing specifically the related element from this category. The user can switch perspectives to connected ontologies, or have an extract shown in a separate window (in this case, “Time”).

3.7 Summary

This chapter has presented a modeling approach to Web Engineering taking context into account. A context model is described, which represents information about the context of usage of an application. Further application models allow to specify a Web application which integrates the context model and contains specifications for adaptation to context within the application.

To support adaptation according to these specifications, a software system is required that makes use of knowledge described in these models. The following chapter discusses architectural issues for such a software system, and proposes an approach for realization.
Chapter 4

A Web Software Architecture for Context

This chapter discusses concepts and techniques for an architecture enabling adaptation to context in Web software.

Section 1.2 introduced the general challenges and aims of the field of research this dissertation is situated in; Chapter 3 described a general purpose context model for Web Engineering and showed how it can be integrated with Web application models. We now discuss the challenges regarding the goal of taking context into account in a run-time system supporting adaptive Web applications. To support this goal, we propose a specific Web software architecture for context. The subsequent chapter 5 in turn details a framework for context implementing the concepts and demonstrating the techniques described in this chapter.

4.1 Requirements for an Adaptive Run-time System

Web applications that go beyond presentation of a collection of static Web pages require dynamic generation. For adaptive applications, each step of such a dynamic generation may require adaptation, meaning that output of each step varies according to context. Dynamic generation of Web applications is supported by several existing software architectures and frameworks. Regarding adaptation to context, some provide a built-in mechanism for dynamically choosing a presentation style depending on the client device; in the terminology used in this dissertation, we say that there is support for adaptation at the presentation level according to the context category “hardware device”. In such architectures, adapting generation to further aspects of context is not possible without custom programming. A Web software architecture for context, that would have integrated knowledge about context at all levels of application generation, could allow for using context systematically and for achieving adaptation effects without requiring custom programming (or, at least, limit required programming to the essential).

4.1.1 System Environment

Web software operates according to the request-response mechanism, meaning a client (for example, consequently to a user action) sends a request to a server, which must determine the response. More precisely, pages displayed in a Web client (for example, in a Web browser) are requested over the Internet using the request-response mechanism defined by HTTP (see Section 1.1.2). A request is identified by a URL that describes the client’s desired resource. This resource need not be an actual file, but can be dynamically generated by the Web application.
In the case of an adaptive application, the response depends on context, and therefore the server must have knowledge of context and process context information. Whereas some processing may be distributed (for example, sensing of the physical environment), the core application generation process must be deterministic as an explicit server reaction to a client request. This means that a Web server must possess, for its processing, some form of integrated knowledge regarding available context processing features. Context processing as such can be integrated in the same environment, or be distributed.

In addition to core application generation and context considerations, an application environment may need to integrate packaged application features, which may or may not be independent of context considerations. While the use of such functionality needs to be integrated in the core, the functionality itself is potentially realized in distributed components.

In summary, the architecture needs to fulfill the following requirements:

- the application is generated dynamically;
- the system is context-aware and each generation step must (potentially) be adapted according to context;
- the system contains an interface to context and adaptivity functionality, whereas context processing as such can be integrated, or delegated to distributed components;
- the system allows for integrating arbitrary application functionality; such functionality may exist independently of context considerations.

The operational environment of a system producing adaptive Web applications is summarized in the UML diagram of Figure 4.1.

An actor (the end-user) operates a Web client (such as a desktop browser or WAP-enabled mobile phone) via a graphical user interface (GUI). The Web client communicates with the Web server to transmit a user request and receive the server’s response, in an XML dialect appropriate to this client.

The server response is handled by two subsystems. The Application Generator is responsible for core application generation; that is, that part of processing which must exist independently of context considerations.

---

The second subsystem in the diagram is the Context System. The Application Generator functions in a sensor role for the Context System, as the former provides the latter with user request information. When asked to provide adaptation features, the Context System is an actor for the Application Generator, as the former generates information influencing output of the latter.

In addition, one or more External Sensor systems might exist, providing additional context information to the system; for instance, current temperature in the user’s environment. Such systems may or may not be actively triggered by a user action, and thus the connection between the user and this system is optional and can not be further specified at this stage. When activated, this system acts in the role sensor with respect to the Web server system; or, more precisely, to the Context System subsystem.

4.1.2 Reference Architecture

The Context System, introduced as a subsystem in Figure 4.1, is described in a higher level of detail in Figure 4.2. A run-time context system uses information about context factors and relations established in the modeling process as described in Chapter 3. In addition, the system establishes current context during system operation; we call this information context state. The system can then use all context information to provide for adaptation.

The Context Manager component allows to read and update the context state; the Context Model provides access to the modeled information regarding context. The Application Generator and any External Sensor systems, in their role as sensor, provide input to the Context Sensing component. This component is responsible for determining context, and may access the Context Model. Subsequently to context determination, the Context Sensing notifies the Context Manager to update context state. The Adaptation Engine component realizes the actor role of the Context System, by providing adaptation features for the Application Generator: the former generates output for the latter or guides its output selection. For its operation, the Adaptation Engine accesses the Context Model to retrieve context elements which may be relevant, and queries the Context Manager to retrieve the state of these elements.
The information provided by the Web application's parameters and external sensors is not directly usable as context knowledge. Useful interpretation onto context factors is a task of the context system; specifically, of the Context Sensing component. Parameters provided by the Web application can be of two types. The first type is domain ontology elements: the Web application "knows" which ontology elements are currently relevant. The basis for this knowledge is the application’s ontology-based navigation, where navigation structure elements are constructed from the ontology, and the user hence navigates through such a structure. The second type of parameters is classical Web application parameters, such as client device parameters, and environment information, such as current time. Such parameters are transformed by the Context Sensing component into context factors as defined in the model. For instance, sensing might provide a time context in date, hours and minutes; however in the model only higher-level distinctions of time, such as spring or fall are used, so this parameter is interpreted accordingly. Similar mappings may be needed for the other categories of context as well.

Context knowledge can later be used by the Adaptation Engine, that determines which resources are relevant in the current context state. The selected resources are then returned to the Web application, that in turn presents them to the user. Adaptation determination can be guided by various strategies. Notably, given that there is a categorization and structuring of context factors in the model and thus potentially various kinds of relations between context factors and domain elements, a request for context-relevant resources can yield varying results according to the strategy used. The request is more or less granular; typically not only exact matches are wanted, but also resources in relation to these. Relations in the model are weighted, therefore any element of the context space can have a different relevance value in a given context. As a consequence, which adaptation process is to be accomplished by a system and what sort of results are desired must be specifiable. In our work, the system is required to take into account adaptation specifications as defined in Section 3.5.4.

### 4.1.3 Web Application Elements

As introduced in Section 3.5, a Web application in our approach is built upon resources and their definitions; a run-time system must consequently support the integration and delivery of these resources. These resources can be:

- concepts defined in the domain ontology;
- structured documents or document parts, attached to concepts in the domain ontology;
- arbitrary resources (such as binary documents or pictures), also attached to concepts in the domain ontology, but unstructured (in the view of the Web application);
- service resources. Such services can search for further resources, or represent operational features such as e-commerce transactions. These resources have descriptions defined (or referenced) in the domain ontology.

The specific requirement in this dissertation is that the application offering be adapted through context-awareness: context can influence which resources are offered in which situation, how they are integrated and how they are presented. In a given context (such as described in Section 3.3), the Adaptation Engine must thus provide resources deemed to be relevant in this context - we call these context-relevant resources. We distinguish the following types of context-relevant resources (see also Figure 4.3):

- **Navigation** refers to navigation possibilities relevant to this context. For instance, the system can provide links that are potentially of interest.
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As introduced in Section 4.1, to dynamically determine a response to a user request, the application generation system must perform several processing steps. The complexity of each step and of the manner in which the steps are orchestrated increases with the goal of adaptation. To manage this complexity, information must be represented in a well-specified manner, and a processing specification is required to define how this information is used to generate a response.

We begin this section by discussing the information representation principle. We proceed by comparing general architectural approaches which can be used to support adaptation.

4.2.1 Information Processing

Two approaches to generation of Web applications can be opposed, content-driven and technology driven. A content-driven approach is based on a description language for describing content. A
technology-based focus can imply technology-biased design decisions, in addition to risks of technology lock-in and deprecation. A focus on content is in principle technology-neutral, yet implies on the other hand that the way content is to be processed must be clearly specified; and that a software architecture be established that supports this focus.

<table>
<thead>
<tr>
<th><strong>Content-driven</strong></th>
<th><strong>Technology-driven</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>XML and XML-based vocabularies</td>
<td>PHP</td>
</tr>
<tr>
<td>OWL</td>
<td>Active Server Pages (ASP)</td>
</tr>
<tr>
<td>XSL</td>
<td>Java Server Pages (JSP) and JSP templating such as Struts</td>
</tr>
</tbody>
</table>

Table 4.1: Content-driven vs. technology-driven representation

Table 4.1 gives an overview of possible elements in these approaches. XML is a technology-neutral basis for representing information, as introduced in Section 1.1.3. OWL (an XML dialect) allows to define ontological knowledge, such as relations between terms used in an application. Development of corresponding Web applications based on this information, in particular adaptive applications, can be supported by XSL, a further set of XML-based languages (see Section 2.2.4). XSL allows to specify processing steps of XML data and is thus one possible means to manipulate XML-based representations of knowledge.

This content-centered view, while placing the primary focus on content descriptions and transformations of this content instead of focusing primarily on a technology, does nonetheless require solutions to the following issues:

- specification of XML content;
- specification of dynamic content;
- definition of the logic determining what content is to be retrieved, and how content is to be retrieved and assembled;
- handling of logic for user flow and navigation in the Web application;
- presentation of content;
- management, configuration and editing of the Web application and its contents.

Solutions to these issues require architectural design decisions and, in part, do become related to technology. Chapter 3 explained how domain and context information can be specified, and furthermore how Web application models can be used to define application composition and behavior. The following in turn discusses concepts and techniques for integrating and making use of such models in a run-time system.

4.2.2 Architectures for Adaptive Systems

As introduced above, to achieve adaptive systems, there is a general need for an information processing architecture in which context can influence processing, and various system parts exist to accomplish this processing. The question then is what core architecture(s) to use to support such systems, how to coordinate system parts and how information is exchanged between those parts.

Table 4.2 provides an overview of possible general architectural approaches addressing these issues.
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<table>
<thead>
<tr>
<th></th>
<th>processing</th>
<th>information exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>XML-publishing framework</td>
<td>integrated</td>
<td>integrated (SaX-based)</td>
</tr>
<tr>
<td>Web Services</td>
<td>distributed</td>
<td>network (XML text)</td>
</tr>
<tr>
<td>CORBA</td>
<td>distributed</td>
<td>network (serialized objects)</td>
</tr>
<tr>
<td>JavaSpaces</td>
<td>distributed</td>
<td>shared</td>
</tr>
<tr>
<td>adaptive agents</td>
<td>distributed</td>
<td>network</td>
</tr>
</tbody>
</table>

Table 4.2: General architectural approaches for adaptive systems

An XML-publishing framework is a framework that includes software components and processing configuration features to specify, and implement, XML-based publishing. This means that, in a system based on such a framework, information is represented in XML, and information exchange between components realizing the core processing is XML-based. As the system is integrated, information transfer between processing steps can occur using an integrated technique, such as SaX events. With this technique, intermediate XML representations within a processing sequence need not be fully built. Processing is instead based on the occurrence of specific XML elements or attributes; such an occurrence is called a SaX event. An example of an XML-publishing framework, Apache Cocoon, is introduced in Section 2.2.4.

Web Services and CORBA, introduced in Section 2.2.3, are examples of distributed processing architectures. Information exchange occurs over the network, therefore all information necessary for processing must be exchanged either by explicit parameters to the components, or by the components themselves calling a further component to access information such as the system’s context state.

The particularity of an approach such as JavaSpaces (Flenner, 2001) is to provide a central readable and writable space in which information is represented, while still supporting distributed components. The information in this case is represented as Java objects, so any information represented in XML first needs to be fully parsed into corresponding Java objects.

Adaptive agents are used for computation in situations where uncertainty is present; typically an agent forms an entity that can simulate a natural phenomenon (Resconi and Jain, 2004). Adaptation in this area means that the agents themselves adapt (evolve) over time.

Design decisions on which type(s) of architecture to use to build a system and its subsystems depend on the exact purpose of the systems, and thus architectures can not be assessed independently of such a purpose. Distributed systems are potentially more powerful, as they can harness the power of multiple machines to solve a given problem; whereas building a system on distributed subsystems can result in slower system response: “all distributed systems incur a significant overhead when compared to their serial equivalent: communication” (Sheil, 2003).

4.2.3 Component-based Software Engineering and Adaptation

Basing development of applications on a component approach has the following goals: a unified management of the parts of an application, the possibility to exchange a component with another, and the possibility to define what an application is through a strategy of selection and aggregation of components.

The precise understanding of what a component is varies significantly in literature. In an architecture for Web applications, general-purpose components may exist to implement the architecture; and furthermore individual applications may use components to realize domain-specific functionality.

---

2 Simple API for XML, see (Skonnard and Gudgin, 2001)
Using components in this manner can be considered a form of component-based software engineering (CBSE, see Section 2.2).

The notion of adaptation can be used in various perspectives for CBSE. Adaptation in our sense is defined by the variability a run-time system can provide because it is context-aware, in order to modify system behavior according to a situation of usage. Adaptation in this sense can come into play within component-based systems at various levels:

- component selection: context can influence which components are presented to the user;
- component parameterization at run-time: once the decision has been made to use a component (either by the system or by explicit user selection), context information can be used for automated parameterization;
- the rendering of a user interface for the component can be adapted according to context.

Related to the notion of component offering is component deployment, specifically “context-aware deployment” (Ayed et al., 2004): there, selection and configuration of components is handled dynamically by a context pre-processor that generates the deployment plan according to context.

Adaptation in the sense of this dissertation has a different meaning than sometimes used within CBSE as “component adaptation” (Heineman and Ohlenbusch, 1999). In that sense, component adaptation is the manual process when a software engineer uses an existing component and adapts it to new requirements.

Fundamental questions to be addressed in a CBSE approach, according to (Schneider and Han, 2004), are (i) what is a software component; and (ii) how are the software components composed. Section 4.3 offers definitions of components as used in the Web software architecture for context.

### 4.2.4 Processing in the Cocoon Framework

As discussed in Section 4.2.1, a general-purpose architecture for Web software must address fundamental questions such as how content is integrated and processed, and how additional program logic is specified and in turn integrated. Architectural design patterns can be used (and developed), while best-practice knowledge is gathered over time. Ideally this knowledge is taken into account by a general-purpose, widely-used framework, that enables to develop applications of higher “quality”. What precisely is to be understood as quality depends on the framework and the application domain it is typically used for.

In this section, we discuss processing principles in Apache Cocoon (see Section 2.2.4), and introduce how Cocoon can be used as a basis for adaptive Web applications. For detailed explanations regarding Cocoon techniques, see (Moczar and Aston, 2002).

As introduced in Section 4.1.1, Web clients make requests to the Web server, in form of URLs. Cocoon, as a basis for implementing server functionality, must process such requests and generate a response. Which request is handled in which manner, resulting in which sequence of processing steps, is defined in a Cocoon sitemap. A Cocoon sitemap consists of pipelines, where a pipeline is the sequence of processing steps to take to respond to a request. Typical steps are:

- matching the request: the pipeline decides whether it should handle the request. This decision can be based on various factors such as URL pattern, presence of certain parameters, or client device type.
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- generating XML data: one or more XML data sources are read, either from files or from remote XML-based services. XML structures can also be dynamically generated by a custom software component.

- transforming XML data: there may be several transformation steps, between various XML formats. The final transformation step is typically the transformation of XML data into a format which a user device, for example a Web browser, can use to provide a user-readable view. This format can be an XML dialect such as XHTML, or can be an arbitrary, non-XML format.

- serialize XML data into a HTTP response that is sent back to the Web client.

Each step can be handled by a built-in Cocoon component or by a custom component extending the Cocoon framework if additional features are required. Custom logic can further be added between any two steps in form of an action, which is Java program code that can be used to further influence pipeline handling, and to trigger back-end processing, such as to prepare data that pipeline steps can then access. Components and their integration in a pipeline can thus be thought of as “active Lego bricks for XML manipulation” (Mazzocchi, 2002).

For illustration, consider the pipeline example presented in Figure 4.4, which is inspired by (Punte, 2002). In this pipeline, content is generated dynamically (by querying a database) and rendered dynamically (by performing an XSL transformation). The pipeline first generates XML data; in this example the data consists of an XML structure defined in a file userquery.xml containing, for the dynamic parts, SQL statements indicating how to read this information from a database. The SQL Transformer is then responsible for reading these statements, calling the database to retrieve the data, and consequently replacing the SQL statements with the actual data. The next step in the pipeline is to transform the XML data into XHTML; this transformation is achieved by applying an XSL stylesheet (presentation.xsl). Finally, the pipeline serializes the data into an HTTP response.

Listing 4.1 shows how such a pipeline might be specified in a sitemap.

```xml
<map:match="*.html">
  <map:generate src="userquery.xml"/>
  <map:transformer type="sql">
    <map:parameter name="use-connection" value="mydatabase"/>
  </map:transformer>
  <map:transformer type="xsl" src="presentation.xsl"/>
  <map:serializer type="html"/>
</map:match>
```

Listing 4.1: Cocoon pipeline configuration example
4.2.5 Using Cocoon for Adapivity

Cocoon, by conception, supports design patterns and contains mechanisms appropriate to serve as foundation for adaptive Web application generation.

Cocoon follows an explicit level of separation of concerns typically understood as the Model-View-Controller (MVC) design pattern, meaning the separation between content, logic and style. In Cocoon, the XML data is the model, views are achieved through XSLT, and the sitemap (including components used by the sitemap) is the controller. This separation allows to address adaptation at the various levels of a Web application (see Section 3.1) in a manner consistent with the architectural principles of Cocoon. The MVC pattern is increasingly accepted and thus supported by various Web application frameworks. The particular added-value of Cocoon for the goal of an adaptive architecture is to be built upon a well-defined component-based processing model. Each pipeline processing step is handled by a component with a clearly defined processing role in the pipeline (such as, an XML transformation step). Each step is thus realized by a specific component, that is either built-in to Cocoon or a custom component, realizing, on the one hand, a generic processing concern of a pipeline and, on the other hand, a functional concern of the application (for example, binding of a database in the pipeline).

The generation of an application as a composition of resources is supported by Cocoon sitemap mechanisms, notably aggregation and recursivity. Aggregation means that individual parts of the generation process can be described in their own pipeline specifications, and results aggregated in an enclosing pipeline. Pipelines can be recursive; since a pipeline step can call any other pipeline step via URI (and provide parameters for this call), the pipeline can also call itself: for example, if an adaptation process has resulted in too few elements being retrieved, the same pipeline segment can be called again with different parameters.

Regarding adaptation to user device characteristics in particular, Cocoon’s browser selector, a sitemap component, can be used to match user device information in order to select an appropriate XSL stylesheet. For example, a pipeline can be set up to deliver an XHTML version of a document if the user is using a desktop browser, whereas a user viewing the document with a WAP phone would receive a WML version of the document. The way in which the document data is generated is identical in both cases, and Cocoon then selects the appropriate XSL stylesheet for the user device to transform the document into a viewable representation. In other words, Cocoon provides built-in mechanisms to support some level of adaptation to device characteristics; contrasting with Web applications based, for example, on ASP or JSP scripts, where the developer needs to explicitly program such adaptation within the script itself. Using user language preference setting within delivery mechanisms and handling user session parameters are further “out-of-the-box” adaptation tools; such features are common to this type of framework - see, for example, Struts as used in (Bellas et al., 2004).

The above-mentioned features are helpful to enable adaptation, but as such not sufficient to implement the goals outlined in this dissertation. However, Cocoon, as a software framework, is a suitable base for further adaptivity services: on the one hand, all information and logic is XML-based, and this XML can be dynamically generated. This concerns the XML structures describing the content being processed, and furthermore the transformation stylesheets (XSL) and logic sheets (XSP) that can also be dynamically generated and dynamically chosen for execution and parameterized. On the other hand, the Cocoon components themselves are extensible and replaceable: an adaptation service not readily provided by XSL and XSP mechanisms can be implemented as a Cocoon component and thus made part of the framework in a manner transparent to an individual application using the framework. The following section discusses how components can be developed to augment Cocoon functionality, and how they can be integrated into the Cocoon environment.
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4.2.6 Components in Cocoon

The Cocoon framework uses, as underlying framework for its implementation, Apache Excalibur (see Section 2.2.4). Excalibur is a general-purpose component framework; Cocoon hence follows a component-based architecture (see Figure 4.5), allowing additional components to be integrated. The Cocoon environment defines roles for components usable in a pipeline, such as “Generator” and “Transformer”. Cocoon contains a set of built-in components implementing these roles; for example, the FileGenerator, which reads an existing file in order to generate an XML stream for further processing in a pipeline. Furthermore, standard components, such as an XSLT processor, can be used. In addition, the Cocoon environment can be augmented by custom components. Such a component is either a custom implementation of a pipeline role, or a component realizing software functionality which can then be called from within a pipeline step.

We now describe how a component is specified and assembled in Cocoon and Excalibur. In Excalibur’s terminology, a component is called a service, and plays a specific role. This term refers to an interface describing the functionality provided by this service and one or more implementations for this functionality. The term “service” in Excalibur’s environment is not to be confused with a “Web Service”. A component in Excalibur’s sense is an interface definition (in Java), one or more Java classes implementing this interface, and corresponding configuration. A Cocoon component is an Excalibur component that additionally conforms to one or more Cocoon contracts (specified as Java interfaces) and that can be configured via Cocoon mechanisms.

Component Setup and Lookup

The control of Excalibur components happens according to the inversion of control (IoC) design pattern. This means that configuration and setup information is provided to the component by the container, instead of the component asking for this information. Furthermore, this means that the component container is responsible for managing the component’s life-cycle. For this to work, the component implements the life-cycle interfaces it shall conform to, for example Configurable or Poolable. The container is responsible for determining which interfaces the component implements, and for calling the corresponding methods at the appropriate time of the component’s life-cycle. For
example, when the software requests to use a component, the container is responsible for creating an instance if necessary and for initializing it before returning the instance to the caller.

When an implementation for a specific role is required, it is looked up via the *service manager* (provided by the component framework), by providing the role name. If a role can have several implementations, these are accessed via a *service selector*. The role configuration (given in a corresponding file) in this case must indicate that this role is implemented by a list of components, and not by a single component. Individual components are configured in the component configuration file, by listing their names and the classes implementing them; this list is configured within an entry for the role name. In this case, the caller looks up a *service selector* for that role, and then proceeds to request a particular component.

### Implementing New Components

A new component must define, as a Java interface, the role that this component implements. The role name must then be specified in the role configuration file, and any additional configuration required for the component(s) implementing the role is specified in the component configuration.

Components can be defined to fulfill general-purpose functionality, meaning functionality independent of a particular Cocoon processing step. Such a component is then looked up by any other component in the application scope, via Excalibur's *ServiceManager*.

Components can also be defined to be directly usable in Cocoon pipelines. For this, a component must implement specific Cocoon interfaces (in addition to the relevant Excalibur contracts), according to the desired role in pipeline processing. Such roles are notably:

- **Transformer** is an XML-processing step within a pipeline. The *Transformer* is, at the same time, *XMLConsumer* and *XMLProducer*, meaning it reads an XML source (via SaX events) and transforms this input into another XML format. When a pre-determined structure is to be transformed to another well-determined structure, the transformation can be specified using XSLT stylesheets, which can be processed by the built-in XSLT transformer. When a more specific or less predictable transformation is to occur, a custom transformer can be implemented. Within a custom transformer, any sort of Java processing can be defined before XML output is generated. In the pipeline example from Section 4.2.4, the *SQL Transformer* waits for a specific XML element that contains an SQL statement. The statement is then executed (via JDBC) and the result transformed to XML. The next pipeline processing step needs to know how this transformer structures this XML, in other words, in what form the database result is represented in XML.

- **Generator** reads a source and produces XML based on the data in this source, thus allowing for later pipeline processing of this data. A custom generator typically accesses a custom source of information that is not represented as XML and produces an XML representation of it.

- **Action** encapsulates arbitrary logic processing that is to be triggered by a pipeline event, but which is not intrinsically related to XML processing.

- **SourceFactory** can implement a custom protocol. This is of use when the same data needs to be accessed in various components, and where this access needs to be kept flexible, for example to allow for remote access or to support a proprietary mechanism necessary for access.

---

3Java Database Connectivity, see Appendix A
Implementing a custom protocol within Cocoon eliminates duplication of code in information access and allows for specifying sources with that protocol directly within the Cocoon pipeline.

To be used by regular Cocoon pipeline processing, custom components must further be configured within Cocoon configuration files. For details regarding Cocoon processing of components, as well as Excalibur configuration and life-cycles, refer to Ziegeler and Langham (2002). For an experience report on how custom components can be developed and how these components and proprietary XML-based protocols can be integrated with Cocoon, see Culshaw (2003), who developed a travel-agency Web application integrating several (existing) enterprise applications.

4.3 Principles of the Web Software Architecture for Context

We now discuss how content-driven processing and component approaches can be combined to form a Web software architecture for context.

The system’s general requirement is that it can dynamically generate an application based on a set of models. Specific requirements are that the system must allow for awareness of context and allow for adaptation at various application levels: navigation, content and presentation. The system must thus take into account various concerns. Ideally, the way each concern is taken into account is extensible, to simplify customization and reuse. Handling the challenges each as its own concern follows the design principle of separation of concerns (SoC, as introduced in Section 3.1).

The first stage of separation of concerns was motivated in Section 4.1.1 and shown in Figure 4.1: a Context System handles context sensing and processing, and is separated from an Application Generator, that functions, at its core, independently of context considerations (though its output can be influenced by calls to the Context System).

The second stage of separation of concerns requires a different focus for each of these two sub-systems.

Regarding core application generation, requirements are to read application models and generate an output appropriate to the current request. In the approach to Web development followed in this dissertation, application and context models are represented in XML (see Section 3.5), respectively in OWL, an XML-dialect. In addition, the output of the dynamically generated application can also be represented in an XML-dialect, such as XHTML for Web browsers or WML for WAP-enabled mobile phones. Further final output formats such as HTML for backwards compatibility in Web-browser technology or PDF for document viewing can be readily produced by stylesheet transformation from an XML structure. The generation process as such is divided in the above-mentioned levels, navigation, content and presentation. Application generation at each level is provided by individual system parts (i.e., components), thus achieving a second stage of SoC. These generation steps produce intermediate XML representations that need to be sequenced by the surrounding system. In conclusion, as the core generation must provide a well-determined and timely response to the user, an integrated system is required to implement the Application Generator subsystem. In an XML-based environment such as outlined in our work, an XML-publishing system provides built-in features to assist in this task, and is thus used to implement this subsystem.

The Application Generator is thus located within an XML-publishing system, which must then be interfaced with the Context System to realize the sensor and actor roles described in Figure 4.1. Consequently, components must be designed within the XML-publishing system to realize these interfaces; whether the processing required by these components is fully integrated, or whether the components act as proxies, delegating actual processing to distributed components, is a separate design issue. Which design is appropriate depends on the exact requirements of a specific environment.
The primary concerns of the *Context System* are to ensure context-awareness and to provide adaptation features. Context-awareness depends on parameter sensing and, potentially, on additional sources of information given to the system. A general-purpose architecture for context can support context-awareness, but specific context sensing varies according to the application. If external sensors exist (see Figure 4.2), the *Context Sensing* component must provide an external interface from the Web server environment. This interface can then either be URL-based and use the same entry point as user requests, or exist as an independent network service (implemented, for example, as a CORBA service). Adaptation features in turn are offered by the *Adaptation Engine*, that may be used by each component within the *Application Generator* requiring such features. Implementation of the *Adaptation Engine* may rely on external, distributed systems, or may be fully integrated. One possibility for integrated operation is to implement adaptation rules defined in an application model such as shown in Section 3.5.4. If distributed components are used for implementation of the *Context System*, and need to have common access to the *Context Manager*, the latter can be implemented with a system such as JavaSpaces.

### 4.3.1 Processing Model

This work views a Web application as a collection of resources. This covers any “thing” that is relevant to the system, be it a resource such as a document or a document part, or be it a resource representing an operational feature; the types of resources are discussed in Section 4.1.3. All resources are related to concepts in the domain ontology and potentially also to one or more context factors. A service resource can return *n* resources for display. An adaptive “resource” in turn is a placeholder, and can also represent *n* resources once processed by the *Adaptation Engine*. Resources returned by an adaptation process can be of any type.

This notion of what an application is requires a processing model to determine how the application is generated, and furthermore an architecture supporting this processing model.

### Context-Leveraging Stack

This dissertation proposes a system architecture supporting dynamic generation of Web applications, where XML is the foundation and XML-based processing is used for page generation and context adaptation. Information about the domain and context is modeled and represented as in Section 3.5.2. Further models determine how an application is composed, where adaptation takes place and which strategies to use. These determinations are thus guided by descriptive modeling and do not require explicit software programming.

![Context-leveraging stack](image)

Figure 4.6: Context-leveraging stack

Conceptually, the combination of XML, XML-based standards and an XML publishing system such as Cocoon augmented by components for context can be termed a context-leveraging stack (see
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Figure 4.6. In the context-leveraging stack, XML is the foundation allowing for data representation. Domain and context models are represented in ontologies, using OWL. Web Services are used for dynamic, domain-specific functionality; their interface is represented in WSDL. Web Services known to the system are furthermore labeled in the ontology, to provide a hook with domain and context elements. XSL, respectively its subparts XPath and XSLT, is used for immediate information manipulation: XPath for accessing information, and XSLT for transforming it. Sequencing and parameterization of XSLT stylesheets is handled by an XML publishing system (Cocoon, see Section 4.2.4).

By accessing the appropriate entries in the models (that are all specified in OWL), XSL can be used for the core of the dynamic generation of the Web application, without requiring additional programming. By core, we understand the selection and composition of Web resources, not including features of context adaptation and service incorporation. To support these features, placeholders are generated in XML syntax that can then be processed by custom components extending the Cocoon framework. Taking context into account is thus handled as a separate concern; generation of the Web application works independently of context, yet can potentially be affected by context in each generation step.

Processing by XML Transformations

We term pipelined transformational approach to adaptation the approach in this work for achieving adaptation by using the flexibility provided by sequencing XML transformations through controller logic. Conceptually, the approach is similar to (Fiala et al., 2004):

According to the user/platform profile ...[document generation] is subdued to a series of XSLT transformations, each considering a certain adaptation aspect (...). Instead of evaluating all adaptation rules “at once”, the generation process can be divided into more steps in order to reuse partially adapted documents for similar requests.

In this dissertation’s approach, each step of the generation process is an XML transformation, whereas this transformation can be specified by XSLT instructions or by a custom component performing the transformation (called, in the following, a “transformer component”). If the functionality a transformation step must provide is well-determined, the transformation step can be specified as an XSLT stylesheet, as XSLT is a general purpose language for transforming some (possibly dynamic) XML source into another XML structure. If instead functionality required in a transformation step is more complex (such as, to integrate arbitrary adaptation results), a custom transformer component is used.

This approach is a foundation for composition and generation in the sense of component-based software engineering (CBSE). The CBSE rule-base here is then a set of transformations augmented with surrounding logic (the pipelines) to sequence several transformation steps, affect their selection and parameterization according to pre-determined rules as well as contextual knowledge. A transformation converts one form of XML into another, where output can be augmented with information retrieved from additional sources (such as resources resulting from adaptation). The rule set (again, in the CBSE sense) thus consists of components for context, XSLT statements (grouped in XSLT stylesheets) and pipeline definitions:

1. pipeline statements make resource selection and appropriate XSLT stylesheet selections, and parameterize resources and XSLT stylesheets;

2. XSLT stylesheets provide rules for template matching and conditional processing. For example, the xsl:choose statement can be used to determine which parts of an XML resource are to be
selected, depending upon context;

3. after resource selection, those resources which are dynamic (the services) may require execution: this can be achieved either by a custom transformer component, or by further XSLT stylesheets containing rules specifying how to transform the dynamic component description into the concrete service call. The call itself is triggered by the pipeline entry, and the result made available to the next steps in the pipeline;

4. at the end of the pipeline, contents to be rendered in the GUI are aggregated. The GUI is rendered by one or several XSLT stylesheets. The selection of stylesheets can again depend on context. XSLT statements transform XML content into a format appropriate to the end-user device.

The pipeline approach can be supported by a framework such as Cocoon. As discussed in Section 4.2.5, Cocoon contains built-in mechanisms for handling of XML- and XSL-based pipelining, and furthermore can be extended with components to augment pipeline processing capabilities, as discussed in the following section.

4.3.2 Architectural Components

The Web software architecture for context proposed in this dissertation extends the Cocoon framework with a set of components, on the one hand to support context-awareness and adaptation functionality, and, on the other hand, to allow a generation process in a pipeline which allows to integrate adaptation features for each phase of application generation, and furthermore to incorporate operational features specified in the application model.

We call these components architectural components, and distinguish between components for application generation and components for context. Some of this functionality is generic, meaning independent of a specific application; in addition a particular application or application domain may require custom context components to extend generic context functionality.

In the sense of CBSE, service resources (see Section 4.1.3), providing an operational feature for an application, should also be called components; we term these domain-specific components.

<table>
<thead>
<tr>
<th>Component type</th>
<th>Main purpose</th>
<th>Basis for design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component for context</td>
<td>context interpretation and adaptation functionality</td>
<td>Cocoon (Excalibur)</td>
</tr>
<tr>
<td>Component for generation</td>
<td>adaptive application generation and incorporation of operational features</td>
<td>Cocoon pipeline roles</td>
</tr>
<tr>
<td>Domain-specific component</td>
<td>application- or domain-specific functionality</td>
<td>Web Services</td>
</tr>
</tbody>
</table>

Table 4.3: Component type overview

Table 4.3 summarizes the types of components. Domain-specific components are discussed in detail in Section 4.3.3 here, we provide a conceptual definition of the architectural components. Concrete components are proposed in Chapter 5.

We define components for context as follows:

1. a component for context fulfills a specific concern of context-awareness or of adaptation to context;
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2. composition and usage of such a component is guided by the principles of Cocoon’s underlying component framework, which is detailed in Section 4.2.6.

Basing the implementation of such components on an existing component framework (Excalibur) provides a conceptual setting for the components and furthermore facilitates development and run-time usage. In addition, as Excalibur is the underlying component framework of the Cocoon architecture, these components can be used transparently in this architecture to augment it for desired functionality, namely context-awareness and adaptation.

We define components for generation as follows:

1. a component for generation implements a step in the application generation process, that is, in the generation of a response to a user request, and is in addition defined by the pipeline processing role it plays according to the Cocoon processing model;

2. composition and usage of such a component is guided by the principles of Cocoon sitemap and pipeline configurations, see Section 4.2.6.

4.3.3 Domain-specific Components

We define domain-specific components as follows:

1. a domain-specific component is a service resource, providing an operational, potentially interactive, feature. The component is described by a service description, that is defined (or referenced) in the domain ontology;

2. services are composed as any other Web application resource, by reference in the Web application model. This reference is either explicit, or results from the service being considered context-relevant in the scope of an adaptation specification.

The usage of services as (domain-specific) components follows the service-oriented philosophy as outlined, for example, by (Cervantes and Hall, 2004): as in any type of component-orientation, “applications are assembled from reusable building blocks”; in the service-oriented approach “the building blocks are services”. Cervantes and Hall describe in addition how a system can adapt to availability of a service at run-time, and autonomously look for alternatives. In this dissertation, the focus is instead on context-sensitive selection and incorporation.

As the related field of hypertext application development sometimes uses the term “component” to refer to a navigation node (Halasz and Schwartz, 1994), some approaches in Web Engineering also use the term in this manner. For example, in (Wissen, 2004a) a component is any type of resource available to a Web application (see Section 4.1.3): a “concept” in the domain ontology can be used as navigation node, and as such is considered an application component. This is however not the granularity expected from a component in the CBSE sense (see Section 2.2), and therefore care must be taken when using the term component. While our work does not use this term for application resources other than the services, there exists nonetheless a common perspective on all resources that allows for a generic, homogeneous way of associating context with the resources used in an application, independently of the type of resource. In this perspective, a Web resource represents one part of the information or service offering provided to the user. Context can then influence which resources are selected and presented to the user; and ideally context can also provide a configuration for those resources that are (domain-specific) components.
Web Services as Domain-specific Components

Web Services (as defined by the W3C, see Section 2.2.3) can be used to define and implement the service offering. The Web Services standard defines a component approach which has similarities to previously existing approaches; see (Schneider and Han, 2004). This particular approach is well-suited for the goal of context-aware application generation based on the composition of resources. This has conceptual as well as technical reasons. Conceptually speaking, we consider a Web application to be an integrated point of access for a user to a diverse set of resources (see Section 1.1.2). These resources are either fragments of information, or services. The resources need not be intrinsic to the Web application, but may be available somewhere, for example in a company IT system, or in the Internet as a third-party offering. The notion of Web portals as it is sometimes used - see, for instance, (Wege, 2002) - shares to some extent this vision of what a Web application is. However, the term “portal” can evoke a specific portal server technology as described in Section 2.2.1, which is not the focus here. This vision of a Web application is best supported by a distributed component model such as Web Services to provide for usage of external functionality within the Web application.

In addition, the consistent specification of interfaces and repository entries in XML vocabularies, as in Web Services’ WSDL and UDDI, facilitates integration in an application generation process. The interface definitions can use a common vocabulary and schemes with the domain and context ontologies (that are also based on XML); when this is the case, service parameter and results can be immediately interpreted in the application. From a technical perspective, the XML-based publishing system has built-in mechanisms for processing XML definitions, such as a Web Service interface, and furthermore for manipulating service call results, which are also structured as XML.

Service Incorporation

Service incorporation in an application at the top-level, meaning, where and when is which service resource presented, is specified in the same manner as for the other types of resources (see Section 3.4). Therefore, the selection of services can be context-dependent: in the context model, a service can be modeled to be relevant in a certain context, just as any other resource. As for the other resource types, the choice of which services are to be incorporated at what point in the Web application, and where the presence of a service offering is not predetermined but should instead be selected according to context, is a design decision for the Web engineer when designing an application.

Integration of services raises additional challenges to those of static types of Web application resources. Considering existing services that are known at design-time, the question is how context information can be used to enhance the integration; regarding cases where the designer wishes to integrate a service of a certain category, but where a concrete service is not known, the question is how a service can be dynamically found at run-time.

A fully specified service can be referenced by name in the conceptual model, and henceforth stored in OWL with a reference to the complete service specification in WSDL. The following approaches can then be used to achieve incorporation of services in an application:

- As OWL and WSDL are XML formats, appropriate XSLT stylesheet transformations process service definitions and generate an appropriate XSP, filling in Cocoon’s built-in SOAP call template. A Web Service is called by integrated Cocoon functionality, allowing to forgo the need for a custom implementation in program code.
- A custom architectural component is defined that can process service resources in a generic way. Such a component accesses application models and the service’s WSDL description, and can
use the components for context to assist in adaptation. The component calls the Web Service when required and makes results available to further pipeline processing. Defining a component in this manner is conceptually similar to the SQL Transformer example from Section 4.2.4.

Another type of service integration concerns services that are not fully known in advance: in this case, only a name for this service is modeled and consequently stored in OWL. This name can be a category to be looked up in UDDI directories for a corresponding available Web Service. UDDI Green Pages are a registry for Web Services’ technical information, and how to interact with them, typically by providing a pointer to a WSDL definition. This service’s WSDL can then be retrieved by the system, and processing continues as above.

User Interfaces and Web Services

An integrated Web Service may or may not require interaction (meaning, require user action to be taken before being executed). If use of a service requires interaction, a suitable user interface must be provided. In both cases, the service might return information that needs to be displayed in the user interface.

Given the goal of presenting the end-user with a means of interacting with a Web Service, the most straightforward approach is to develop a custom user interface for the Web Service: if the developer knows which information about the Web Service is to be presented to the user, and what information the user must provide in order to consume the service, then the developer can develop a custom software client component, for instance a Java-Swing GUI or an XHTML form-based application. This type of approach, however, raises typical issues of reuse, cost-effectiveness and quality assurance.

The alternative is to (automatically) generate a user interface for the Web Service. In such generation, a particular challenge is to support the dialog in a user-friendly manner, meaning achieving a suitable interface for each service, while having a generation process of general validity. One approach at such a generation is to provide appropriate XSL templates which can transform an XML representation of the service interface into, for example, an XHTML form or an SVG\(^4\) animation, and to use context information (added by a custom architectural component) to enhance interaction. For example, consider a Web Service that requires \(n\) parameters of which only the name and a general type definition (such as the “any” type) is known, but nothing further. An applicable GUI design pattern can be to apply an XHTML form prompting the user for required values. The more elaborate information regarding required parameters is, the more sophisticated the user interface can be, for example, to automatically validate input according to an underlying XML Schema. If parameter types have meaning to the Web application (for example, when the types are defined in the ontology), the context engine can be queried to see if this information is already known from context. If known, the information can be provided as default value in the user interface. Optionally, a service call for which all required parameters can be provided from context can be automatically triggered, requiring no user interaction at all - this is of particular interest in pervasive computing situations. Context information can thus be used to automate dialogs between the end-user and a Web Service, or to achieve some degree of automation. Which service is to be automatically called, and which should always require user confirmation, is a design decision for the Web engineer.

The result of a Web Service call is returned as XML, thus XML-based pattern mechanisms can also be applied to render the result of the call to a service. For example, if an array type is returned within the result, this can be matched to an appropriate XSLT template transforming an array into, for example, an XHTML table.

\(^4\)Scalable Vector Graphics
Furthermore, the result returned by a Web Service can, in some situations, be used as input for another Web Service. For example, one Web Service might provide a list of products in answer to some criteria selection by the user; and another Web Service might provide full details for one specific product (such as description or availability), product identification being shared between both services. To combine such Web Services as user interface elements, finite state machines such as described, for example, in (Kawash, 2004), can define transitions between Web Services, as well as parameters needed for a transition.

Binding Web Services and Context

As illustrated, when integrating an existing Web Service into an application, values for input parameters to the Web Service should be derived from context where possible. In other words, an optimal integration of Web Services and context requires that the interface the Web Service provides can be augmented by context information. After service call completion, context can be used further, for example to guide presentation of the service call’s results. If, in addition, the semantics of the information returned by the service are known, the results can constitute a cue for context extrapolation.

However, the goal of optimal binding raises a problem: how does the system know that a parameter $X$ of a service can be determined by a (currently known) context factor? A partial solution is to use shared, predefined context factor catalogs. (Strang et al., 2003a) propose a model of how to catalog “context attributes” for Web Services. Such a cataloging can not be exhaustive, but can provide assistance in some scenarios: external Web Services can use the catalogs for specifying the parameter types, and an application calling the service can provide parameter values according to the sensed context. If this knowledge is specified in ontologies (OWL) just as the domain knowledge is, this allows for direct, run-time mappings in the system.

Ideally, common classifications will emerge. The above-mentioned UDDI stores classification and identification information, for which standardization efforts exist: for example, UNSPC for Product and Service Classification. For the context factors, examples of standardization efforts are provided in Section 3.4. If a Web Service supports the use of these classifications for its parameters, mapping of context factors onto parameter values can be immediate.

To further augment quality of service incorporation, introspection can be used. Consider for example a service “productSearch” of an online store for clothes, requiring a “clothesType” and a “size” parameter. Presume the user has explicitly selected the type “shoe”, by navigation or selection in a list. Introspection within the user information could mean to look if an attribute “shoeSize” exists, and use it if available. If not, the system can look for “size” as attribute, and make a plausibility check that the value is actually the shoe size, and not something else. If ambiguous, this parameter is marked as uncertain, and before the service is called, the user would be asked to confirm this parameter. This example illustrates how, by using context, demands on the user can be reduced for the use of services, but, as a general matter, not avoided entirely.

4.3.4 Navigation and Patterns for Presentation

Ontology-based navigation is an approach to supporting navigation that is well-suited for integration with context handling. Navigation corresponds to concepts in the domain ontology, or instances of these concepts. When a user has navigated somewhere in the application, the system thus knows the currently active concept. The system can then determine from the model which other factors (further concepts, resources, context factors) are associated.
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For rendering of user interfaces, we propose to apply patterns to the ontology-based navigation and to the dynamically generated application parts. This notion of patterns for user interfaces is to be understood as executable patterns, meaning patterns that are specified in such a way that a system can interpret and apply them. This is similar to the notion of design patterns in (Bosch, 1998), where such patterns are specified in a formal language and then translated to C++ code, such that the code can be used within a C++ program. Here, we propose to specify patterns in XML in such a way that they can be used for Web user interface generation.

Navigating to a node results in generation of one or several pages in the application. For example, a document might be rendered in one page if the device used is a desktop browser, and in several pages (“cards”) if the device is a mobile (WAP) browser. This is generally true, independently of a specific technical constraint. Logical navigation to a node in the ontology can result in several steps of concrete navigation, for which a pattern is applied: for example, a tabbed interface for a larger piece of information, or a wizard for a service requiring at least one additional step of interaction to confirm parameter values. To describe this requirement, one solution is to model placeholders for navigation nodes, along with a list of applicable user interface patterns: content of Web pages is thus specified on a more abstract level than the immediate association of documents to navigation nodes, as would typically be the case in a CMS approach (see Section 2.2.2). In this work’s notion of Web applications, content can furthermore be provided by service calls (for retrieving dynamic information) or represent interfaces allowing the user to call a service. Interaction with services raises particular issues that are addressed in Section 4.3.3.

Generally speaking, to create a graphical user interface (GUI) for a Web application, it must be specified which GUI patterns are appropriate for which resource types, in which context. On the one hand, information or data structures provided by a resource must be rendered, and on the other hand, user interaction with the resource must be enabled, when applicable. Beyond the rendering of individual resources, rendering and positioning of the resources in relation to the other resources must be supported by the system. Portal approaches (see Section 2.2.1) provide ideas in this direction; for instance the Cocoon portal module allows to specify the layout of portal elements in patterns (represented in XML), for example, in rows and columns. For general-purpose Web applications, such an approach is adequate for rapid prototyping, but will presumably need to be refined in order to empower the designer to define more precisely desired look and feel. For example, (Grundy and Yang, 2003) proposes to allow designers to define the layout according to the principles defined by Java’s GridBagLayout, and then translate this specification via XSLT into a form appropriate to the current device. For Web browsers, the design is translated into embedded HTML tables; for mobile browsers, into a set of WML cards. An alternative approach is to define layout constraints between the user interface parts, meaning that parts are to be positioned relative to the position of the other parts; see, for example, (Vandervelpen and Coninx, 2004).

To ultimately render a GUI in the XML- and Cocoon-based approach, pipeline fragments first generate an XML representation of contents of each Web application part appropriate for the current user request. The contents are then aggregated in a Cocoon pipeline. Transformer components successively transform the format as discussed in Section 4.3.1 to account for context adaptation and service calls. Once all required information was successfully generated, the GUI rendering phase is started, and also uses XML transformations. The GUI can be structured into several pieces, for example to explicitly separate between a navigation and a content area. Whatever the actual structuring is, each structure is rendered with a pattern responsible for generating a user interface fragment (such as an XHTML fragment) for this structure only. User interface fragments are then collated to produce a Web page.
GUI Rendering with XSL

The notion of executable GUI patterns for Web applications as described above can be realized with XSL technology.

Figure 4.7: Example of top-level user interface structures and stylesheets

Figure 4.7 illustrates a classic structuring into navigation, content, and header, each rendered by individual stylesheets which are then aggregated in a general purpose stylesheet. The way the individual structures are positioned is in fact not fixed, but can be determined, for example, by CSS entries, which can define absolute or relative positioning.

Application of XSL stylesheets for each structure can be recursive. For example, if a pattern “tree” is to be applied to the navigation structure, each node in the tree can be rendered by an XSLT template that in turn applies templates to the node’s sub-nodes. Likewise, the content structure is a container for potentially several pieces of content; for each piece an appropriate XSLT template can be applied, either related to the type of content, or according to pattern information. Which pattern is to be used can be specified in the model, or be dynamically determined by an architectural component, potentially with assistance from the context system.

Listing 4.2: GUI pattern and XSLT templating example

Template matching mechanisms can use XPath statements to determine which template is applicable in a given situation. In the example of Listing 4.2, presume a piece of content generated by the pipeline (consequently to a service call), and furthermore a transformer component which determines
4.4 Summary

Figure 4.8: Principles for a SoC-based Web software architecture for context (WSAC)

This chapter has described a Web software architecture for context that supports both the dynamic generation of Web applications and adaptation functionality. Two orthogonal approaches assist in realizing the Web software architecture for context (see Figure 4.8). On the one hand, an information representation and XML processing concept, called pipelining, defines how user requests are handled and how the application is dynamically generated. On the other hand, individual components, designed according to the separation of concerns principle, implement sets of functionality supporting a Web application, where each component provides a clearly determined feature, either supporting context-awareness, adaptation, or achieving a step of the generation process.

In the following chapter, it is shown how the architectural approach and corresponding techniques described in this chapter can be implemented in order to support adaptive Web software, by means of a framework for context including components for context. The usage of the Web application models of Chapter 3 in the architecture is described in that framework and demonstrated in a corresponding case study.

For completeness, it should be pointed out that basing a software architecture on XML also carries risks, notably regarding software development and quality, as discussed in [Dumke et al., 2003]:

- the existence of several layers of interpretation (such as XML and XSL) can result in error inheritance, thus making debugging more difficult. On the other hand, the layers permit a separation of concerns, facilitating debugging if the layer is correctly identified.
- as several layers are involved, there is a coupling of layers that must be understood by the developers, and also by system maintainers.
- several standardization attempts currently exist to define common usages of XML, that might simplify and clarify system architectures in the future, but these standardization efforts are not yet mature. For the time being, compatibility and portability between software solutions are not guaranteed - an agreement on XML as a common syntax is not sufficient for those purposes.
• the system is based on interpreting XML contents and content descriptions, and thus has the advantage of high variability in generation. The risk is that the generation cycle cascades out of control in the run-time system.
Chapter 5

The CATWALK Context Framework

This chapter describes CATWALK\textsuperscript{1}, our software framework for context. This framework supports systematic usage of adaptation to context in Web applications, by providing run-time components that are steered by the artifacts resulting from modeling as explained in Chapter 3, and by implementing the architecture described in Chapter 4.

Section 5.1 gives an architectural overview of the framework; Sections 5.2 and 5.3 detail the custom components for context and adaptation processing, and how they are integrated in the architecture. Section 5.4 explains how context can be simulated for prototyping or evaluation purposes. Section 5.5 provides the proof of concept by means of a case study, in which a prototypical application is described in terms of application models only, and which shows examples of adaptation effects in the application generated by the framework. Finally, Section 5.6 contains a discussion of functional, design, and technical aspects of the framework.

5.1 Architectural Overview

The framework consists of components for context-awareness, adaptation, and application generation; and furthermore of XSLT stylesheets and pipeline fragments that define processing steps integrating these components. An architectural overview and its relation to the application models is given in Figure 5.1.

The modeling methodology as described in Section 3.5 produces artifacts that are made available via a model repository. This is represented by the upper half of Figure 5.1. The model artifacts are defined in XML (respectively, XML-based dialects such as OWL). Access to these artifacts is encapsulated by the definition of a Cocoon pseudo-protocol: this means that each artifact can be accessed via a special URI prefix (in this case, the prefix \texttt{wise://}) within a Cocoon pipeline or processing component. This abstraction allows to delegate physical access to the models to a specific implementation: the default implementation reads from the filesystem, whereas an alternative implementation might read the models from a network service, for example a KAON RDF server (Oberle et al., 2005), to better support decentralized development.

The lower half of Figure 5.1 presents the main components in the CATWALK architecture, and their sequencing within the Cocoon pipeline. Arrows with a white background indicate this flow: the client request is matched in a Cocoon pipeline, and processing continues through components responsible for application generation, ultimately resulting in the response to the client, for example,

\footnote{Context-aware Adaptation through Transformations for Web Applications Leveraging Knowledge}
Figure 5.1: Context framework component architecture

as a page of a Website. Arrows with a dotted line originating from a component indicate that this component calls another component or uses other system elements for its processing.

Each component in CATWALK implements a specific concern, in the sense of the separation of concerns architectural design principle (see Section 4.3). A component in this sense is implemented by one or more Java classes and may use additional artifacts (such as XSLT stylesheets for XML transformation). The Java classes realizing the component interface are furthermore extensions of existing Cocoon component types; this means that the new components in effect augment the Cocoon framework, and may thus be used within regular Cocoon processing. Pipeline processing fragments describe how the components are integrated via Cocoon pipelining mechanisms, and delegate to XSLT stylesheets for intermediate XML transformations.

The framework’s components can be assigned to one of two categories. The first category consists of components for context that implement the Context System subsystem as described in Figure 4.2 and thus provide core functionality for context-awareness and reasoning; these are described in detail in Section 5.2. The second category consists of components responsible for adaptive Web application generation; these implement the Application Generator subsystem shown in the same Figure. These components are detailed in Section 5.3.
5.2 Components for Context

This section discusses how CATWALK provides mechanisms for context-awareness and adaptation. We discuss components for handling context representation and sensing, followed by a component supporting adaptation functionality.

5.2.1 Context Manager

The ContextManager component is responsible for handling access to context state; that is, this component allows other components to obtain information about context (present and past), and to store information about context. The term “context” is used as defined in Section 3.3.1. The “context state” is a projection of this definition of context onto $n$ activated context factors.

![ContextManager class diagram](image)

Figure 5.2: ContextManager class diagram

Figure 5.2 provides a class diagram for this component. The component is registered as an Excalibur service; it can thus be looked up using the interface’s role (whose name is defined by the constant ContextManager.ROLE). Components requiring knowledge about context state can retrieve a ContextState instance via a ContextManager, as expressed by the association in the class diagram. Likewise, a ContextHistory object is accessible via a ContextManager. The ContextState in turn is structured into $n$ categories of context. The interfaces assume a categorization of context factors, however which actual categories of context exist is unimportant for this component; the definition of categories of context can be altered in a straightforward manner. For each category, a set of ContextFactor instances is associated. Such a ContextFactor has a degree of activation, and may contain a reference to an entry of an ontology. Furthermore, a ContextFactor stores a list of...
“reasons”, indicating why this factor was activated; the degree of activation can be altered in relation to the current degree by using the `weighValue` method.

A component wishing to add or update a context factor in context state should first notify a `ContextManager`, access its `ContextState` instance and call the `ContextState`'s `setContextFactor` method. The following section (5.2.2) describes mechanisms for determining context factors. In addition to regular context state handling, the `ContextManager` can apply so-called simulation commands to override the state. Context simulation is described in Section 5.4.

A default implementation for the `ContextManager`, called `DefaultContextManager`, is provided. In this implementation, context storage is handled via the current user session of the servlet engine. Another implementation might, for example, handle persistent storage of past context in a database. To specify which implementation is to be used for this component, the class name is given in the role configuration file (`catwalk-roles.xml`).

### 5.2.2 Context Sensing

The `Context Sensing` architectural component, as introduced in the composite structure diagram of Figure 4.2, is realized in CATWALK via two actual software components: the `ContextExtractor` and the `ContextReasoner`. The `ContextExtractor` is responsible for determining information about context present in the user’s current request; that is, for translating any parameters of the request (present in the URL and in the protocol) into the terminology and granularity used in the application models. The `ContextExtractor` then transmits its current information about context to a `ContextReasoner`. This component in turn is responsible for determining degree of activation of the domain and context ontology elements, and for updating context state, via a `ContextManager`.

#### Context Extractor

The `ContextExtractor` component is responsible for extracting context information from the user’s current request. The component must therefore be used upon each user request, and called before any further pipeline processing (see also Figure 5.1). The component delegates to specific implementations for each category of context, allowing to use different mechanisms for each category.

```xml
<!— Extract from catwalk.roles.component declaration file —>
<role name="infointeractivesystems.catwalk.components.roles.ContextExtractorSelector"
  shorthand="request-context-extractors"
  default-class="org.apache.cocoon.components.ExtendedComponentSelector"/>

<!— Extract from cocoon-xconf.xml, component configuration file —>
<request-context-extractors>
  <component-instance name="location" logger="catwalk.extractor"
    class="infointeractivesystems.catwalk.components.DefaultLocationContextExtractor"/>
  <component-instance name="device" logger="catwalk.extractor"
    class="infointeractivesystems.catwalk.components.DefaultDeviceContextExtractor"/>
  <patterns>
    <item>
      <value>desktop</value>
      <pattern>Mozilla</pattern>
      <pattern>MSIE</pattern>
    </item>
  </patterns>
</request-context-extractors>

Listing 5.1: Context extractor configuration
The ContextExtractor component is specified as an Excalibur service realized as a collection of implementations, each realizing a common interface, but distinguishable by a “name” (the name of the context category is used). This setup allows for using Cocoon configuration mechanisms to specify which categories of context are to be processed, and which implementation accomplishes this, as illustrated in Listing 5.1. Default implementations are provided for each category of context; the class diagram is shown in Appendix D, Figure D.1. The component configuration file can contain additional configuration information for individual implementations. In the example of the extractor for the “device” category, sets of patterns are provided; when a request parameter is matched by a pattern, the corresponding value is automatically used as context factor. Such a configuration can thus reduce the need for custom programming (this mechanism is similar to Cocoon’s built-in “browser selector” component).

![Figure 5.3: Request context extraction and notification sequence diagram](image)

The order of request processing and context notification is illustrated in the sequence diagram of Figure 5.3. The component is hooked into pipeline processing by the ContextExtractorAction class, which is an Action (in the Cocoon sense) configured to be executed upon entry of the main
pipeline used for processing in CATWALK; this Action is thus used for each new user request. The Action first queries the framework for an implementation of the ContextReasoner component, and then for an implementation of ContextExtractor for each known category of context. Each implementation is provided with the current request and a reference to the ContextReasoner, which it notifies regarding the recognized factors.

The base class AbstractContextExtractor is used to simplify implementation of individual context extractors (see Appendix D, Figure D.1). This class handles notification of results and pattern matching according to component configuration. Applications requiring other context extraction techniques than those provided by default may subclass AbstractContextExtractor, and register their class name as implementation within cocoons-xconf.xml, the component configuration file.

**Context Reasoner**

As discussed in Chapter 3, context information is gathered from information directly available in a user request or provided by external sensors, but knowledge about context can also be obtained by using additional sources, such as the relation of recognized factors to other elements in an ontology (see Chapter 3), or past context information.

The ContextReasoner component is notified of context factors present in a user’s request, and is responsible for determining current degree of activation of all domain and context ontology elements. A ContextReasoner is thus responsible for computing knowledge about context in the largest sense.

![Figure 5.4: ContextReasoner component class diagram](image)

Figure 5.4 describes the interface for this component. The ContextReasoner can use the ContextManager for reading previous context, meaning the context state prior to this request, and any past states. Once it has determined the new context state, the ContextReasoner notifies the ContextManager to store this state.

To compute current context, implementations can use different techniques, such as spreading activation as used in (Rocha et al., 2004), Bayesian networks (Tipping, 2001), or heuristics based on analyzing past context activation degrees in addition to currently recognized factors, such as case-based reasoning as used in (Mikalsen and Kofod-Petersen, 2004). CATWALK provides a default implementation, the DefaultContextReasoner, that uses present and past user navigation to compute domain
context, and sets factors in the other categories of context according to the values computed by the ContextExtractor for each category.

![Figure 5.5: Context sensing activity regarding context state](image)

Figure 5.5: Context sensing activity regarding context state

Context sensing activity (as realized by ContextExtractor and ContextReasoner) with regard to context state is summarized in Figure 5.5. The user request is processed, as described above, by $n$ implementations for extraction; these implementations notify the ContextReasoner of new context factors. The ContextReasoner in turn triggers changes in context state, consequently to context interpretation. Depending on implementation of the reasoning, different points in time are conceivable for state updating. If reasoning is fully contained within each category of context (i.e., only current and past factors recognized within this category are used for reasoning), results for each category can be immediately transmitted to the ContextManager. If, however, results from reasoning on one category may influence results for another category, the ContextReasoner may only define the new context state once all categories have been processed. To support such a process, the ContextReasoner interface defines the endNewFactors method, which is called by the ContextExtractorAction as indicated in Figure 5.3.

The state of context must be checked upon each request, but state itself need not change. State is considered changed when at least one of the context factors (as computed by context sensing), in at least one of the categories, is changed. For instance, if an intranet user has a new network address consequently to a temporary network outage, but context sensing still recognizes location as “intranet”, a context factor “network location” would not change.

History of context, however, changes with each request. Even when context state is unchanged between two requests, this fact is significant for the history, as it provides a measure of time the user has stayed in that context. This information can be used by a reasoner implementation using context history.

Once all processing of the components responsible for context sensing is complete, subsequent pipeline steps have access to the updated context state via the ContextManager.
5.2.3 Model Representation and Access

Before proceeding to explain adaptation and application generation components, we need to describe how application models, as described in Section 3.4, are represented and accessed in the framework.

The ContextModel in CATWALK is an object-oriented, runtime representation of those model artifacts pertaining to context that have been produced by the modeling activity. This representation is not to be confused with the context state (see Section 5.2.1), that in turns represents the current context of a user session. As described in Section 5.2.2, the context model is defined in ontologies, using OWL. The JENA toolkit (Carroll et al., 2004) provides a Java API and implementation for working with such ontologies. CATWALK uses JENA for reading the ontologies from a given source and for using Java facilities to traverse the ontologies and search for specific statements.

Figure 5.6: Model representation class diagram

Figure 5.6 provides a class diagram for model representation. The ContextModelFactory provides a single (static) access to a ContextModel: for efficiency, the servlet container reads the ontologies into memory only once, and this instance is shared by all requests. Other components thus access an instance of ContextModel by navigating via the ContextModelFactory. The ContextModel, in turn, encapsulates the individual context ontologies and the modeled context relations.

The application sub-models (domain, navigation, view and presentation, as presented in Section 3.4) are accessed similarly to the context model. The sub-models are encapsulated in an instance of AppModel that is accessible via the AppModelFactory.

The factories are responsible for creating an instance of the model representations upon first access. The factories must therefore have information about how to read the ontology sources. As introduced in Section 5.1, access to ontology artifacts is encapsulated by a wise:// pseudo-protocol within the Cocoon pipeline; consequently a Cocoon sitemap component must initialize
the factories with a mechanism to access these sources. This mechanism is handled via Cocoon’s SourceResolver interface, a sub-interface of Excalibur’s corresponding interface used by sitemap components. In CATWALK, the ContextExtractorAction (see Section 5.2.2) is used for this initialization. The sequence of processing concerning the ContextModelFactory is shown in Appendix D, Figure D.2; the AppModelFactory is initialized in the same manner.

The ContextExtractorAction is configured, in the Cocoon sitemap, with URI information defining how the ontology artifacts are found (see Listing 5.2); these parameters are passed to the factory setup methods and henceforth to model constructors (these parameters are not shown in the class diagram of Figure 5.6 in order to reduce the diagram to essentials).

Listing 5.2: Sitemap configuration for model access

5.2.4 Ontology Exploration

The OntologyExplorer component allows to retrieve items from an ontology according to a lookup specification such as defined in Section 3.5.3.

![Ontology Lookup Class Diagram](image)

The framework provides an object-oriented representation of lookup specifications, see Figure 5.7. A lookup specification can be of two types, RelationLookupSpec or QuerySpec. The abstract type OntologyLookupSpec encapsulates usage of all lookup specifications. To create an instance of
the appropriate type, the OntologyLookupSpecFactory should be used, and provided with the URI to the specification’s entry in the application model.

Figure 5.8: Ontology exploration class diagram

The OntologyExplorer component role (see Figure 5.8) defines an explore method, whose functionality is to search an ontology for items according to a strategy. The search starts with one or more instances of OntologyItem, is guided by a lookup specification, and results in computation of further OntologyItems. An OntologyItem is an object-oriented representation of an element of an ontology, and stores a relevance value for this item as determined by the search algorithm. This allows, for example, to differentiate in relevance according to the depth of relation following in a search operation, and therefore to sort items according to relevance.

As introduced in Figure 5.8, CATWALK provides two implementations for the OntologyExplorer component, explained in the following.

The RelationOntologyExplorer uses a RelationLookupSpec. This ontology explorer depends on the type of relation specified. If the relation type is one of the predefined types (sub-class or super-class), specific ontological knowledge can be used for lookup. For example, if the relation type is “superclass”, the initial items’ classes are used (taking into account whether an item is already a class or is an instance), and all super-classes retrieved, up to the hierarchy level defined in the exploration properties. Each new level carries a potential relevance loss as specified, again, in the exploration properties. If the relation type is instead arbitrary, the initial items are checked for relations named precisely as defined in the RelationLookupSpec.

The QueryOntologyExplorer is the second existing implementation of the OntologyExplorer component. This implementation interprets the query string defined in the QuerySpec as a SPARQL
To use an `OntologyExplorer`, a lookup specification object must first be created. Subsequently, the framework can be queried for a corresponding implementation of an `OntologyExplorer`. The method `getSpecType` of the `OntologyLookupSpec` is used to provide a hint for the component selector (the component selection mechanism is similar to the one used for the `ContextExtractor`, see Section 5.2.2).

### 5.2.5 Adaptation to Context

The `AdaptationEngine` component provides adaptation services according to the context. The component role defines three sorts of adaptation services; see Figure 5.9. One such service is the computation of context-relevant items. Furthermore, the component supports context-sensitive service incorporation, by computing default values for service parameters according to context. Finally, the `AdaptationEngine` can determine whether a certain context is currently given.

![Figure 5.9: AdaptationEngine interface](image)

The first functionality of an `AdaptationEngine` is expressed by the `getRelevantItems` method. This method is parameterized with an URI referring to an adaptation specification defined in the model as outlined in Section 5.5.4. This URI can be looked up in the application models via an `AppModel` instance as described above, and used to construct an instance of `AdaptationProps`. This
class in turn provides an object-oriented representation of an adaptation specification in a model. In particular, an instance of `AdaptationProps` can contain any number of `OntologyLookupSpec` instances (see Section 5.2.4). The `AdaptationEngine` responds to a call to `getRelevantItems` with an instance of `Adaptation`, which is in essence a set of `AdaptationItems`. The set is sorted according to context relevance (the sorting is implemented by the `AdaptationItemComparator`). Each `AdaptationItem` may contain a `Resource`, which refers to an entry in an ontology.

The second functionality of an `AdaptationEngine` is defined by the `getParameterFromContext` method. This computation may use service parameter hints from the model, as introduced in Section 3.5.1.

Finally, the `AdaptationEngine` provides the `isSatisfied` method, that determines whether a certain condition involving context factors is currently satisfied. This method is parameterized with a URI referring to a context rule such as defined in Section 3.5.4.

Implementing an `AdaptationEngine`

The `AdaptationEngine` component is defined as an Excalibur service, therefore an implementation can be configured and retrieved using the previously described Excalibur lookup mechanisms. CATWALK provides the `DefaultAdaptor` as a default implementation of this component, discussed in the following.

**Computation of Context-relevant Items:** The `DefaultAdaptor` determines context-relevant resources in two passes.

First, items that are immediately context-relevant are determined by analyzing the modeled context relations. Each context relation from the model is inspected, and for each relation the number of currently relevant nodes is computed. A node is relevant if the set of active context factors contains an element with a reference to this node. If this context relation has at least one active item, the relevance of the other items is computed according to the relation’s influence value factored by the number of items active in this relation. If the relevance exceeds the threshold defined in the adaptation properties, this context relation provides candidates for inclusion in the context-sensitive resource set. Each candidate is then verified according to the remaining adaptation properties: the candidate must belong to one of the desired ontologies (if specified), and be usable as one of the desired resource types. If so, the candidate is added to the result set. If the candidate was already present in the set, the candidate’s relevance is set to the maximum of the two values.

In the second pass, the ontology lookup strategies defined in the adaptation specification are pursued, for each lookup specification strategy and each relevant item found thus far. To perform the ontology lookup, an instance of `OntologyLookupSpec` is created, and the framework is queried for an implementation of the `OntologyExplorer` component registered for the corresponding lookup type (see Section 5.2.4). The `explore` method of this implementation is then called to retrieve further ontology items.

A search for context-relevant items must return the \( n \) most relevant resources; however, we can not know which resources are most relevant before having examined all candidates, therefore search passes and ontology explorations must be completed regardless of the number of items found thus far. Once all candidates have been evaluated, the \( n \) with highest relevance are returned.

**Parameter Determination:** For parameter determination, the “hint” provided in the model (see Section 3.5.1) is used. The `DefaultAdaptor` first checks if the hint is a URI referring to an entry in one of the ontologies. If so, the list of currently active context factors corresponding to the category
of that ontology is accessed. This is the domain context if the domain ontology is being referred to, or the corresponding context sub-ontology if another category of context is being referenced. The hinted entry is then compared with the list of active factors; a value is matched when either:

- the entry is a class and the set of active context factors contains an element that is an equivalent class or a subclass of the entry;
- the entry is a class and the set of active context factors contains an element that is an instance of that class;
- the entry is an instance and corresponds precisely to an active context factor.

The context factor matching algorithm is of a general nature, whereas the most common case is expected to be that the hint is the name of a class in a context ontology, of which an instance can be found in active context factors, thus matching that instance as return value.

If the hint does not refer to an entry of an ontology, the hint is interpreted to mean the name of an attribute known to the system at run-time. The \texttt{DefaultAdaptor} checks attributes of an active instance of “User” within the \texttt{User\&Role} context ontology - such an instance, when present, corresponds to a logged-in user (as recognized by the \texttt{DefaultUserContextExtractor}, see Section 5.2.2). Other implementations of the \texttt{AdaptationEngine} might extend this notion to look for values in further categories.

\textbf{Context Condition Verification:} The \texttt{DefaultAdaptor} looks up, for each factor referenced in a context rule (see Section 3.5.4), whether the current ContextState contains a corresponding ContextFactor. If each specified factor is active, the condition is verified. Alternative implementations of an \texttt{AdaptationEngine} may offer more elaborate functionality regarding factor combination (for example, as first-order logic statements) and can use the \texttt{rule} property for this purpose.

\section{5.3 Components for Application Generation}

We now discuss the components responsible for (adaptive) Web application generation, how they are coordinated in pipeline processing, and how they use the components for context discussed in Section 5.2 to integrate context-awareness and adaptation within an application.

The application generation process as introduced in Section 5.1 consists, at its core, of several custom transformer components, each requiring adaptation services. Figure 5.10 shows the custom transformer components as subclasses of the \texttt{BaseAdaptiveTransformer}. This class is sub-classed by any transformer requiring adaptation. Within the \texttt{setup} method, which is called by Cocoon, this class retrieves an instance of the \texttt{AdaptationEngine} component. This class also provides access to the current navigation representation, which contains all paths explored by the user thus far. Finally, the \texttt{BaseAdaptiveTransformer} encapsulates releasing of the \texttt{AdaptationEngine} via the \texttt{recycle} method.

\subsection{5.3.1 Navigation Generation}

The first level of application generation consists of determining navigation information appropriate to context. Navigation information in this sense means a representation of nodes that the user can reach from the current position (see Section 3.5.5). This is a structured representation that can then be used for further processing in the application, and not a graphical representation for the end-user.
In classical approaches, navigation generation is determined by the application part that the user is currently visiting; i.e., which node is the user requesting and what information is associated to this node. Some approaches might also take into account nodes previously visited (the navigation history), as context information, to determine which elements to generate next. In our work, the additional requirement is that context is further determined by the other context factors as discussed in Section 3.3.2 and, consequently, navigation generation depends on these factors as well.
stored, and the current path is marked. In the example, presume the user has first chosen node \( n_1 \), then from that node, \( n_2 \). Then, from the home node, the user has chosen \( n_3 \) and \( n_4 \). The current path is home - \( n_3 \) - \( n_4 \) (marked as italics in the figure), and the currently selected node is \( n_4 \) (marked as a bold circle). The navigation tree also shows the reachable nodes from the current node, \( n_2 \) and \( n_6 \).

![Diagram of pipeline processing for navigation structure generation](image)

Figure 5.12: Pipeline processing for navigation structure generation

Navigation generation is handled by the NavigationTransformer component. This component is implemented with Java classes and XSLT stylesheets and is made available as a pipeline segment identified via the URI \( \text{cocoon}:/\text{navigation} \). The pipeline processing is illustrated in Figure 5.12.

As no standard notation for documenting pipeline processing exists, this dissertation introduces a notation for this purpose. The notation is partially introduced in Section 4.2.4, Figure 4.4, and described in more detail here. A pipeline consists of several processing steps, represented as rectangles. The output of each step is passed on as input to the next. Each processing step is labeled with the type of step on the first line. If the step uses one of the Cocoon standard features (such as an XSL transformation), the second line refers to an URI or to an artifact available to the pipeline. If instead the step requires the use of a custom component, the second line gives the name under which the component is registered in the pipeline (for example, “navigation”). Finally, parameters that are considered essential for understanding the processing step are also listed (for example, “node”). A processing step consisting of aggregation of two or more (XML) sources is represented by a composite rectangle and a +. Usage of an URI inside an aggregation can result in a sub-pipeline to be called (for example, \( \text{cocoon}:/\text{navIDs} \)). This is represented via arrows from the originating processing step towards this sub-pipeline; the results of the sub-pipeline are then the results of that processing step.

Pipeline processing for navigation structure generation is divided in two phases: the role of the first phase is to extract appropriate navigation nodes for the context, whereas the second phase augments this information with information from the domain ontology (such as node labels). These two phases are detailed in the following.

The first phase of processing is illustrated in the lower half of Figure 5.12 and is marked by the pipeline internal URI \( \text{cocoon}:/\text{navIDs} \). The navigation model, defined as explained in Section 3.5.5 is read and filtered by an XSLT stylesheet for nodes that can be reached from the currently selected node (the targets). These navigation targets are then processed by the Java class named NavigationTransformer, registered in the Cocoon sitemap under the name navigation. This class implements that functionality of the NavigationTransformer which requires specific Java processing. The class acts as a Cocoon transformer; meaning it is both a consumer and producer of XML.
Access to an instance of `NavigationState` is provided via the superclass `BaseAdaptiveTransformer`; this in turn holds the navigation paths the user has taken thus far in an internal DOM.

```xml
<ELEMENT navigation ((node | lookup-item | adaptive-item)*)>
<!ATTLIST navigation
  selectedNode CDATA #REQUIRED
  domainURI   CDATA #REQUIRED>
<ELEMENT node EMPTY>
<!ATTLIST node
  id CDATA #REQUIRED
  path CDATA #REQUIRED
  selected (true | false) #IMPLIED>
<ELEMENT lookup-item EMPTY>
<!ATTLIST lookup-item
  lookupId CDATA #REQUIRED>
<ELEMENT adaptive-item EMPTY>
<!ATTLIST adaptive-item
  adaptationId CDATA #REQUIRED>
```

Listing 5.3: Navigation generation input structure definition

The transformer uses as input the output of the model filtering described above, which is structured according to the Document Type Definition (DTD) given in Listing 5.3. During transformer processing, the internal DOM is augmented with the nodes provided as input. Any elements named `lookup-item` or `adaptive-item` require special handling. In case of a `lookup-item`, an instance of `OntologyLookupSpec` (see Section 5.2.4) is created for this `lookupId`, which is interpreted as the URI of a lookup specification defined in the application model. An implementation for an `OntologyExplorer` component is then retrieved via the framework and its `explore` method called to find ontology items, that are finally added to the navigation tree. In a similar manner, any element `adaptive-item` is replaced by a list of navigation nodes deemed relevant in this context. For this determination, an `AdaptationEngine` is looked up and its `getRelevantItems` method called with this element’s `adaptationId`, which is interpreted as the URI of an adaptation specification in the application model. When all new nodes have been processed, the currently selected path is marked, and the current navigation tree is output as an XML stream to allow for further pipeline processing. The nodes in the tree are identified by `ids`, which are the URIs of the ontology entries they originated from.

The second phase of navigation processing is shown in the upper half of Figure 5.12 and builds upon the result of the first set of processing steps. The generated navigation tree is read and aggregated with elements from the domain ontology, while filtering for the URIs of the navigation nodes, to read any further information regarding these elements from the ontology, such as labels.

```xml
<ELEMENT navigation (node*)>
<ELEMENT node (info , node*)>
<!ATTLIST node
  id CDATA #REQUIRED
  path CDATA #REQUIRED
  selected (true | false) #IMPLIED>
```

Listing 5.4: Navigation generation output structure definition

The output of this processing is a generic navigation structure in XML form, following the DTD given in Listing 5.4. The child element `info` of a node is not further specified in this DTD extract;

<sup>2</sup>Document Object Model
this element contains a copy of the ontology entry of this node in the model and thus contains sub-elements such as the labels, and any further sub-elements used by the modeler. Later processing stages may then, on the one hand, generate content elements appropriate to the current navigation path, and, on the other hand, produce a graphical representation of this navigational structure.

### 5.3.2 Content Generation

The role of the *ContentTransformer* component is to generate content appropriate to context. The processing steps follow a principle similar to navigation generation (see Section 5.3.1); pipeline processing is detailed in Figure 5.13.

![Figure 5.13: Pipeline processing for content generation](image)

An XSLT stylesheet extracts, from the navigation model, content parts that are associated with the node the user has selected in the current request. Some of these parts refer to entries in the domain ontology, via URI. Other parts can be marked as adaptive, meaning they do not explicitly refer to an entry in the domain ontology but should instead be computed according to context; in addition the reference to an adaptation specification is provided. Dynamic content generation is handled by the Java class *ContentTransformer*, registered as transformer class in the Cocoon sitemap under the name *content*. For those content entries that are fixed (i.e., have a reference towards the domain ontology), this transformer passes them through without further processing; whereas for those parts marked as adaptive, the transformer queries the *AdaptationEngine* component for resources according to the adaptation specification and the current context. The *AdaptationEngine* returns several entries identified by URI, referring to an ontology element. As for navigation generation, content generation may also use ontology lookup specifications, to be resolved by an *OntologyExplorer*. The *ContentTransformer* outputs all dynamically gathered parts to the XML stream in the same format as the parts that were not gathered via adaptation.

The second processing stage extracts the domain ontology entries for the computed URIs. The output of the content processing stage follows the DTD given in Listing 5.5. The *ontologyChild* element is used as a placeholder in this definition and is not used as such in the structuring. In place of this element, any child elements modeled in the ontology for this content item are passed through.

The content structures are passed on for processing related to service incorporation, discussed below.
5.3.3 Service Incorporation

In the content generation process, any elements referring to services are ultimately processed by a custom transformer registered under the name \texttt{service} in the Cocoon sitemap, as indicated by Figure 5.13. This processing is accomplished by the Java class \texttt{ServiceTransformer}, which addresses the following aspects of service incorporation:

- if service consumption requires user interaction, the transformer must determine required parameters for this service and generate an XML description for the service such that GUI generation processing has sufficient information;

- if the service must be called in current pipeline processing (for example, consequently to an explicit user request for this service), the transformer calls the Web Service and converts its response into a content description that, again, can be used by GUI generation.

The \texttt{ServiceTransformer} listens for any entries representing services; these are entries with the attribute \texttt{type} set to \texttt{wise:service} (see Section 5.5.1). Via the AppModel (see 5.2.3), the service description in the model is read to create an instance of the \texttt{ServiceEntry} class. The transformer now reads the parameters of this service and attempts to determine values for these parameters. The HTTP request is evaluated first; this contains a value if the service was called in the previous user interaction. If the request does not already contain a value, a context-relevant value is looked for. As the \texttt{ServiceTransformer} subclasses the \texttt{BaseAdaptiveTransformer} (see Figure 5.10), it has access to an \texttt{AdaptationEngine} component, that is queried in order to determine a value for the parameter. The transformer consumes the incoming content \texttt{item} description (see Section 5.3.2) and replaces it with a \texttt{serviceItem} as specified by the DTD given in Listing 5.6.
The ServiceTransformer then verifies if the service entry currently being processed corresponds to a service that the user has just called in the current interaction step. If so, the Web Service is called using the Apache Axis toolkit [The Apache Software Foundation, n.d.d]. The service response is then analyzed regarding its structure and converted into an XML representation encapsulated in a serviceResponse element with an attribute named pattern. How precisely this output is structured depends on the pattern classification and interpretation used.

To summarize, the ServiceTransformer transforms the XML description of a service entry into a representation that includes service parameters and default values; and furthermore, if needed, calls the service and augments the output structure with the results from the service call.

5.3.4 View Filtering

The ViewTransformer is responsible for accounting for the requirements expressed in the view model (see Section 3.5.6). The component acts, in essence, as a filter according to context. The application elements input (as an XML representation) to this transformer can have view information associated to them in the view model. When this is the case, the transformer reads the context rule for the view, and asks an AdaptationEngine whether this context condition is currently met. If the condition is not met, the transformer discards this application element, as well as any subelements (in the XML sense). Other elements are not affected by this transformer.

5.3.5 Presentation Information Generation

The PresentationTransformer is a Java class implementing the final custom transformation component in the CATWALK processing sequence (see Figure 5.1), and is responsible for determining how the application’s response to a user request should be presented. This determination, as the other stages of application generation, can make use of context information.

The PresentationTransformer assesses for each item to be rendered the navigation container it originated from, and looks up the presentation model (as defined in Section 3.5.6) for any presentation information on this container.

If the presentation style is to be determined by adaptation, the PresentationTransformer looks up an AdaptationEngine component and asks it to provide adaptive items corresponding to the adaptation specification; whereas the usual case in such an adaptation scenario is expected to be that only one item is returned and that it refers to a style entry in the presentation model. If no adaptation is specified, or adaptation did not find an appropriate style entry, any fixed style association present in the model is used instead. As a result, the transformer augments the XML representation of the content elements (see Section 5.3.2) by adding an attribute presentationId that refers to a style entry of the presentation model.

The XML representation of the content as output by this component is usable for GUI generation. If the style entry refers to a template, a corresponding XSLT stylesheet is applied. If the entry refers to a CSS class, a reference to this class can be generated in the final XSL transformation.

5.3.6 Summary

Figure 5.14 summarizes processing for generation of a response to a typical user request. The diagram illustrates flow in the main processing steps; for clarity, additional required mechanisms such as model and context state accesses are not shown.
Figure 5.14: Processing flow for response generation to a typical user request
5.4 Context Simulation

CATWALK allows for simulation of context; meaning a user (for example, in the role of an application tester) can explicitly say what the context should be, thus overriding sensed context factors. This feature allows for testing of the adaptation effects of the Web application; and, in a larger sense, can be used as a tool to attempt to evaluate effects of context-awareness in Web applications.

The set of context simulation commands issued by the user is stored in the current session. After regular context sensing mechanisms (see Section 5.2.2) are applied, the context state is overwritten with the simulation commands. An example for such a set of commands is:

- deactivate context factor “intranet” in category location;
- activate context factor “internet” in category location.

The user navigating in a CATWALK-based adaptive application can choose to activate a context simulation GUI. This window shows context state and context history. Furthermore, context factors present in the context model are shown, and the user can select individual factors to decide whether to activate or deactivate them, thus allowing for simulation of context.

An example GUI for context simulation based on a case study is shown in Section 5.5.3. Implementation details are provided in Appendix D in the form of a class diagram (Figure D.3) and pipeline processing (Figure D.4).

5.5 Case Study: Example Web Application

The case study describes a prototypical Web application whose purpose is to illustrate what adaptation effects context-awareness can trigger in a Web application, and how these can be modeled as defined in Chapter 3. The CATWALK framework interprets the models and generates the Web application, using the mechanisms previously described in this chapter. The models used in this case study are provided in OWL form in Appendix C.

We begin by illustrating how the core features of navigation and content generation are achieved, independently of context considerations, before proceeding to discuss adaptation effects.

5.5.1 Application Generation

Figure 5.15 illustrates the core features of navigation and content generation. In the screenshot, the user has followed a certain path through the navigation model; the resulting tree is shown on the left side, the chosen nodes are highlighted. Each node corresponds to an entry in the domain ontology. Content associated to the currently selected node (“Sports shoes”) is presented on the right side.

This screenshot illustrates several possibilities for application modeling. The model itself is given in Appendix C. For the “Home” node, the nodes “Wear”, “Stores”, etc. are modeled as fixed navigation targets. For the “Shoes” node, an ontology lookup is specified to provide sub-nodes for navigation; this lookup specifies to lookup subclasses of “Shoe” up to a depth of 1, therefore resulting in the three sub-nodes shown. When navigating to the “Sports shoes” node, the navigation model states that one fixed piece of content is associated (a document, presented as a link to access the document), and one ontology lookup is used to retrieve further content: in this case, the lookup is specified to retrieve any domain ontology items in the relation related-content with the ontology item the current node is based upon, resulting in the selection of a piece of text. A further possibility for page composition, not shown in this screenshot, is to provide a free-hand query: in the model, this is illustrated for “Special offers”, to which a query is defined to find items related to this concept.
5.5.2 Adaptation Effects

A graphical representation of context factors used in the prototype and their relation to application model elements is given in Figure 5.16; the graphical representation is to be interpreted as discussed in Section 3.3.4. This figure is an extract of the essential items involved in the demonstration of adaptation.

Navigation Adaptation

An example for navigation adaptation is given in Figure 5.17. Presume the context “summer”; i.e., in the Time context ontology the instance “summer” of the class “Season” was activated.

The navigation model contains, for the navigation node labeled as “Clothing tips”, an adaptation specification defined to retrieve domain elements that can be offered as links. As a consequence, CATWALK adds within this navigation node any navigation possibilities that are considered context-relevant, in the order of relevance. The node labeled as “Outdoor running shoes” is considered most relevant, as it is in an immediate context relation with “summer” in the model. The adaptation block properties in this scenario instruct the system to explore super-class relations up to a depth of two, therefore two levels of super-classes of “Outdoor running shoes” are also retrieved: in this case, these are the nodes labeled as “Sports shoes” and “Shoes”. Each level induces a loss of relevance (whose percentage is also given in the adaptation specification), and thus the further away in the hierarchy, the less relevant elements become.
Content Adaptation

Composition of content for the node “Wear” is defined in the navigation model, and associates a fixed text from the domain ontology, and a document, which is made available via a link. Furthermore, an adaptation placeholder is associated to this node. The resulting page is shown in Figure 5.18. The adaptation specification of this placeholder defines to retrieve context-relevant domain elements, and any elements associated to these via the related-content property. Furthermore, if any elements are found, a fixed content piece from the domain ontology is specified to be added prior to the elements. In the example, the concept “Outdoor running shoes” is context-relevant; this is presented as a link in the content area, allowing the user to directly navigate to this navigation node (thus avoiding multiple steps of navigation in a menu). Furthermore, an associated image is context-relevant and presented.
Service Adaptation

For the illustration of service adaptation, a Web Service representing the functionality of looking for auctions across several auction houses is used. This Web Service provides a “search” operation that can be parameterized with 3 values: category, season and size. The Web Service is implemented with Apache Axis and made available on the network. In the domain model, the service’s existence is specified, as are contextual hints for the service’s parameters. For this service, the parameter “category” is associated with an entry in the domain ontology (the concept “Wear”); the “season” with the “Season” class of the Time ontology (as a category of context); “size” is associated with an attribute that is not defined more specifically.

The Web Service’s functionality is presented when the user navigates to “Stores”, as shown in Figure 5.19, because the service is associated to this node in the navigation model. The AdaptationEngine tries to determine appropriate default values for the service parameters. For the parameter with label “Season”, “summer”, as a currently active instance of the appropriate class from the Time ontology, is used as value. Regarding the other parameters, the AdaptationEngine did not find appropriate values. The interface for calling the service is rendered with an XHTML form consisting of text...
areas, in which the context-relevant parameter value is entered as default. A more elaborate user interface can propose, for example, drop-down lists to choose from possible values, wherein the default value is activated according to context. The user interface should also display (language-sensitive) labels for the default parameter values, for those cases where the values refer to an ontology entry; for simplification the ontology *ids* are used here instead.

Consider now a further-going scenario, in which the user has recently viewed product information on “Outdoor running shoes”, either by menu navigation or by following a recommended link as seen in Section 5.5.2. Furthermore, the user has logged in to the system. The *AdaptationEngine* can now provide more default parameters, as shown in Figure 5.20. The “Category” field contains as default value the most recently visited category of wear; in this case the “Outdoor running shoes”, being a sub-category of wear. To determine a value for the “Size” field, the *AdaptationEngine* searches for an active value for a “size” attribute in any of the context categories; in this scenario a value is found within the attributes of the currently logged-in user. The user may override any of the default parameters. In Figure 5.20, the user has furthermore called the service (without changing the default values); the result is rendered according to the “table” user interface template.

These examples illustrate further issues regarding user-friendly binding of services and domain knowledge (see also Section 4.3.3). Generally speaking, service parameter values can be automatically extracted from context, as demonstrated above. For an optimal binding however, more intelligence is required. For instance, the “Size” parameter is known from the attributes of the logged-in user; however if several attributes representing size (for example shoe size and shirt size) are present, more knowledge is needed: does this service expect size values regarding shoes specifically, or, more likely in this case, should the value used depend on the product category which size should be retrieved? If so, these types of sizes would require an ontological connection to the product category hierarchy so that such a determination can be made. In fact, this sort of “richly-typed” connection between domain knowledge and Web Services is not intrinsically related to the issue of context-awareness, but is, like context-awareness, a prerequisite for an optimal service binding in the sense of user-friendliness.
Presentation Adaptation

Adaptation regarding presentation, in the largest sense, can determine which elements should be viewable in the current context, and furthermore how the elements are presented (that is, the selection of GUI attributes).

![Presentation adaptation demonstration - View](image)

Figure 5.21: Presentation adaptation demonstration - View

Which elements are viewable in which context can be guided by the view model (see Section 3.5.6). In the example illustrated in Figure 5.21, a view is defined on a content piece associated to “Wear”. This content element refers to a file containing a (potentially large) catalog of products in PDF format. The view defines that this content element should only be offered when the user is using a desktop browser, as the element is not deemed useful for viewing on a device with more limited memory and display resources, such as a PDA. On the left-side of the figure, the application is shown when the hardware device context factor “desktop browser” is active; the content element mentioned above is accessible via a link. On the right side, the context factor “pda” is set instead (via context simulation); accordingly, the content element is not accessible.

![Presentation adaptation demonstration - GUI attributes](image)

Figure 5.22: Presentation adaptation demonstration - GUI attributes

The presentation model, in turn, can associate GUI attributes with application elements. In the example illustrated in Figure 5.22, the underlying presentation model associates a presentation definition with the navigation container reached via the navigation node labeled as “Duisburg”. This presentation definition has an adaptation specification that states that a presentation model element should be determined according to context.
The application model expresses that a sportive appearance is appropriate when a user known as a sportsman navigates to the Duisburg store. Otherwise, a more neutral style is to be used. The scenario shown in Figure 5.22 presumes a context setting where the user is identified as a sportsman; i.e., context factor “Sportsman” of the user context ontology is active. For a “Sportsman”, the context model specifies the “sportyStore” style element from the presentation model as being relevant. The adaptation mechanism thus retrieves this style element, that in turn refers to a CSS class. The content element is therefore rendered with attributes defined in that CSS class.

5.5.3 Context Simulation

A user, for example acting in the role of an application tester, can choose to activate the context simulation GUI when navigating in the generated application. Context simulation appears as an independent pop-up as shown in Figure 5.23. The GUI shows context state and context history. Context factors available from the context model are presented in drop-down lists, allowing the user to select individual context factors to explicitly activate or deactivate them.

Figure 5.23: Context simulation screenshot
5.6 Discussion

The main purpose of the CATWALK framework is to facilitate and systemize use of adaptation within Web applications. Corresponding applications can offer functionality in an adaptive manner, the goal of which is to enhance interaction of users with the software’s offerings.

Functional Aspects

Development of context-aware Web software is supported by application models integrating knowledge about context, and facilitated by a system architecture augmented by a context framework that generates a dynamic, adaptive Web application based on the models. The Web application development process can thus extend conventional features with adaptation functionality by using the methods described in Chapter 3, and by basing the run-time application on the software framework described in this chapter. This development process can involve several roles:

1. context-modelers define context factors within context ontologies and their relations with the application model;
2. adaptation modelers specify where adaptation is to occur in the application, what sort of adaptation is desired and what strategies are to be used;
3. context-sensing implementors configure, complete or extend the components responsible for sensing;
4. adaptation implementors customize the adaptation component and its usage of ontology inference mechanisms;
5. application testers and quality experts use the generated application as a prototype along with the context simulation functionality to verify the effects of context on the application.

Roles 3 and 4 are optional: the framework contains a default implementation and interpretation for sensing and adaptation. This means that adaptive Web applications can be achieved by means of context and navigation description only, without requiring additional programming. This in turn allows for rapid prototyping of adaptive Web applications; the prototyping is further supported by the possibility of context simulation. Web engineers are provided with a platform supporting observation of the effects of context modeling and adaptation strategies on the actual Web applications; in other words, the recommendation that a design environment should support an “experimental feedback loop, which facilitates the evaluation activity and process recursion” (Nanard and Nanard, 1995) is followed. Rapid prototyping allows iterative user-oriented evaluation, while model-based design facilitates “design-oriented evaluation” (Garzotto et al., 1995).

When a different context-recognition or adaptation mechanism is required, the necessary custom programming is reduced to the essentials of that functionality. An architecture and a default implementation for components for context are provided; these are furthermore based on an existing component framework (Excalibur), therefore allowing to specify in the application configuration which actual software implementations accomplish the given component roles in the run-time environment.

Design Aspects

The work presented in this dissertation is designed to support context-awareness in Web Engineering, that is, in a systematic approach to Web application development. For this purpose, knowledge about
context is structured and, along with domain knowledge and the relation of this domain knowledge to context, represented in (formal) ontologies, as are the individual application models. The model as a whole is uniform, thus permitting uniform model handling and usage of common mechanisms for the various stages of application generation.

The system architecture is designed to make use of modeled knowledge; each functional concern in this architecture is identified and handled separately. Specifically, to support a development process where responsibilities are clearly defined and to provide a system where implementations are extensible, the approach presented in this dissertation consistently follows the “separation of concerns” (SoC) design principle within the engineering process, at various levels:

- design and modeling: the domain ontology as such is modeled, and context factors relevant to the domain are defined within context ontologies. The Web application model is established, based upon the domain ontology. Context relations between elements of the application model are defined separately. Adaptation specifications define a strategy for an adaptation; these specifications can in turn be referenced at those places in an application model where adaptation is desired;

- architecture and implementation: the underlying architecture (Excalibur and Cocoon) follows the SoC principle; the framework for context extends this architecture to account for context-awareness and adaptation, while remaining pluggable to allow for customization of the default mechanisms for context recognition and adaptation.

The approach is extensible, consequently to the choice of software techniques and the conceptual design. On the one hand, as discussed above, the component-based approach to adaptation allows to replace or extend the way each concern is implemented as a software component. On the other hand, all application knowledge is specified in ontologies, therefore with formal semantics. This is a prerequisite for reasoning support; that is, for allowing for complex inferences to be mechanically achieved. Existing reasoners such as FaCT [Horrocks, 1998] or RACER [Haarslev et al., 2004] can be plugged in via JENA to further support adaptation. In addition, the chosen content-based architecture (based on XML) fulfills requirements of Web applications, by addressing the information-centered nature of a Web application, while at the same time enabling operational features by way of Web Service integration. A service description is treated as a piece of content; therefore content-based methodologies can be used to describe parts of the system, whereas context information can be modeled in addition as described in this work.

**Technical Aspects**

In CATWALK, the two separate concerns of dynamic Web application generation per se and adaptation are handled using two separate mechanisms. The generation is handled as a sequence of XML transformations. XSLT stylesheets are used to filter incoming XML, such as an ontology specified in OWL, and to aggregate results from a previous step with parts of the application model, for example to determine which content containers are to be used at this stage. Each generation phase is, in addition, supported by a custom XML transformer, implemented in Java, which allows for the integration of adaptation results where specified. Adaptation functionality, as is context recognition functionality, is implemented as a separate component, which can be accessed from the transformer components.

The pipeline processing, as a sequence of XML transformations, thus uses a combination of Java and XSL technology. XSL, compared to Java, is more concise when manipulating XML, and processing statements specified as XSL are easier to change, being interpreted at run-time and therefore
not requiring application restart. A significant disadvantage of XSL in this approach is that exact knowledge of the syntax of a language is necessary if XSLT is used for processing it. This is problematic in particular for ontologies, as an ontology can be represented in differing syntaxes. Accessing ontologies via an API (such as JENA) abstracts ontology syntax, and furthermore provides built-in knowledge about the structures, such as transitivity of superclass relationships.

A potential danger in the consistent separation of code according to concerns is that integration and sequencing of components appears complex; see, for example, Figure 5.13. However, these mechanisms are realized with existing features in a public framework (Apache Cocoon); information regarding the underlying mechanisms is thus publicly documented, and the techniques are reusable. An alternative software architecture that would not follow the SoC principle, yet fulfill the same requirements, would ultimately require the same complexity, whereas in that case a higher complexity would be transposed into the software components themselves.

Whatever the technical choices, connections between components and processing steps should be clearly documented; as illustrated in this chapter, UML diagrams (such as class diagrams and sequence diagrams) are helpful in this regard. To document pipeline designs, no standard notation exists and thus this dissertation proposes a notation as shown in the above-mentioned Figure 5.13.

Weaknesses

Support for matching arbitrary environment information onto the context ontologies of a specific application model is limited in the approach presented in this dissertation. Supporting arbitrary sensing in a general-purpose, unifying approach is problematic. In particular, there are no existing Web standards specifying how environment information is defined and how a Web client would communicate this information to the Web server. Current approaches must thus either define a specific protocol and language for transmitting client context information in an application-relevant way, or, as in the approach followed in this dissertation, require custom programming for context matching when the required information does not conform to generally valid patterns (for example, seasons in the category Time or browser type in the category Hardware Device). However, such a task is facilitated when the provided framework classes are extended and when configuration mechanisms are used as explained in Section 5.2.2. Likewise, custom programming is required to support integration of data originating from any additional, system-external environment sensors.
Chapter 6

Summary and Future Directions

In this chapter, we summarize the engineering method for adaptive, context-aware Web applications presented in this dissertation, and discuss future opportunities for research.

6.1 Summary

The growing complexity of Web-based systems, resulting notably from an increasing information and service offering, poses problems to users and application providers. On the one hand, the increased offering can confuse users regarding what is relevant for them, which makes the application more difficult to use and impedes joy-of-use. On the other hand, this situation also means the application provider’s interests are not served. The provider would like to guide the user towards a certain resource selection appropriate to the user: in consumer-oriented applications, to increase the likelihood of consumption and customer loyalty; in a professional environment, to increase user acceptance and productivity.

An approach to address this situation is the adaptation of the application, at run-time, to the context of usage. To ultimately achieve such support, the following challenges and requirements must be met:

Requirements concerning the conceptual approach: The challenges already existing for Web Engineering are compounded by the requirement to account for context and to define adaptation according to this context. This requires a precise definition of context, and an understanding of its key characteristics. Information about the context of usage of an application must be represented in a formal model that is usable in a Web Engineering process. The corresponding analysis and design processes themselves must be structured and systemized.

Requirements concerning system functionality and design: A system supporting an adaptive Web application must dynamically generate a response for a user request to the application. The generation process must be able to function independently of context considerations, whereas each phase of the generation process can in addition be influenced by the context. Therefore, the system must be context-aware; it must interpret environment information as context knowledge, and use the conceptual information about context to support adaptation at the various levels of the Web application: navigation, resource selection and integration, and presentation. This Web application may offer the user, in addition to information selection and presentation, operational features.
State of the art: The question of what sort of adaptation is effective, to what degree, in which situations and with which kinds of mechanisms, is currently difficult to address in a systematic manner. A review of existing work shows that there is no established Web Engineering process which accounts for context comprehensively, while producing artifacts usable by a run-time system. Notably, existing approaches focus either on the design phase of engineering, or focus on a particular aspect of a run-time system, such as context sensing. In the first case, resulting applications are disconnected from the original models, making rapid prototyping and the comparative studies of varying context representations and mechanisms difficult. In the second case, the lack of a systematic (engineering) approach means that resulting applications are ad-hoc, particular solutions, difficult to maintain and reuse.

Contributions: Building on this problem analysis, the major contributions of this dissertation can be summarized as follows:

- A conceptual framework for context represents the underlying information regarding context of usage of an application (Chapter 3). A context model in this framework is understood as a combination of semantic and associative networks, using ontologies for knowledge representation. This model is integrated in a general-purpose, compositional approach to Web application development (Section 3.4), in which adaptation effects can be specified according to the context model and ontological knowledge (Section 3.5).

- A specific Web software architecture for context is proposed (Chapter 4). Systems conforming to this architecture are capable of interpreting application and context models in order to support adaptive applications. The architecture supports operational features via the incorporation of Web Services, whose selection and integration within the user interface is guided by context.

- A software framework supports the engineering of adaptive Web applications according to the method presented in this dissertation. The presented framework, called CATWALK (Chapter 5), is an implementation of the architecture for context described in Chapter 4. The framework consists of a set of components, each component being responsible for a specific concern, and of a sequencing of these components which generates an adaptive Web application. The framework contains default implementations for context inference and adaptation mechanisms, and thus supports model-based prototyping of adaptive Web applications. The usage of the framework is illustrated in a case-study describing an e-commerce scenario. Indeed, the method presented in this dissertation can be used in particular regarding systemization of the engineering of adaptive e-commerce systems, to formalize usage of user profiles and associated adaptations, and to enhance adaptation by taking into account further context factors.

- The engineering method for adaptive, context-aware Web applications presented in this dissertation follows the principle of separation of concerns, in order to support a Web Engineering process accounting for context in which people with different expertise participate (Section 5.6). Domain, application, context, and adaptation concerns can be modeled in separate, succeeding steps. The system supporting the adaptive application at run-time is designed such that system concerns are handled separately as components; these components either support context-awareness or adaptation, or achieve a step of the generation process. This design allows for customization, meaning that application developers specializing in a particular aspect of context-awareness, adaptation, or application generation, can extend or replace the manner in which each concern is implemented, without altering the other aspects of the architecture or
requiring code changes in the application itself. Application testers can evaluate the effects of individual context factors in the generated prototype.

- The generic nature of the conceptual framework for context and the component-based system architecture support the implementation and comparative evaluation of various context-inference and adaptation algorithms and strategies.

Table 6.1 summarizes how information about context is represented and used in the approach presented in this dissertation.

<table>
<thead>
<tr>
<th>context knowledge</th>
<th>explicit</th>
<th>implicit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• semantic network (context ontologies)</td>
<td>• relation following during adaptation</td>
</tr>
<tr>
<td></td>
<td>• associative network (context relations)</td>
<td>(via adaptation spec)</td>
</tr>
<tr>
<td>context usage</td>
<td>• model specification according to context</td>
<td>• relation following during context</td>
</tr>
<tr>
<td></td>
<td>rules</td>
<td>inference</td>
</tr>
<tr>
<td></td>
<td>• value specification according to context</td>
<td>• computation of context-relevant</td>
</tr>
<tr>
<td></td>
<td>hints</td>
<td>ontology items</td>
</tr>
</tbody>
</table>

Table 6.1: Accounting for, and using context: summary

6.2 Future Directions

This dissertation introduces models for Web applications, a corresponding architecture, and a software framework enabling rapid prototyping of context-aware, component-based Web applications. Future research can use and extend this approach along several directions.

Supporting Application Modeling

For large-scale scenarios, a user modeling a Web application and relevant context factors needs to be supported by appropriate software.

System support for the modeling process includes tools for visualization and editing of complex networks. In addition, modeling can be facilitated, on the one hand, by usage or creation of context catalogs pertinent to specific business domains, and, on the other hand, by the system generating proposals for influence relations based on data mining. In this regard, the approach of this dissertation provides a basis by defining context factors within ontologies, and supporting their association with a domain ontology, thus allowing the use of common vocabularies and mechanisms.

Enhancing the Context System

The architecture for context presented in this work, and in particular the CATWALK system, provides a framework for achieving adaptivity in Web applications. Default implementations for core components are discussed in this work. Future research can enhance this system to provide further functionality or to plug-in alternative implementations and interpretations for context.

Further functionality could notably be integration with distributed agents that would be responsible for sensing the physical environment, thus enabling richer context sensing than that available by
using standard HTTP data alone. Alternatively, extensions to HTTP or standardization attempts for richer Web client to Web server communication can be studied, such as (W3C Device Independence Working Group, n.d.), that can be used for transmitting more elaborate client information.

Some context information is irregular and difficult to predict, and therefore difficult to model explicitly. For such context information, it may be helpful to have a system that “learns” over the course of operation, to make more accurate assessments of context over time. One possibility is to use Hidden Markov Models, as described, for example, in (Yonezawa et al., 2001). In addition, context influence relations may be refined or created during system operation. Possible approaches are to track user behavior regarding the adaptively proposed links; or to gather user feedback regarding context relations during system operation, in analogy to the proposal described in (Staff, 2002) that recommends gathering user feedback regarding which documents are relevant to each other.

The described framework is a basis for studying alternative context mechanisms, as discussed in Section 5.5. Notably, context-inference plug-ins can be added declaratively to the run-time system in order to study implications of other techniques for inference and to research their effectiveness within adaptive Web applications.

As stated, the focus of the CATWALK system is to support rapid prototyping of adaptive Web applications. For the goal of supporting rapid application development for potentially commercial-grade software, a comprehensive definition of user interface patterns and their application to specific information structures is required, where patterns in this sense are understood as specifications that are interpretable by the system. In addition, a seamless integration of interactive services requires to address the issue of semantic interoperability in more depth. In this regard, two general directions of research are conceivable: development of custom catalogs to explicitly realize “contextual interoperability” (Strang et al., 2003b), or integration of standardized catalogs, upon which context ontologies, matching mechanisms and services would be built.

Usability

The goal of adaptivity as outlined in this work is to present the end-user relevant information and application navigation possibilities, and to provide relevant interactive services. The assumption is that providing Web applications tailored to user needs raises productivity and joy-of-use of people working with these applications.

This dissertation presents a method for achieving dynamic Web applications that may be adaptive. The engineer defines which application elements shall adapt according to context. In addition, context can be simulated (or deactivated) in the run-time system. This work thus provides a basis for conducting general-purpose usability studies regarding use of context, notably for comparing effects of using classic (non-adaptive) mechanisms with the use of adaptation mechanisms. Future work can therefore attempt to quantify usefulness of adaptation, in particular, to ascertain for what purposes and in which application situations an adaptation mechanism in fact enhances user productivity or enjoyment. This, in turn, is a prerequisite to address the issue of cost-benefit in engineering, meaning, to determine in which situations the added effort required for context and adaptation engineering yields a significant benefit.
Appendix A

Standards and Standard Authorities

This appendix provides an overview of standards mentioned in this work; whereas standard is understood as something established by an authority. In Web Engineering, several such authorities exist; those authorities particularly relevant to this work are summarized in Table A.1. The standards are listed in Table A.2.

Table A.1: Standard authorities

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Name &amp; Reference</th>
<th>Authority</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCMI</td>
<td>Dublin Core Metada Initiative</td>
<td><a href="http://dublincore.org">http://dublincore.org</a></td>
</tr>
<tr>
<td>IETF</td>
<td>The Internet Engineering Task Force</td>
<td><a href="http://www.ietf.org">http://www.ietf.org</a></td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
<td><a href="http://www.iso.org">http://www.iso.org</a></td>
</tr>
<tr>
<td>JCP</td>
<td>Java Community Process</td>
<td><a href="http://jcp.org">http://jcp.org</a></td>
</tr>
<tr>
<td>OASIS</td>
<td>Organization for the Advancement of Structured Information Standards</td>
<td><a href="http://www.oasis-open.org">http://www.oasis-open.org</a></td>
</tr>
<tr>
<td>OMA</td>
<td>Open Mobile Alliance</td>
<td><a href="http://www.openmobilealliance.org">http://www.openmobilealliance.org</a></td>
</tr>
<tr>
<td>OMG</td>
<td>Object Management Group</td>
<td><a href="http://www.omg.org">http://www.omg.org</a></td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
<td><a href="http://www.w3.org">http://www.w3.org</a></td>
</tr>
</tbody>
</table>

Table A.2: Standards

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Name &amp; Reference</th>
<th>Authority</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSS</td>
<td>Cascading Style Sheets</td>
<td><a href="http://www.w3.org/Style/CSS/">http://www.w3.org/Style/CSS/</a></td>
</tr>
<tr>
<td>Dublin Core</td>
<td>DCMI Metadata Terms</td>
<td><a href="http://dublincore.org/documents/dcimi-terms/">http://dublincore.org/documents/dcimi-terms/</a></td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
<td><a href="http://www.ietf.org/rfc/rfc2616.txt">http://www.ietf.org/rfc/rfc2616.txt</a></td>
</tr>
<tr>
<td>Standard Authority</td>
<td>Description</td>
<td>Reference</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>ISO 9126</td>
<td>Information technology - Software Product evaluation - Quality Characteristics and Guidelines for their Use</td>
<td>ISO 9126</td>
</tr>
<tr>
<td>OWL</td>
<td>Web Ontology Language</td>
<td><a href="http://www.w3.org/TR/2004/REC-owl-ref-20040210">http://www.w3.org/TR/2004/REC-owl-ref-20040210</a></td>
</tr>
<tr>
<td>RDF</td>
<td>Resource Description Framework</td>
<td><a href="http://www.w3.org/RDF/#specs">http://www.w3.org/RDF/#specs</a></td>
</tr>
<tr>
<td>SMIL</td>
<td>Synchronized Multimedia Integration Language</td>
<td><a href="http://www.w3.org/TR/REC-smil/">http://www.w3.org/TR/REC-smil/</a></td>
</tr>
<tr>
<td>SOAP</td>
<td>Simple Object Access Protocol</td>
<td><a href="http://www.w3.org/TR/soap12-part1/">http://www.w3.org/TR/soap12-part1/</a></td>
</tr>
<tr>
<td>UDDI</td>
<td>Universal Description Discovery and Integration</td>
<td><a href="http://uddi.org/pubs/uddi_v3.htm">http://uddi.org/pubs/uddi_v3.htm</a></td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Services Description Language</td>
<td><a href="http://www.w3.org/TR/2001/NOTE-wsdl-20010315">http://www.w3.org/TR/2001/NOTE-wsdl-20010315</a></td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
<td><a href="http://www.w3.org/TR/xml11/">http://www.w3.org/TR/xml11/</a></td>
</tr>
<tr>
<td>XPath</td>
<td>XML Path Language (XPath) 2.0</td>
<td><a href="http://www.w3.org/TR/xpath20/">http://www.w3.org/TR/xpath20/</a></td>
</tr>
<tr>
<td>XSL</td>
<td>The Extensible Stylesheet Language Family (XSL)</td>
<td><a href="http://www.w3.org/Style/XSL/">http://www.w3.org/Style/XSL/</a></td>
</tr>
<tr>
<td>XSLT</td>
<td>XSL Transformations (XSLT) Version 2.0</td>
<td><a href="http://www.w3.org/TR/xslt20/">http://www.w3.org/TR/xslt20/</a></td>
</tr>
</tbody>
</table>
Appendix B

Model Elements Type Definition in OWL

This appendix provides the definitions, in OWL, of the types of elements which can be used in a Web application model as described in this work. See Section 3.5 for further explanations.

```xml
<xml version="1.0" encoding="UTF-8"?>
<DOCTYPE rdf:RDF [
  <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns#" >
  <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema#" >
  <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" >
  <!ENTITY owl "http://www.w3.org/2002/07/owl#" >
  <!ENTITY wise_base "http://wise.interactivesystems.info/wise" >
]><rdf:RDF>
  <rdf:xmlns:owl ="&owl;"
  xmlns:rdf ="&rdfs;"
  xmlns:rdfs ="&rdfs;"
  xmlns:xsd = "&xsd;"
  xmlns:wise ="&wise_base;"
  xmlns:base = "&wise_base;"/>
  <owl:Ontology rdf:about=""/>
    <owl:comment>Core types for application modeling</owl:comment>
</owl:Ontology>
</owl:DatatypeProperty rdf:ID="source"/>
  <rdfs:range rdf:resource="&xsd;anyURI"/>
</owl:DatatypeProperty>
</owl:Class rdf:ID="text">
  <rdfs:subClassOf rdf:resource="#content"/>
  <rdfs:label xml:lang="en">textbrick</rdfs:label>
</owl:Class>
</owl:DatatypeProperty>
</owl:Class rdf:ID="image">
  <rdfs:subClassOf rdf:resource="#content"/>
  <rdfs:label xml:lang="en">imagebrick</rdfs:label>
</owl:Class>
</rdf:RDF>
```
Define how domains can be explored

<!-- Define how domains can be explored -->

<owl:Class rdf:ID="#DomainLookupSpec">
  <rdfs:subClassOf rdf:resource="#content"/>
  <owl:Restriction>
    <owl:onProperty rdf:resource="#maxItems"/>
    <owl:maxCardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
  </owl:Restriction>
</owl:Class>

<owl:DatatypeProperty rdf:ID="resourceType">
  <rdfs:domain rdf:resource="#DomainLookupSpec"/>
  <rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:ID="maxItems">
  <rdfs:domain rdf:resource="#DomainLookupSpec"/>
  <rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:Class rdf:about="#RelationLookupSpec">
  <rdfs:subClassOf rdf:resource="#DomainLookupSpec"/>
</owl:Class>

<owl:DatatypeProperty rdf:ID="type">
  <rdfs:domain rdf:resource="#RelationLookupSpec"/>
  <rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:ID="depth">
  <rdfs:domain rdf:resource="#RelationLookupSpec"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:id="relevance">
<owl:domain rdf:resource="#RelationLookupSpec"/>
<owl:range rdf:resource="&xsd;float"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:id="query">
<owl:domain rdf:resource="#QuerySpec"/>
<owl:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<!--
Adaptation structure definitions
-->
<owl:Class rdf:about="#Adaptation"/>

<owl:ObjectProperty rdf:id="preAdaptation">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&owl;Thing"/>
</owl:ObjectProperty>

<owl:ObjectProperty rdf:id="postAdaptation">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&owl;Thing"/>
</owl:ObjectProperty>

<owl:DatatypeProperty rdf:id="adaptationResourceType">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:id="adaptationMaxItems">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&xsd;integer"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:id="relevanceThreshold">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&xsd;float"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:id="itemNamespace">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:id="contextFacet">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:ObjectProperty rdf:id="domainExploration">
<owl:domain rdf:resource="#Adaptation"/>
<owl:range rdf:resource="#DomainLookupSpec"/>
</owl:ObjectProperty>

<!--
Define a context rule
-->
<owl:Restriction>
    <owl:onProperty rdf:resource="#factor"/>
    <owl:minCardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:minCardinality>
</owl:Restriction>
<owl:Restriction>
    <owl:onProperty rdf:resource="#rule"/>
    <owl:maxCardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
</owl:Restriction>
</rdfs:subClassOf>

<owl:DatatypeProperty rdf:ID="factor">
    <rdfs:domain rdf:resource="#ContextRule"/>
    <rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

<owl:DatatypeProperty rdf:ID="rule">
    <rdfs:domain rdf:resource="#ContextRule"/>
    <rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>

→

Definition of context relations

<owl:Class rdf:about="#ContextRelation">
    <rdfs:subClassOf>
        <owl:Restriction>
            <owl:onProperty rdf:resource="#relevanceItem"/>  
            <owl:maxCardinality rdf:datatype="&xsd;nonNegativeInteger">2</owl:maxCardinality>
        </owl:Restriction>
    </rdfs:subClassOf>
</owl:Class>

<owl:ObjectProperty rdf:ID="relevanceItem">
    <rdfs:domain rdf:resource="#ContextRelation"/>
    <rdfs:range rdf:resource="#ContextRelation"/>
</owl:ObjectProperty>

<owl:DatatypeProperty rdf:ID="influenceValue">
    <rdfs:domain rdf:resource="#ContextRelation"/>
    <rdfs:range rdf:resource="&xsd;float"/>
</owl:DatatypeProperty>

→

Definition of navigation structures

<owl:Class rdf:about="#NavRelation">
    <rdfs:subClassOf>
        <owl:Restriction>
            <owl:onProperty rdf:resource="#navRelationSrc"/>  
            <owl:cardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
        </owl:Restriction>
    </rdfs:subClassOf>
</owl:Class>

<owl:ObjectProperty rdf:ID="navRelationSrc">
    <rdfs:domain rdf:resource="#NavRelation"/>
    <rdfs:range rdf:resource="#NavRelation"/>
</owl:ObjectProperty>

<owl:DatatypeProperty rdf:ID="navRelationTarget">
    <rdfs:domain rdf:resource="#NavRelation"/>
    <rdfs:range rdf:resource="&xsd;nonNegativeInteger"/>
</owl:DatatypeProperty>
<rdfs:subClassOf>
  <owl:Restriction>
    <owl:onProperty rdf:resource="#navRelationType" />
    <owl:cardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
  </owl:Restriction>
</rdfs:subClassOf>

<owl:Restriction>
  <owl:onProperty rdf:resource="#adaptationProperty" />
  <owl:maxCardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
</owl:Restriction>

<owl:Restriction>
  <owl:onProperty rdf:resource="#lookup" />
  <owl:maxCardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
</owl:Restriction>

<rdfs:subClassOf>
  <owl:Class>
    <owl:ObjectProperty rdf:ID="navRelationSrc">
      <rdfs:domain rdf:resource="#NavRelation"/>
      <rdfs:range rdf:resource="#owl:Thing"/>
    </owl:ObjectProperty>

    <owl:ObjectProperty rdf:ID="navRelationTarget">
      <rdfs:domain rdf:resource="#NavRelation"/>
      <rdfs:range rdf:resource="#owl:Thing"/>
    </owl:ObjectProperty>

    <owl:DatatypeProperty rdf:ID="navRelationType">
      <rdfs:domain rdf:resource="#NavRelation"/>
      <rdfs:range rdf:resource="&xsd:string"/>
    </owl:DatatypeProperty>

    <owl:ObjectProperty rdf:ID="adaptationProperty">
      <rdfs:domain rdf:resource="#NavRelation"/>
      <rdfs:range rdf:resource="#Adaptation"/>
    </owl:ObjectProperty>

    <owl:ObjectProperty rdf:ID="lookup">
      <rdfs:domain rdf:resource="#NavRelation"/>
      <rdfs:range rdf:resource="#DomainLookupSpec"/>
    </owl:ObjectProperty>
  </owl:Class>
</rdfs:subClassOf>

<!-- Views: associate view selection information with navigation containers -->

<owl:Class rdf:about="#View">
  <rdfs:subClassOf>
    <owl:Restriction>
      <owl:onProperty rdf:resource="#viewContainer" />
      <owl:cardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
    </owl:Restriction>
  </rdfs:subClassOf>

  <owl:Restriction>
    <owl:onProperty rdf:resource="#contextRule" />
    <owl:cardinality rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
  </owl:Restriction>
</owl:Class>

<owl:ObjectProperty rdf:ID="viewContainer">
  <rdfs:domain rdf:resource="#View"/>
  <rdfs:range rdf:resource="#NavRelation"/>
</owl:ObjectProperty>
Listing B.1: Model elements in OWL syntax
Appendix C

Models for a Prototypical Web Application

This appendix provides the models for the Web application prototype discussed in Section 5.5. These models instantiate the model definitions introduced in Section 3.5 and use the OWL type definitions shown in Appendix B.

Conceptual Model

Listing C.1 shows an extract of the domain ontology used.

```xml
<?xml version="1.0" encoding="UTF-8"?>
<DOCTYPE rdf:RDF [
  <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns#” >
  <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema#” >
  <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#” >
  <!ENTITY owl "http://www.w3.org/2002/07/owl#” >
  <!ENTITY wise "http://wise.interactivesystems.info/wise#” >
]>
<rdf:RDF
  xmlns:owl="#owl;"
  xmlns:rdf="#rdf;"
  xmlns:rdfs="#rdfs;"
  xmlns:xsd="#xsd;"
  xmlns:wise="#wise;"
  xmlns="#http://wise.interactivesystems.info/domain#"
  xml:base="#http://wise.interactivesystems.info/domain#"
>
  <owl:Ontology rdf:about="”>
    <rdfs:comment>Domain ontology for e-commerce case study</rdfs:comment>
    <owl:versionInfo>$Id: domain.owl 688 2006-05-01 17:08:56Z kaltz $</owl:versionInfo>
  </owl:Ontology>

  <!-- Concepts used: some examples -->

  <owl:Class rdf:ID="#wear">
    <rdfs:label xml:lang="en">Wear</rdfs:label>
    <rdfs:label xml:lang="de">Kleidung</rdfs:label>
  </owl:Class>

  <owl:Class rdf:ID="#shoe">
    <rdfs:subClassOf resource="#wear" />
    <rdfs:label xml:lang="en">Shoes</rdfs:label>
  </owl:Class>
</rdf:RDF>
```
C. Models for a Prototypical Web Application

<owl:Class rdf:ID="sportsshoe">
  <rdfs:subClassOf rdf:resource="#shoe"/>
  <rdfs:label xml:lang="en">Sports shoes</rdfs:label>
  <rdfs:label xml:lang="de">Sportschuhe</rdfs:label>
</owl:Class>

<owl:Class rdf:ID="outdoorRunningShoe">
  <rdfs:subClassOf rdf:resource="#sportsshoe"/>
  <rdfs:label xml:lang="en">Outdoor running shoes</rdfs:label>
  <rdfs:label xml:lang="de">Laufschuhe für draussen</rdfs:label>
</owl:Class>

<wise:related rdfs:resource="#t0009"/>

<owl:Class rdf:ID="duisburg">
  <rdfs:label xml:lang="en">Duisburg</rdfs:label>
  <rdfs:label xml:lang="de">Duisburg</rdfs:label>
</owl:Class>

<wise:instance rdf:resource="#t0007"/>

<wise:instance rdf:resource="#t0006"/>

<wise:instance rdf:resource="#t0008"/>

<wise:instance rdf:resource="#t0009"/>

<wise:instance rdf:resource="#t0010"/>
Listing C.1: Conceptual model for the case study

Navigation Model

Listing C.2 shows an extract of the navigation model used.
<owl:Ontology rdf:about="">
  <rdfs:comment>
    Navigation Model
  </rdfs:comment>
  <owl:versionInfo>
    $Id: navModel.owl 688 2006-05-01 17:08:56Z kaltz $
  </owl:versionInfo>
</owl:Ontology>

Examples of fixed navigation relations

<wise:NavRelation rdf:ID="r1">
  <wise:navRelationSrc rdf:resource="&domain; home"/>
  <wise:navRelationTarget rdf:resource="&domain; tips"/>
  <wise:navRelationType>link</wise:navRelationType>
</wise:NavRelation>

<wise:NavRelation rdf:ID="r2">
  <wise:navRelationSrc rdf:resource="&domain; home"/>
  <wise:navRelationTarget rdf:resource="&domain; wear"/>
  <wise:navRelationType>link</wise:navRelationType>
</wise:NavRelation>

<wise:NavRelation rdf:ID="r5">
  <wise:navRelationSrc rdf:resource="&domain; home"/>
  <wise:navRelationTarget rdf:resource="&domain; t0001"/>
  <wise:navRelationType>content</wise:navRelationType>
</wise:NavRelation>

<wise:NavRelation rdf:ID="r6">
  <wise:navRelationSrc rdf:resource="&domain; home"/>
  <wise:navRelationTarget rdf:resource="&domain; t0002"/>
  <wise:navRelationType>content</wise:navRelationType>
</wise:NavRelation>

<wise:NavRelation rdf:ID="r8b">
  <wise:navRelationSrc rdf:resource="&domain; wear"/>
  <wise:navRelationTarget rdf:resource="&domain; d0002"/>
  <wise:navRelationType>content</wise:navRelationType>
</wise:NavRelation>

Example navigation relations via dynamic ontology lookup:
association of sub-links or content pieces;
lookup specification via type or via freehand query

<wise:NavRelation rdf:ID="r9">
  <wise:navRelationSrc rdf:resource="&domain; shoe"/>
  <wise:lookup rdf:resource="rLookup1"/>
  <wise:navRelationType>link</wise:navRelationType>
</wise:NavRelation>

<wise:RelationLookupSpec rdf:ID="rLookup1">
  <wise:type>subclass</wise:type>
  <wise:depth>1</wise:depth>
</wise:RelationLookupSpec>

<wise:NavRelation rdf:ID="r18b"/>
C. Models for a Prototypical Web Application

Listing C.2: Navigation model for the case study

View Model

Listing C.3: View model for the case study

Presentation Model
Listing C.4: Presentation model for the case study

Context Relations
Listing C.5: Context relations model for the case study
Appendix D

CATWALK Framework UML Diagrams

This appendix contains supplementary UML diagrams to document the CATWALK framework, as described in Chapter 5.

Figure D.1 provides the class diagram containing interface and default implementations for the ContextExtractor component.
Figure D.2 describes how the framework sets up an object-oriented representation of the context model (in the figure, the instance \texttt{cmodel} of the class \texttt{ContextModel}) by using Excalibur’s source resolving mechanism. This mechanism in turn allows for accessing a, possibly remote, location of model sources.

Figure D.2: Context model setup sequence diagram

Figure D.3 shows a class diagram for the components and classes used in supporting the feature of context simulation. The generators provide an XML representation of current application information. The XML-serialized representation is usable for GUI generation, and for debugging during development, for example via logging statements. The \texttt{ContextStateGenerator} outputs context state; the \texttt{ContextHistoryGenerator} outputs past states of context. The \texttt{ContextModelGenerator} can be used to output available context factors (see Section 5.2.3) in a serialized form.

The integration of the simulation generator components in a Cocoon pipeline is illustrated in the pipeline processing diagrams of Figure D.4. The upper pipeline creates the GUI for the context simulator. The action registered as \texttt{contextinfo}, implemented by the \texttt{ContextInfoAction} class, is called prior to each request for the context simulation GUI, to check if context and application models are to be reloaded. Output from the generators as described above is then aggregated, and an XSLT stylesheet applied to generate a user interface.

When the user chooses to activate or deactivate a factor, the lower pipeline is processed, resulting in the action registered as \texttt{contextsimulator} being executed. This action is implemented by the \texttt{ContextSimulatorAction} Java class, whose processing steps are illustrated in the following.

The sequence diagram in Figure D.5 documents the processing steps triggered by an execution of the \texttt{contextsimulator} action. The method \texttt{applySimulationCommands} is called to set the context...
factors the user wishes to simulate. This processing step is also called at each request within the actual Web application, to ensure that any existing simulation commands are processed after context sensing mechanisms. For simplicity, the sequence diagram refers to a ContextManager, which is in fact a component interface (see Section 5.2.1); in the actual system, a concrete component registered for this instance is retrieved by Excalibur.
Figure D.4: Context simulation pipelines

Figure D.5: Context simulation processing sequence diagram
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