A novel supervised feature extraction and classification fusion algorithm for land cover recognition of the off-land scenario
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A B S T R A C T

In this paper, a novel supervised feature extraction and classification fusion algorithm based on neighborhood preserving embedding (NPE) and sparse representation is proposed. Specifically, an optimal dictionary is adaptively learned to hate the trivial information of the original training data; then, in order to obtain the sparse representation coefficients, a sparse preserving embedding map is sought to reduce the dimensionality of high-dimensional data, and the test data is classified by the corresponding sparse representation coefficients. Finally, the novel supervised fusion algorithm is applied to the land cover recognition of the off-land scenario. Experimental results show that the proposed method leads to promising results in fusing feature extraction and classification.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Techniques for dimensionality reduction in unsupervised and supervised learning tasks have attracted much attention in computer vision, machine learning and biometrics. Among them, subspace learning and manifold learning methods have been dominantly and successfully used in dimensionality reduction for high-dimensional data. Principal component analysis (PCA) [1] and linear discriminant analysis (LDA) [2] are two most popular linear subspace learning methods. In the past, many LDA extensions have been developed to deal with the small sample size problem, but they fail to realize the essential data structures nonlinearly embedded in high-dimensional space. In order to overcome this limitation, some known manifold learning methods are presented such as neighborhood preserving embedding (NPE) [3], locality preserving projection (LPP) [4], local linear embedding (LLE) [5], local Fisher discriminant analysis (LFDA) [6], Laplacianfaces [7] and unsupervised discriminant projection (UDP) [8], marginal Fisher analysis (MFA) [9], linear discriminant projection (LDP) [10], graph-optimized locality preserving projections (GoLPP) [11] graph-based Fisher analysis [12], hypergraph analysis approach [13,14] and optimized multigraph-based semi-supervised learning (OMG-SSL) [15].

In recent years, sparse representation (or sparse coding) has been attracting a lot of attention due to its great success in image processing, and it has been used for face recognition and texture classification. Transform-invariant sparse representation [16] recovers the sparse representation of a target image and the image plane transformation between the target and the model images simultaneously. Wright et al. [17,18] presented a sparse representation-based classification (SRC) method and successfully applied it to recognize human faces with varying lighting condition, occlusion and disguise. Yang et al. [19] applied the sparse representation for face recognition with occlusion based on the Gabor feature. Meanwhile, some known feature extraction algorithms based on sparse learning are proposed, sparse principal component analysis [20] uses Lasso (elastic net) to produce modified principal components with sparse learning; sparse projection [21] based on a graph embedding model learns a set of sparse basis function by applying regularized regression; sparse preserving projection [22,23] aims to preserve the sparse reconstructive relationship of the data by minimizing a regularization-related objection function; Yang and Chu [24] used the decision rule of SRC to steer the design of a dimensionality reduction method, i.e. the sparse representation classifier steered discriminative projection (SRC-DP); Zhang et al. [25] proposed a novel linear subspace learning approach via sparse coding.

Although the above methods have shown success in classification and feature extraction, there are some limitations as follows:

1. The feature extraction and classification are separate. In [1–12], the feature extraction algorithms are firstly used to reduce the dimensionality of high-dimensional data, then classifiers are applied to measure the performance of the feature extraction.
criterions, similarly, the classifiers are applied to classify the dimension reduced data [13–19] independently. Therefore these methods are implemented through two stage: feature extraction stage and classification stage.

2. SRC cannot be applied to high-dimensional data directly. For high-dimensional data, the sparse representation coefficients are hardly obtained since the dictionary is not over-complete. Therefore, in order to obtain sparse representation coefficients, the dimensionality of data is pre-reduced by random matrix [17–19] and PCA [24,25].

3. The feature extraction criterions proposed in [20,21] and [24,25] cannot extract features directly. In [20,21], a new feature extraction criterion is proposed under the sparse constraint of the projection vectors. In [24,25], the scatter matrices of the samples are redefined based on the results of SRC. In order to obtain the sparse projection vectors and the representation coefficients, PCA is used to preprocess data, rather than extract features directly, so these criterions are equivalent to two stage feature extraction.

4. The entire training samples used as dictionary may affect the performance of sparse representation. In [22–26], the original image samples are used to represent the input data, actually the original training samples have much redundancy as well as noise and trivial information that can be negative to the recognition. In addition, if the training samples are huge, the computation of the sparse representation will be time consuming, it is needed a more compact and robust dictionary such that each sample in the test set can be represented as a sparse linear combination of its atoms.

In order to overcome the above limitations, in this paper, a novel fusion algorithm, namely feature extraction and classification fusion algorithm (FECFA), is developed to implement feature extraction and classification simultaneously. More specifically, an optimal over-complete dictionary is adaptively learned from the novel fusion algorithm, namely feature extraction and classification.

The rest of the paper is organized as follows. We review the related work in Section 2. In Section 3, a novel supervised fusion algorithm for feature extraction and classification is proposed. Experiments are presented in Section 4. Conclusions are summarized in Section 5.

2. Brief review of the related work

In this section, we introduce the basic idea of the Neighborhood Preserving Embedding (NPE), sparse representation-based classifier and k-SVD dictionary learning algorithm.

2.1. The neighborhood preserving embedding

NPE is an unsupervised manifold learning algorithm that computes low-dimensional, neighborhood-preserving embedding of high-dimensional inputs. Specifically, we expect data point and its neighbors to lie on or close to a locally linear patch of the manifold and the local reconstruction errors of these patches are measured by

$$e(w) = \sum_{i} |x_i - \sum_{j=1}^{k} w_j x_j|^2$$  \hspace{1cm} (1)

Suppose that the data lies on or near a smooth nonlinear manifold of lower dimensionality $d < m$, NPE constructs a neighborhood-preserving mapping $P$ to map the high-dimensional observation $x_i$ to a low dimensional vector $y_i$, where $y_i$ represents global internal coordinates on the manifold. So in the low dimensional space, Eq. (1) becomes

$$e(w) = \sum_{i} |y_i - \sum_{j=1}^{k} w_j y_j|^2 = \sum_{i} \|P^T x_i - \sum_{j=1}^{k} w_j P^T x_j\|^2$$  \hspace{1cm} (2)

where $y_i = P^T x_i$, $(i = 1, 2, ..., n)$. Once neighbors are chosen, the optimal weights $w_j$ and the neighborhood-preserving mapping $P$ are computed by standard linear algorithm.

2.2. The sparse representation-based classifier

The sparse representation-based classifier (SRC), which adaptively chooses the minimal number of training samples to represent each test sample, can be considered as a generalization of nearest neighbor (NN) [28] and nearest subspace (NS) [29]. Suppose that there are $c$ known pattern classes and $A_i = [x_{i1}, x_{i2}, ..., x_{in}] \in \mathbb{R}^{m \times n}$, $(i = 1, 2, ..., c)$ is the data matrix formed by $i$-th class samples, any new (test) sample $z \in \mathbb{R}^m$ from $i$-th class will be approximately represented as a sparse linear combination of $i$-th class samples as follows:

$$z = a_1 x_{1j} + a_2 x_{2j} + ... + a_n x_{nj}$$  \hspace{1cm} (3)

where $a_j \in \mathbb{R}, (j = 1, 2, ..., n_i)$. Let us define a new matrix $A$ for the entire training samples

$$A = [A_1, A_2, ..., A_c] = [x_{11}, x_{12}, ..., x_{1m}, x_{11}, x_{12}, ..., x_{1m}, ..., x_{c1}, x_{c2}, ..., x_{cm}] \in \mathbb{R}^{m \times n}$$  \hspace{1cm} (4)

where $\sum_{i=1}^{c} n_i = n$. Any new (test) sample $y$ can be represented as a sparse linear combination of all training samples as

$$y = Ax \in \mathbb{R}^m$$  \hspace{1cm} (5)

where $a = [a_{11}, a_{12}, ..., a_{1n_1}, ... , a_{11}, a_{12}, ..., a_{1n_1}, ... , a_{c1}, a_{c2}, ..., a_{cm}]^T \in \mathbb{R}^l$ is a coefficient vector. This system of linear equation is underdetermined if $m < n$, so its solution is not unique, the sparsest solution can be sought by solving the following optimization problem:

$$(L_0) \quad a^* = \arg \min \|a\|_0, \quad \text{s.t.} \quad Ax = y$$  \hspace{1cm} (6)
where \(\|a\|_0\) denotes the L0-norm which counts the number of nonzero entries in a vector. Recent research efforts reveal that if the solution \(a^*\) is sparse enough, the solution of the L0-minimization problem of Eq. (6) is approximated to the solution of the following L1-minimization problem [30–32]:

\[
(L_1) \quad a^* = \arg \min \|a\|_1, \quad \text{s.t.} \quad Ax = y.
\]

(7)

This problem can be solved by standard linear programming method [31]. For each class \(i\), let \(\delta_i(a^*)\) be a vector whose only nonzero entries are the entries in \(a^*\) that are associated with \(i\)-th class. Using only the coefficients associated with \(i\)-th class, one can reconstruct the given test sample \(y\) as \(\hat{y}_i = \delta_i(a^*)\). The SRC decision rule is assigning it to the object class that minimizes the residual between \(y\) and \(\hat{y}_i\), i.e.

\[
\min \ r_i(y) = \|y - \delta_i(a^*)\|_2^2.
\]

(8)

### 2.3. Dictionary selection

In this section, we review the k-SVD algorithm designed over-complete dictionaries for sparse representation [27]. The k-SVD algorithm finds the best dictionary \(D = [d_1, d_2, \ldots, d_k]\) to represent the data samples \([x_i]_{i=1}^n\) as sparse composition by two stages.

Firstly, sparse coding stage: use any pursuit algorithm to compute the representation coefficient vector \(a^*\) for each sample \(x_i\) by approximating the solution of the following optimization problem:

\[
\min \ \|x_i - Da^*_i\|_2^2 \quad \text{s.t.} \quad \|a^*_i\|_0 \leq T_o \quad (i = 1, 2, \ldots, n).
\]

(9)

Secondly, codebook update stage: for each column \(k = 1, 2, \ldots, k\) in \(D^{(l-1)}\), update it by the following steps:

**Step 1:** Define the group of samples that use this atom \(w_k = \{i \mid 1 \leq i \leq n, a^*_i(i) \neq 0\}\), where \(a^*_i\) is the coefficients that corresponding to the atom \(d_k\) in the dictionary.

**Step 2:** Compute the overall representation error matrix \(E_k\) by \(E_k = Y - \sum_{j=1}^r a^*_j d_j\).

**Step 3:** Restrict \(E_k\) by choosing only the columns corresponding to those elements that initially used \(d_k\) in their representation, and obtain \(E_k^p\).

**Step 4:** Apply SVD decomposition \(E_k^p = U A V^T\), and choose the updated dictionary column \(\hat{d}_k\) to be the first column of \(U\), update the coefficient vector \(a^*_k\) to be the first column of \(V\) multiplied by \(A(1, 1)\). For details, see [27].

### 3. The novel supervised feature extraction and classification fusion algorithm

In this section, we introduce the basic ideas of FECFA for feature extraction and classification. Specifically, an optimal dictionary is learned from the training data set to represent the test data; then a sparse preserving embedding map and sparse coefficients are optimized alternately. From the sparse preserving embedding map and sparse coefficients, we can reduce the dimensionality of the test data and classify it simultaneously. Furthermore, we generalize FECFA to the incremental test data set.

**3.1. The novel supervised feature extraction and classification fusion algorithm for fixed test data**

In this section, we will incorporate the class information to construct a fusion algorithm for feature extraction and classification. Suppose there are \(c\) known pattern classes and \(X_i = [x_{i1}, x_{i2}, \ldots, x_{in}] \in \mathbb{R}^{p \times n}, (i = 1, 2, \ldots, c)\) is the \(i\)-th class training samples matrix. Let us define a matrix \(X = [X_1, X_2, \ldots, X_c] \in \mathbb{R}^{m \times n}\), where \(n = \sum_{c}^n\). The matrix \(X\) is obviously composed of entire training samples. A test data \(y \in \mathbb{R}^n\) can be well approximated by the linear combination of the training data, i.e.

\[
y = \sum_{i=1}^c \sum_{j=1}^n a_{ij} x_{ij} + e = Xa + e
\]

(10)

where \(e\) is the data noise, \(a = [a_{11}, a_{12}, \ldots, a_{1n}, \ldots, a_{c1}, a_{c2}, \ldots, a_{cn}]^T \in \mathbb{R}^c\) is the linear combination coefficients vector. Intuitively, if \(y\) from \(i\)-th class, \(y\) will be approximately represented by \(i\)-th class samples. Let \(\delta_i(a)\) be the representation coefficients vector with respect to \(i\)-th class, then the prototype of \(i\)-th class with respect to \(y\) is \(\hat{y}_i = \delta_i(a)\) and the residual between \(y\) and \(\hat{y}_i\) is minimized. Meanwhile, the prototype of \(j\)-th class \((j \neq i)\) is \(\hat{y}_j = \delta_j(a), (j \neq i)\), where \(\delta_j(a)\) is the representation coefficients vector with respect to \(j\)-th class, and the residual between \(y\) and \(\hat{y}_j\) is larger than that between \(y\) and \(\hat{y}_i\). To make SRC achieve good performance, we expect the within class residual minimized, while the sum of the between class residual maximized, simultaneously. Therefore the optimization problem is formed

\[
\min \ \|y - \delta_i(a)\|_2^2 - \sum_{j=1}^c \|y - \delta_j(a)\|_2^2 + \lambda \|a\|_1.
\]

(11)

Let \(\delta_i(a)\) be the representation coefficients vector with respect to non-\(i\)-th class, i.e. its only nonzero entries are the entries in \(a\) that are associated with \(j\)-th class \((j \neq i)\), Eq. (11) can be converted into

\[
\min \ \|y - \delta_i(a)\|_2^2 - \|y - \delta_j(a)\|_2^2 + \lambda \|a\|_1.
\]

(12)

However, the original training samples set \(X\) has much redundancy as well as noise and trivial information that can be negative to the recognition. In addition, if the training samples are huge, the algorithm will be time consuming, so an optimal dictionary is needed for sparse representation. Therefore, we use k-SVD to adaptively learn a dictionary \(D \subset X\) from the following cases:

1. Shared dictionary – learning a single dictionary \(D = [d_1, d_2, \ldots, d_k]\) \(\subset X\) from the training data, when the training data is not abundant.
2. Concatenated dictionaries – learning \(D = [d_1, d_2, \ldots, d_k] \subset X\) for \(i\)-th class samples, and concatenating \(D_i, (i = 1, 2, \ldots, c)\) as a single dictionary \(D = [D_1, D_2, \ldots, D_c] \subset X\), when the training data is abundant.

Based on the learned optimal dictionary, Eq. (12) becomes

\[
\min \ \|y - D\theta\|_2^2 - \|y - D\tilde{\theta}\|_2^2 + \lambda \|\theta\|_1.
\]

(13)

where \(\theta = [\theta_1, \theta_2, \ldots, \theta_c]^T\) is the linear combination coefficients vector with the learned dictionary \(D\), \(\delta_i(\theta)(k = i, j)\) is the representation coefficients vector with respect to \(k\)-th class. Furthermore, in order to obtain the sparse representation coefficients vector \(\delta\), a sparse preserving embedding map \(W = [w_1, w_2, \ldots, w_d] \in \mathbb{R}^{d \times d}\) needs to be learned to reduce the dimensionality of \(y\), resulting in the following optimization problem:

\[
\min_{W, \theta} \quad \|W^T y - W^T D\delta(\theta)\|_2^2 - \|W^T y - W^T D\tilde{\delta}(\theta)\|_2^2 + \lambda \|\theta\|_1
\]

s.t. \(w_k^T w_k = 1, \quad k = 1, 2, \ldots, d\)

(14)

For a given test set \(U = [y_1, y_2, \ldots, y_l]\), the sparse preserving embedding map and the sparse reconstruction coefficients can be obtained by solving the following optimization problem:

\[
\min_{W, \lambda} \quad \|W^T U - W^T D\lambda\|_2^2 - \|W^T U - W^T DT\|_2^2 + \lambda \|\lambda\|_1
\]

s.t. \(W^T W = I\)

(15)
samples, $\mathbf{X} = [\mathbf{\tilde{f}}_1(\mathbf{d}_1), \mathbf{\tilde{f}}_2(\mathbf{d}_2), \ldots, \mathbf{\tilde{f}}_i(\mathbf{d}_i)]$ is the linear combination coefficients matrix corresponding the non-minimum reconstruct error class, $i \in \mathbb{R}^{d-d}$ is an identity matrix. Eq. (15) is not convex in $W$ and $\Lambda$ simultaneously, but it is convex in one once the other fixed. Therefore, Eq. (15) can be done in an alternative coordinate descent fashion between $W$ and $\Lambda$, which guarantees to converge to a local minimum. Next, we will discuss the algorithm derivation. Firstly, when $\Lambda$ is fixed, Eq. (15) is equivalent to
\[
\min_{W} \| W^T U - W^T D \mathbf{\tilde{A}} \|_F^2 - \| W^T U - W^T D \mathbf{\tilde{A}} \|_F^2
\]
s.t. $W^T W = I$.  
(16)
The above problem can be further written as
\[
\min_{W} \text{tr}[W^T U (U - D \mathbf{\tilde{A}})^T W] - \text{tr}[W^T (U - D \mathbf{\tilde{A}})^T Y]
\]
s.t. $W^T W = I$.  
(17)
Let $S_W = (U - D \mathbf{\tilde{A}})^T W$ and $S_B = (U - D \mathbf{\tilde{A}})^T Y$, the problem can be converted into
\[
\min_{W} \text{tr}(W^T(S_W - S_B)W)
\]
s.t. $W^T W = I$.  
(18)
The above formula is equivalent to
\[
\min_{W_k} \sum_{k}^d w_k^T (S_W - S_B) w_k
\]
s.t. $w_k^T w_k = 1, \quad k = 1, 2, \ldots, d$.  
(19)
To solve the above optimization problem, a Lagrangian function may be introduced
\[
L(W_k, \mu_k) = \sum_{k}^d [w_k^T (S_W - S_B) w_k] - \mu_k(w_k^T w_k - 1)
\]
with multipliers $\mu_k$. The Lagrangian $L(W_k, \mu_k)$ has to be minimized with respect to $w_k$ and $\mu_k$. Taking the derivatives of $L(W_k, \mu_k)$ with respect to $w_k$, we obtain
\[
\frac{\partial L(W_k, \mu_k)}{\partial w_k} = [S_W - S_B] - \mu_k I w_k.
\]
(20)
Let the derivative be zero, and we have
\[
(S_W - S_B) w_k = \mu_k w_k, \quad k = 1, 2, \ldots, d,
\]
which means that $\mu_k$'s are the eigenvalues of $S_W - S_B$ and $w_k$'s are the corresponding eigenvectors. Therefore, the sparse preserving embedding map $W$ is composed by the $d$'s eigenvectors corresponding the $d$'s least eigenvalues.

Secondly, when $W$ is fixed, Eq. (15) with respect to $\Lambda$ can be decomposed into $l$ independent $l_1$-norm regularized regression problem:
\[
\min_{\Lambda(t)} \| W^T U(:, t) - W^T D \mathbf{\tilde{A}}(:, t) \|_F^2
\]
\[
- \| W^T U(:, t) - W^T D \mathbf{\tilde{A}}(:, t) \|_F^2 + \lambda \| \Lambda(:, t) \|_1.
\]
(23)
The above model can be efficiently solved by the Lasso algorithm [32], and $U(:, t)$ can be classified with $\Lambda(:, t)$ based on the SRC decision rule, the main procedures are summarized in Algorithm 1.

From the sparse preserving embedding map and the corresponding coefficients, we can reduce the dimensionality of the high-dimensional data and classify it simultaneously. In contrast to the state-of-the-art sparse represent methods, we use k-SVD to adaptively learn an optimal dictionary, which bates the redundancy as well as noise and trivial information of the original training data. Furthermore, in order to obtain the sparse coefficients, a sparse preserving embedding map is integrated into the classification fusion algorithm instead of pre-reducing the dimensionality of data by PCA independently. In construct to the classic dimensionality reduced methods, the sparse preserving embedding map is learned from the test and training data set, rather than from the training data set only. Therefore the proposed method takes into account the prior knowledge of the test data.

Algorithm 1. Dict-based FECFA.

Step 1: Learn dictionary $D(i = 1, 2, \ldots, c)$ from the $i$-th class training data by using $k$-SVD;

Step 2: Obtain the minimal norm least square solution of $\| y_i - D \mathbf{\tilde{d}}_i \|_2^2 < \epsilon$ as the initial $\mathbf{\tilde{d}}_i(i = 1, 2, \ldots, l)$, where $D = [D_1, D_2, \ldots, D_c]$ is concatenate matrix;

Step 3: From the initial $\mathbf{\tilde{d}}_i$ and $D(i = 1, 2, \ldots, c)$, compute the reconstruct error and seek $\delta_i(\mathbf{\tilde{d}}_i)$ and $\mathbf{\tilde{f}}_i(\mathbf{\tilde{d}}_i)(i = 1, 2, \ldots, l)$;

Step 4: From the selected dictionary $D$ and the initial $\lambda_{0}$ and $\mathbf{\tilde{A}}$, seek the sparse preserving embedding projection by solving the optimization problem Eq. (18), and reduce the dimensionality of the test and training data by the sparse preserving embedding projection;

Step 5: Fixed $j_k = \| W^T U - W^T D \mathbf{\tilde{A}} \|_2^2 - \| W^T U - W^T D \mathbf{\tilde{A}} \|_2^2$, implement alternate iteration method to the optimization problem Eq. (15), until $|y_k - j_k - 1| < \epsilon$, and seek the optimal solution $\lambda$ and classify $U(:, t)$ with $\Lambda(:, t)$ based on the SRC decision rule.

3.2. Incremental learning for the test data

In Section 3.1, we deduce FECFA when the test data is fixed. In the real application, the test data usually becomes available gradually. This fact requires FECFA to have the capability to learn the test data incrementally. For a fix test set $U = [y_1, y_2, \ldots, y_l]$, the sparse preserving embedding map $W \in \mathbb{R}^{d \times d}$ and the sparse reconstruct coefficient matrix $\Lambda$ can be sought by Eq. (15). Similarly, for the new incremental test data $U_{new} = [y_{l+1}, y_{l+2}, \ldots, y_{l+m}]$, the new sparse preserving embedding map $W_{new} \in \mathbb{R}^{d \times d}$ and the sparse reconstruct coefficients matrix $\Lambda_{new}$ can be computed by the following optimization problem:
\[
\min_{W_{new}, \Lambda_{new}} \| W_{new}^T U_{new} - W_{new}^T D \mathbf{\tilde{A}}_{new} \|_2^2
\]
\[
- \| W_{new}^T U_{new} - W_{new}^T D \mathbf{\tilde{A}}_{new} \|_2^2 + \lambda \| \Lambda_{new} \|_1
\]
s.t. $W_{new}^T W_{new} = I$  
(24)
where $D$ is the same as in Eq. (16), which is learned from the training data set. Similarly, the sparse preserving embedding map $W_{new}$ and the sparse reconstruct coefficients matrix $\Lambda_{new}$ can be sought by Algorithm 1.

4. Experiments

In this section, we systematically apply FECFA on two land cover databases. The first land cover database created in 2012 by the Nanjing University of Science and Technology (NJUST), which is composed of 6 classes of land cover (such as dirt roads, sandy roads, tree, vegetation (green), water and vegetation (yellow)), contains 12,000 cropped images with 16 x 16 pixels derived from six different road condition video files. The second land cover database derived from the Outex Texture Database, which is composed of 5 classes of land cover (such as tree, bushes, grass, roads and buildings) and sky, contains 10,000 cropped images with 64 x 64 pixels derived from 48 natural scene pictures. Some images of the two databases can be found in Fig. 1. In our experiments, we illustrate the effect of dictionary selection and compare FECFA with classification and feature extraction methods. All the results are performed on Pentium 2.52 GH with 2 G RAM.
and programmed in the MATLAB language (version R2011b), the mean positive recognition rate and standard deviation stand are used for performance measure after 5-fold cross validation.

4.1. The effect of dictionary selection

In this section, we illustrate the effect of dictionary selection from two cases. When every class training data is abundant, a dictionary is learned from every class samples to concatenate as a needed dictionary; when the training data is not abundant, a shared dictionary is learned from the training data. For NJUST databases, the different size of dictionary is selected from every class samples to test the effect of dictionary in the k-SVD dictionary learning. Specifically, every class samples are randomly split to the train set and test set with the ratio 4:1, and the different size of sub-dictionary is selected from every class samples to concatenate the whole dictionary to represent the test samples. Then, FECFA is applied to reduce the dimensionality and classification based on the learned dictionary simultaneously. The main results of the first land cover databases can be found in Table 1.

However, the different size of dictionary cannot be obtained from every class samples when the corresponding class samples is not abundant. Thus the dictionary should be learned from all class samples. Next, we will use the Outex Texture Database to discuss the effect of the dictionary size from all class samples. When all samples are selected as dictionary, the mean positive recognition rate does not reach the maximum, so the learned dictionary may bate the redundancy as well as noise and trivial information of the original training data to some extent.

4.2. Comparison with classifiers

In this section, we compare FECFA with random forest (RF), support vector machine (SVM), and SRC on three subsets of the Outex Texture Databases. Specifically, every class samples are randomly split to the train set and test set with the ratio 4:1, and then we apply FECFA to reduce the dimensionality and classification based on the learned optimal dictionary. In our experiments, we set 50, 60 and 70 nodes in RF and the linear kernel and polynomial kernel in SVM. The main results can be found in Table 3.

According to Table 3, we have the following conclusion: (1) For all subset, the dimensionality of the original data can be obviously reduced by FECFA, thus storage space can be saved to a great extent. (2) For the mean positive recognition rate, FECFA is slightly larger than others classifier with respect to color feature except for 5 class; for the LBP texture feature, FECFA is significantly superior to SVM and slightly better than SRC for 4 class and 3 class data subset, but weaker than RF for 4 class and 3 class data subset. (3) For the standard deviation, FECFA is significantly superior to RF, SVM and SRC with respect to color feature and as similar as RF, SVM and SRC for the LBP texture feature. In a word, FECFA is similar to SRC and RF and is obviously superior to SVM.

4.3. Comparison with feature extraction

In this section, FECFA is compared with feature extraction algorithms. For LPP and LDA, the feature extraction algorithms are firstly applied to reduce the dimensionality of the test data, and then SRC is used to classify it. While FECFA is directly applied to reduce the dimensionality of the test data and classify it simultaneously. The main results can be found in Fig. 2.

According to Fig. 2, we can find that the mean positive recognition rate of FECFA is significantly larger than that of LPP+SRC and LDA+SRC for the two databases under different dimensionality except for the dimensionality of the Outex texture databases is 31.

5. Conclusion

In this paper, we present a novel supervised feature extraction and classification fusion algorithm based on dictionary selection. According to Section 4.1, we know that the size of dictionary affects the positive recognition rate of the proposed fusion algorithm and the learned dictionary may bate the redundancy as well as noise and trivial information. According to Section 4.2, for the all cropped images databases, the dimensionality of the original data can be reduced by the proposed fusion algorithm obviously; and the proposed fusion algorithm is superior to RF, SVM and SRC.
According to Section 4.3, we know that the proposed fusion algorithm is superior to LPP and LDA under different dimensionality. Therefore the presented fusion algorithm can fuse feature extraction and classification excellently. In order to test its generalization and stability, we will apply the fusion algorithm to microarray gene expression data, information retrieval, web document classification and etc, and kernelize the fusion algorithm for nonlinear data set.
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