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Abstract: Word Sense Disambiguation (WSD) is the task of computational assignment of correct sense of a polysemous word in a given context. This paper compares three WSD algorithms for Hindi WSD based on corpus statistics. The first algorithm, called corpus-based Lesk, uses sense definitions and a sense tagged training corpus to learn weights of Content Words (CWs). These weights are used in the disambiguation process to assign a score to each sense. We experimented with four metrics for computing weight of matching words Term Frequency (TF), Inverse Document Frequency (IDF), Term Frequency-Inverse Document frequency (TF-IDF) and CW in a fixed window size. The second algorithm uses conditional probability of words and phrases co-occurring with each sense of an ambiguous word in disambiguation. The third algorithm is based on the classification information model. The first method yields an overall maximum precision of 85.87% using TF-IDF weighting scheme. The WSD algorithm using word co-occurrence statistics results in an average precision of 68.73%. The WSD algorithm using classification information model results in an average precision of 76.34%. All the three algorithms perform significantly better than direct overlap method in which case we achieve an average precision of 47.87%.
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1. Introduction

Natural languages contain words bearing multiple meaning and Hindi is not an exception. Human beings can easily arrive at the correct sense (meaning) of a word using the context in which it is used. However, the dependency between meaning and context is not well understood and hence computational representation of context is difficult. This makes automatic identification of correct sense of a word in a given context a difficult task. This task is referred to as Word Sense Disambiguation (WSD) and is a central research topic in Natural Language Processing (NLP). WSD is characterized as an intermediate task in many NLP applications and is essential in applications requiring broad coverage language understanding, e.g., machine translation, text summarization, question answering, etc.

As mentioned earlier, identifying correct sense of a word requires consideration of the context. In NLP, definition of context is closely related to specific task, domain and application. Most of the WSD techniques consider context as the text surrounding an ambiguous word, usually in a fixed size window keeping ambiguous word in the middle. This context is utilized in a variety of ways. The simplest is to consider the number of matching words between dictionary definition of words appearing in a test instance and the dictionary definitions of various senses of the word being disambiguated. However, this direct overlap method could recognize similarity only when an exact match occurs. One way to overcome this limitation is to extend the context being matched so, as to increase the chances of matching words. If a sense tagged corpus is available this can be done by considering training instances of various senses as extended sense definitions. Other ways include extension of matching context with the help of semantic relations like synonym, hypernym, etc., combining local context with semantic similarity [12], utilizing statistical information gathered over some corpus, etc. The availability of sense tagged corpora has contributed a lot to the recent advances in WSD. Most accurate WSD systems use some supervised learning algorithm to learn contextual rules or classification models automatically from sense-annotated examples. Several supervised approaches including Naïve Bayes [11], k-NN [17] and Support Vector Machine (SVM) classifiers [15] have shown high accuracy in WSD. The majority of work on WSD is focused on English and other European languages and standard test corpora are available for these languages. The lack of such standards put a major hindrance on WSD research for Hindi and other Indian languages.

In this paper, we propose three WSD algorithms for Hindi which use statistical features extracted from a sense tagged corpus for disambiguation. The first algorithm is an extension of basic Lesk algorithm. It considers sense tagged training corpus as additional information source and uses it along with dictionary definition of senses for disambiguation. Instead of measuring overlap in terms of matching words, we
make use of Term Frequency-Inverse Document Frequency (TF-IDF) weighting schemes commonly used in information retrieval for computing weights of matching Content Words (CWs). The hypothesis is that the chances of a word occurring in context of a particular sense will be high as compared to other senses. For example the target word सोना (sona) has 2 senses: Sleep and gold. The chances of occurrence of the word चांदी (chandi/silver) in the context of सोना (gold) sense is high as compared to सोना in sleep sense. The high frequency value in a particular sense will improve the chances of correct disambiguation. The second algorithm uses conditional probability of co-occurring words and phrases collected over a sense tagged training corpus for disambiguation. The underlying assumption is that words and phrases co-occurring with a particular sense of an ambiguous word are good indicators of its sense and hence the co-occurrence information is expected to contribute positively in sense identification. The third algorithm is based on the classification information model. It uses the classification information of surrounding words of target polysemous word for performing sense identification.

The rest of the paper is organized as follows: Related work is reviewed in section 2. Section 3 discusses WSD Algorithms used in this work. The details of the data set and experiments conducted are provided in section 4. Section 5 provides results and discussion and finally conclusions are drawn in section 6.

2. Related Works

There are two broad categories of existing WSD techniques: Knowledge-based and corpus-based. Knowledge based approaches rely on the availability of lexicon, thesaurus or dictionary for performing disambiguation. Corpus-based approaches use sense tagged corpus (supervised) or raw corpus (unsupervised) for performing disambiguation.

Lesk [16] was one of the pioneer works in knowledge-based WSD. He performed contextual overlapping between sense definitions of words occurring in neighbourhood of ambiguous word and dictionary definitions of each sense for disambiguation. The sense maximizing the score was selected as the winner sense. Following Lesk several variants of Lesk have been proposed [1, 2, 3, 24]. Banerjee and Pederson [2] proposed adapted Lesk algorithm which uses WordNet as dictionary. They explored and used various semantic relations such as hypernym, hyponym, meronym, tryponym and attribute of each word glosses in disambiguation. In another work Banerjee and Pederson [3] proposed a new measure of semantic relatedness between concepts. This measure was based on the number of overlaps in glosses. They included the glosses of other concepts to which a concept is related in the WordNet concept hierarchy. Vasilescu et al. [24] performed comparative evaluation of variants of Lesk’s algorithm. They found performance of simplified lesk algorithm better than the original Lesk’s algorithm.

Baldwin et al. [1] proposed a new method of MRD-based WSD using definition expansion via ontology. Their work was build on the work of Lesk [16] and Banerjee and Pederson [3]. They experimented with character- and word-based tokenization, definition extension being based on the words in original definition sentences. They also experimented with a range of lexical relations including both sense-sensitive and sense-insensitive expansion. Evaluation was done on two Japanese datasets: example sentences from the Hinoki Sensebank and a retagged version of the Senseval-2 Japanese dictionary task. Kavitha [6] proposed three semantic similarity measures for measuring similarity between words and sentences. The first method was based on association rule mining for computing similarity. The second method utilized SVM classifier and integrated page counts and snippets returned by web search engine for computing similarity. The third method was based on Sequential Clustering algorithm.

Sinha et al. [21] used an extension of Lesk based approach for Hindi WSD. They performed contextual overlapping between sentential context and extended sense definitions. Extended sense definitions included words extracted from synonyms, glosses, example sentences, hypernyms, glosses of hypernyms, example sentences of hypernyms, hyponyms, glosses of hypernyms, example sentences of hypernyms, meronyms, glosses of meronyms, example sentences of meronyms. Context bag was created by extracting words in the neighbourhood of target word. Winner sense was assigned to one which maximized the overlap. Singh and Siddiqui [19] evaluated the effect of stemming, stop word removal and context window size for Hindi WSD in a Lesk like setting. They reported improvement of 9.24% in precision after stemming and stop word removal over the baseline. Singh et al. [20] adapted and evaluated Leacock Chodorow semantic relatedness measure for Hindi WSD. Leacock Chodorow measure uses Hindi WordNet hierarchy to learn semantics of words and is based on the length of noun concepts in an is-a hierarchy. Evaluation was done on 20 Hindi polysemous nouns and they achieved an accuracy of 60.65% using this measure. Khapra et al. [7] studied domain specific WSD for nouns, adjectives and adverbs for English, Hindi and Marathi. They used dominant senses of words in specific domains for performing disambiguation. An accuracy of 65% on F1-score was reported for all the three languages. Khapra et al. [9] projected WordNet and corpus parameters in a multilingual setting involving Hindi, Marathi, Bengali and Tamil. Their method was based on a novel synset based multilingual dictionary and the observation that within a domain the distribution of senses remains more or less invariant across languages. They projected parameters from Hindi to other three languages using two different WSD algorithms. Evaluation was performed on tourism and health domains and they achieved F1-score of 75% for
three languages. Khapra et al. [8] performed bilingual bootstrapping between two resource deprived languages, both having a small amount of seed annotated data and a large amount of untagged data. They trained a model using the seed annotated data of one language to annotate the untagged data of another language and vice versa using parameter projection. They evaluated bilingual bootstrapping algorithm on two different domains with small seed sizes using Hindi and Marathi as the language pair.

In SENSEVAL, held in 1998 for English language WSD task, corpus based Lesk was used as baseline [10]. Inverse Document Frequency (IDF) was used for computing the weights of matching words in dictionary definitions and training corpus.

In this work, we use TF-IDF weighting scheme for Hindi WSD task which is widely used in information retrieval. Earlier evidences of using word co-occurrence statistics in WSD research include [22, 23, 25]. Yang et al. [25] introduced a WSD method based on sememe co-occurrence frequency. They used Hownet as information source and a database of co-occurrence frequency of sememes was used in performing WSD. Turney [23] described the National Research Council WSD system. The system was supervised and used weka machine learning software and Brill’s rule-based part-of-speech tagger. They represented headwords as feature vectors, which were supervised and uses weka machine learning software for training corpus. The system was based on the Shannon’s information theory. They achieved an accuracy of 84.6% for the Korean dataset (as compared to Monday, on Tuesday in Udaipur bullion market, the price of gold per ten grams dropped by Rupees two hundred and the price of silver dropped by Rupees five hundred per kilogram.)

The work on WSD based on information theory is reported in [13, 14]. Lee et al. [13] used the classification information of surrounding words of target polysemous word for predicting the correct sense of target word. Their classification information model was based on the Shannon’s information theory. They achieved an accuracy of 84.6% for the Korean dataset and 80.0% for the English dataset. Lee et al. [14] used a classification information model for performing disambiguation. They extracted classification information from training instances and used weighted sum of whole individual decisions derived from features contained in the instance for performing sense disambiguation. In this work we use classification information model for Hindi WSD.

3. Algorithmic Formulation

3.1. Corpus Based Lesk Algorithm

Corpus based Lesk algorithm is a supervised WSD algorithm that uses sense definitions and sense tagged training corpus for performing disambiguation. Sense definitions and sense tagged training corpus is used for computing weights of matching CWs in context of target word. The context of target word is taken as a list of words which appears in $a+n$ window size, with the target word in the middle. For a window size of $n$, context vector size is $2n+1$. Firstly, stop words are removed from sense definitions, sense tagged training corpus and test corpus. A context vector is formed from the test corpus with the target word in the middle. The target word in the context vector is dropped and duplicates are removed.

A sample test instance for target word सोना (sona) is shown is Figure 1:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sample_test_instance.png}
\caption{A sample test instance for target word सोना (sona).}
\end{figure}

The context vector for target word सोना (sona) for window size 5 after dropping target word and removing duplicates is:

[सोनादारा, तुलना, मंगलवार, उदयपुर, सरीफ, प्रति, दस, ग्राम, भाव, सोना]

The words in this context vector are searched in sense definitions and sense tagged training corpus. If a match is found the weight of the word is computed. In this work extended sense definitions are used which comprise of synsets, glosses and example sentence of target polysemous word. The extended sense definition is treated as an instance for computing weight. Using the sum of weights of matching CWs in context vector a score is assigned to each sense. The sense having maximum weight is the winner sense.

We experimented with 4 different weighting schemes:

- **Term Frequency (TF)** of a word is simply the number of occurrences of a word in a document. TF is normalized by dividing it by the maximum frequency of word in that document. Normalized TF is computed across a single document (comprising of sense definition and sense tagged training corpus for a particular sense).

\[
TF_{(t,a)} = \frac{TFt}{TF_{\text{max}}(a)}
\]

- **IDF** of a word $t$ is defined as log of the ratio of the total number of documents and the number of documents containing the word $t$. For obtaining IDF, all the sense definitions and sense tagged training corpus for all the senses of a target word are merged and IDF is computed across it.

\[
\text{IDF}_t = \log(N/N_t)
\]

- **TF-IDF** is simply the product of TF and IDF of a word.
\[ TF-IDF = TF_{i,j} \times IDF_i \]

- CW in a fixed window size: The CW in a fixed window size is computed as the ratio of total number of instances containing the word in a window to total number of instances. The window size is same as the size of context vector.

The steps in corpus based lesk algorithm are summarized below:

1. Remove stop words from sense definitions, sense tagged training corpus and test corpus.
2. For each sense \( s \) of a polysemous word.
3. score(s) \( \leftarrow 0 \)
4. Identify set of unique words \( W \) in surrounding context window of test instances.
5. For each word \( w \) in \( W \).
   - For each sense \( s \)
     - If \( w \) occurs in the sense definitions or sense tagged training corpus of \( s \).
     - score(s) \( \leftarrow \) score(s) + score(w)
6. Choose sense with maximum score(s).

### 3.2. WSD Algorithm Using Word Co-Occurrence

This algorithm attempts to disambiguate a word on the basis of co-occurrence words and phrases. The co-occurrence statistics is collected over a sense tagged training corpus. We have used a fixed size window surrounding an ambiguous word for extracting co-occurrence words and phrases. In this work, we take two words to the right and two words to the left of an ambiguous word \( w \). For each word appearing in a \( w \) window of \( w \), we keep a count of number of times the word appears with each senses of \( w \). For example, for the target word सोना (sona) in the context as shown in Figure 1.

The words adjacent to सोना (sona) are सरीफा, मै, प्रति, दस, these constitute the co-occurrence words. Similarly, we extract co-occuring phrases in the window. For extracting phrases we remove the target word from the window and extract consecutive pair of adjacent words as phrases. In addition, we consider one more phrase consisting of all the words as co-occurring phrases. For example, if a word appears in the phrase “a b w c d” then the strings ab, bc, cd and abcd are referred to as co-occurring phrases.

For the example in Figure 1, relevant phrases are सरीफा मै, मै प्रति, प्रति दस and सरीफा मै प्रति दस.

For each of these phrases, the co-occurrence frequency with each sense of \( w \) is computed. The co-occurrence count is then converted into conditional probability as follows:

\[ P(c_i) = n_i / \sum_{j=1}^{n} n_j \]

Here, \( n_i \) is number of times co-occurring word (or phrase) \( c \) has appeared with \( i^{th} \) sense of \( w \). \( n \) is the number of possible senses of word \( w \).

During disambiguation stage, words and phrases occurring in the test instances are extracted. The test vector is matched with the co-occurring words and phrases of each sense of the target word \( w \). A score is assigned to each sense by adding conditional probabilities of matching words and phrases. The sense which maximizes the score is assumed to be the winner sense.

### 3.3. WSD Algorithm Using Classification Information Model

Classification information model is based on the Shannon’s information theory. This model classifies the input instance by the binary features representing the instance. It uses the classification information of surrounding words for performing disambiguation. The classification information of surrounding word consists of Most Probable Class (MPC) and Discrimination Score (DS). The MPC of a word represents the most closely related sense of the target word. The DS represents the degree of correlation between the surrounding word and most probable class.

Shannon used the concept of entropy for measuring the uncertainty in a message. The entropy becomes the average information value for a given message. The entropy \( H \), average information value of \( n \) messages is computed as given in Equation 1:

\[ H = -\sum_{j=1}^{n} p_j \times \log_2 p_j \tag{1} \]

Where \( p_j \) is the occurrence probability of the message. According to this theory, the surrounding words of the target word can decrease the uncertainty of the target word. Surrounding words having more discriminating ability are ones which can decrease much uncertainty.

The noise produced by a surrounding word \( x_k \) can be computed using Equation 2 as:

\[ \text{noise}_i = -\sum_{j=1}^{n} \text{nor}(p(x_k|\text{sense}_j)) \times \log_2 \text{nor}(p(x_k|\text{sense}_j)) \tag{2} \]

Where \( \text{nor}(p(x_k|\text{sense}_j)) \) is the normalized occurrence probability of surrounding word \( x_k \) in \( i^{th} \) sense of target polysemous word and \( n \) is the number of senses.

The normalized occurrence probability of \( x_k \) in sense \( i \) can be computed as the ratio of probability of \( x_k \) in \( i^{th} \) sense of target word to the sum of probabilities of \( x_k \) across all senses, as given in Equation 3:

\[ \text{nor}(p(x_k|\text{sense}_i)) = p(x_k|\text{sense}_i) / \sum_{j=1}^{n} p(x_k|\text{sense}_j) \tag{3} \]

In this experiment we used normalized occurrence probability because according to Lee et al. [13] it prevents the model from overemphasizing the imbalance of size of training dataset among various senses.

The probability of \( x_k \) in \( i^{th} \) sense of target word can be computed as the ratio of frequency of \( x_k \) in \( i^{th} \) sense of target word to frequency of \( x_k \) across all senses, as given in Equation 4.

\[ p(p(x_k|\text{sense}_i)) = \text{frequency}(x_k|\text{sense}_i) / \text{frequency}(x_k) \tag{4} \]
The words having higher noise has lower discrimination ability. The Discrimination Score (DS) of a word can be measured as an inverse function of noise and is given in Equation 5.

$$DS_k = \log_2 n - noise_k$$  \hspace{1cm} (5)

The normalized MPC of surrounding word $x_k$ can be computed by the Equation 6.

$$MPC_k = \arg\max_i, \text{nor}(p(x_k|\text{sense}_i))$$  \hspace{1cm} (6)

Firstly, we remove the stop words from the training and test instances as stop words provides less classification information in the sense decision. A context vector is formed from the test instances for a window size with the target word in the middle. The target word in the context vector is dropped. In this work, we have used a fixed window size of 4. The context vector consists of four words to the left and four words to the right of target word.

A sample test instance for target word हळ (hal–ploughing instrument) is shown in Figure 2.

Figure 2. A sample test instance for target word हळ (hal–ploughing instrument).

The context vector formed from the above test instance for window size of 4 is shown below:

{दुःसी, सरका, खेत, पर्याला, बैल, पत्नी, जोरकर, खेत}

The sense of the target word can be computed by the summation of DS of all the words in the context vector. The DS of all the words is computed across training instances using Equation 5. The MPC of word is computed across training instances using Equation 6. It is the sense in which the surrounding word has maximum normalized occurrence probability. The sense of the target word for a given context vector can be determined by the Equation 7.

$$MPC(S) = \arg\max_i \sum_{k=1}^{n} DS_k(i)$$  \hspace{1cm} (7)

Where the $DS$ of $x_k$ over sense$_i$, $DS_k(i)$, is defined as:

$$DS_k(i) = DS_k \text{ if } i \text{ is the MPC of } x_k \text{ and otherwise}$$  \hspace{1cm} (8)

The sense which maximizes $MPC$ score as obtained by Equation 7 is assigned the winner sense. The sense decision of the above context vector is depicted in Table 1. The surroundings words, their MPC and $DS$ are computed using Equations 5 and 6. If a surrounding word is not found in the training instances, then the $DS$ of that word is 0.0 and $MPC$ of that word is none.

<table>
<thead>
<tr>
<th>Surrounding Words</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPC$^*_i$</td>
<td>$DS^*_i$</td>
</tr>
<tr>
<td>दुःसी</td>
<td>none</td>
<td>0.0</td>
</tr>
<tr>
<td>करकर</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>खेत</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>पर्याला</td>
<td>none</td>
<td>0.0</td>
</tr>
<tr>
<td>बैल</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>पत्नी</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>जोरकर</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>खेत</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 1. Sense disambiguation using the classification information model.

4. Dataset and Experiments

4.1. Dataset

For evaluation of all the three algorithms, we have developed and used a sense annotated Hindi corpus [18] consisting of 60 polysemous nouns (Table 2). The sense annotated Hindi corpus is available at Indian Language Technology Proliferation and Deployment Centre of Technology Development for Indian Languages (TDIL) portal. Test instances are collected from Hindi Corpus [4] created by Centre for Indian Language Technology (CFILT), Indian Institute of Technology (IIT) Bombay by firing queries derived from sense definitions. Test instances are also collected by performing search using Google and www.khoj.com. These instances are from varying domains including medical, news, stories, science, literature, etc. The sense inventory is derived from Hindi WordNet [5]. Some of the senses having very fine grained sense distinctions are merged. For some of the senses which are not commonly used we could not find instances and hence we dropped them. The sense annotated Hindi corpus comprises a total of 7506 instances. The average number of instances per word is 125.1, average number of instances per sense is 49.70 and average number of senses per word is 2.51. For evaluating all these three algorithms, 70% instances of each sense of every target word have been used as training corpus and 30% as testing corpus. For keeping the test and training corpus incoherent, we have picked top 70% instances of each sense for training purpose and bottom 30% of instances for testing purpose from the whole set of instances of a sense of target word. Performance evaluation is measured in terms of precision and recall metrics. Precision is defined as the ratio of the correctly disambiguated instances and total number of test instances answered for a target word. Recall is defined as the ratio of the correctly disambiguated instances and total number of test instances to be answered for a target word. The translation, transliteration and details of the sense annotated Hindi corpus are given in Table A1 in Appendix.
### 4.2. Experiments

In order to evaluate corpus based Lesk algorithm, we conducted test runs by varying context window size of 5, 7, 10, 12, and 15. The average precision and recall over context window of 5, 7, 10, 12 and 15 is computed. The overall average precision and recall over 60 words is shown in Table 3. For evaluating WSD algorithm using word co-occurrence, test run is conducted on a fixed window size of 2. Precision and recall for 60 words is computed. We obtained an average precision of 68.73% and average recall of 64.41% over all 60 words as shown in Table 4. For evaluating WSD algorithm using classification information model, test run is conducted on a fixed window size of 4. Precision and recall for 60 words is computed. We obtained an average precision of 76.34% and average recall of 71.00% over all 60 words as shown in Table 5. We have also listed the average precision and recall using direct overlap averaged over window size of 5, 10, 15, 20 and 25 of 60 words in Table 6. The direct overlap algorithm used in this paper is adapted from [19]. We remove stop words from sense definitions and test instances and then overlap is computed.

<table>
<thead>
<tr>
<th>Number of Senses</th>
<th>Word</th>
<th>Overall Average Precision</th>
<th>Overall Average Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td>0.8429</td>
<td>0.7603</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3841</td>
<td>0.3293</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5857</td>
<td>0.7954</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8500</td>
<td>0.7891</td>
</tr>
</tbody>
</table>

### 5. Results and Discussion

As shown in Table 3, overall average precision and recall using TF is 84.29% and 78.03%. Overall average precision and recall using IDF is 78.42% and 72.87%. Overall average precision using CW is 85.10% and 78.91%. The maximum overall precision and recall is obtained using TF-IDF which is 85.87% and 79.54%. The overall precision and recall using word co-occurrence probability is 68.73% and 64.41% respectively as shown in Table 4. The overall precision and recall using classification information model is 76.34% and 71.00% as shown in Table 5. The experimental results confirm that all the three algorithms perform significantly better than direct overlap method.

The TF of a word in a particular sense is high as compared to other sense. For example, the target word सोना (sona) has 2 senses: sleep and gold. The TF of चांदी (chandi/silver) (0.2692) is higher for सोना in gold sense as compared to सोना in sleep sense. This is because चांदी has more chances of occurring with सोना in gold sense rather than sleep sense. The TF of मौंद (neend/sleep) (0.4615) is higher for सोना in sleep sense rather than gold sense because मौंद is more likely to occur with सोना in sleep sense. This results in high accuracy of 84.29% when TF is used as a weighting function. IDF of a word is computed across all documents. IDF is low for words that occur more frequently in all documents. These words have less discriminatory power. The words that occur with a low frequency will have higher IDF value. This helps in identifying relevant document to a query in an information retrieval task. We expect this will help in sense discrimination. However, the observed accuracy using IDF alone is less as compared to using TF only. This is because the size of corpus in WSD task is not as large as in information retrieval task. Further, in a short window there is a little chance that for each sense we will be getting rare words that will have large IDF values as compared to other matching words to become dominant contributor to the score of a sense. Hence, we conducted a test run using TF-IDF as a weighting measure. The underlying assumption was that cases where a particular sense has strong but less frequent indicators will help in improving accuracy. Although we observed the maximum accuracy of 85.87% using this measure but the gain was not much as compared to using TF alone. The observed average precision using CWs is 85.10% which is quite close to the best performing case. The observed precision using second method is 68.73%. One of the reasons for poor performance as compared to first method may be the small window size used for collecting co-occurring words and phrases. We obtained a precision of 76.34% using the classification information model. The result is comparable with that obtained on English and Korean dataset. However this model suffers from data sparseness problem and knowledge acquisition bottleneck.

### 6. Conclusions

In this paper, we have evaluated and compared three Hindi WSD algorithms based on corpus statistics.
These algorithms use a sense tagged training corpus to gather the statistics. The corpus based Lesk algorithm is a hybrid of supervised and knowledge based approach. We experimented with different weighting schemes for computing sense score and observed maximum precision of 85.87% using TF-IDF scheme. The WSD algorithm using co-occurrence probability yields a precision of 76.34%. All the three algorithms perform better than direct overlap between test instance and sense definitions. Based on our study we conclude the following:
1. The corpus-based statistics, if available, can be utilized in disambiguation.
2. TF collected over each sense helps significantly in improving the disambiguation performance.
3. If a sense annotated corpus is available, the conditional probability of co-occurring words and phrases can be pre-computed and utilized to advantage even in a limited setting.
4. The classification information model is language independent, easy to model and can exploit various types of clues for disambiguation. Further this model can be adapted for similarity-based approaches.
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### Appendix

Table A1. Translation, transliteration and details of sense annotated hindu corpus.

<table>
<thead>
<tr>
<th>Word</th>
<th>Sense Number</th>
<th>Translation Of Senses In English</th>
<th>Number Of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>अंश (Ansh)</td>
<td>Sense 1: To Praise Someone, Accolade (27)</td>
<td>Sense 2: Skin Disease, Ringworm (51)</td>
<td>2</td>
</tr>
<tr>
<td>अंग (Ang)</td>
<td>Sense 1: Any Part or Organ of Human Body (88)</td>
<td>Sense 2: Component (30)</td>
<td>3</td>
</tr>
<tr>
<td>अंत्य (Anty)</td>
<td>Sense 1: A Sign on Forehead Using Sandalwood (15)</td>
<td>Sense 2: A Place Where Domestic Animals Are Tied (9)</td>
<td>3</td>
</tr>
<tr>
<td>अस्खलन (Askh)</td>
<td>Sense 1: A Ceremony Performed In Indian Marriages (14)</td>
<td>Sense 2: Qualitied, Efficient, Skilled (15)</td>
<td>2</td>
</tr>
<tr>
<td>इजाफा (Izaf)</td>
<td>Sense 1: A King In Indian Mythology Who was Father of Satii and Father In Law Of Lord Shiva (64)</td>
<td>Sense 2: Place Of Indian God Or Goddess (8)</td>
<td>3</td>
</tr>
<tr>
<td>इज्जत (Ijaz)</td>
<td>Sense 1: Roll Of Cloth, Bolt (21)</td>
<td>Sense 2: A Place Where Domestic Animals Are Tied (9)</td>
<td>2</td>
</tr>
<tr>
<td>इंजन (Injan)</td>
<td>Sense 1: Standard Cost, Rate (147)</td>
<td>Sense 2: Door (67)</td>
<td>1</td>
</tr>
<tr>
<td>इतिहास (Itihas)</td>
<td>Sense 1: To Praise Someone, Accolade (27)</td>
<td>Sense 2: Skin Disease, Ringworm (51)</td>
<td>2</td>
</tr>
<tr>
<td>इनाम (Inam)</td>
<td>Sense 1: Cost, Price (61)</td>
<td>Sense 2: Type Of Strategy or Policy (20)</td>
<td>1</td>
</tr>
<tr>
<td>इकान (Ikan)</td>
<td>Sense 1: Money, Wealth (129)</td>
<td>Sense 2: Sign Of Addition In Mathematics in Hindi, + (16)</td>
<td>3</td>
</tr>
<tr>
<td>इलाहाबाद (Ilahabad)</td>
<td>Sense 1: Law Charges For Crime In Indian Constitution, Section (44)</td>
<td>Sense 2: River’s Flow, Stream (67)</td>
<td>2</td>
</tr>
<tr>
<td>इंजनियरिंग (Inginiring)</td>
<td>Sense 1: Flow of Speech, Thought or Events (50)</td>
<td>Sense 2: Elecrt Current (67)</td>
<td>4</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: Music, Tune (84)</td>
<td>Sense 2: Cult, Flakness, Mania (10)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: Fruit (90)</td>
<td>Sense 2: Root (79)</td>
<td>1</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: Front Sharp Part of Arrow Spear (11)</td>
<td>Sense 2: Child (47)</td>
<td>3</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: Religious Community (41)</td>
<td>Sense 2: Opinion, Thought, Idea (31)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Saint Who was Follower of God Ram and Who Wrote Ramayana (81)</td>
<td>Sense 2: Role Of Indian God Or Goddess (8)</td>
<td>3</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: Name Of A Month In Hindi (10)</td>
<td>Sense 2: Torrid (18)</td>
<td>1</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Jewelry Which is Worn by Indian Bride on Forehead (24)</td>
<td>Sense 2: Ream of Paper (8)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Ceremony To Confirm Marriage In India, Engagement Ceremony (10)</td>
<td>Sense 2: A Quantity of Wine (14)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Place Allotted To Live for Temporary Period (26)</td>
<td>Sense 2: A Quantity of Wine (14)</td>
<td>1</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Ceremony To Confirm Marriage In India, Engagement Ceremony (10)</td>
<td>Sense 2: A Quantity of Wine (14)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Jewelry Which is Worn by Indian Bride on Forehead (24)</td>
<td>Sense 2: Ream of Paper (8)</td>
<td>2</td>
</tr>
<tr>
<td>इंस्ट्रक्टर (Instructor)</td>
<td>Sense 1: A Jewelry Which is Worn by Indian Bride on Forehead (24)</td>
<td>Sense 2: Ream of Paper (8)</td>
<td>2</td>
</tr>
</tbody>
</table>