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Abstract

In this thesis, a novel Pedestrian Protection System (PPS), composed of the Pedestrian Detection System (PDS) and the Pedestrian Tracking System (PTS), was proposed. The PPS is a supplementary application for the Advanced Driver Assistance System, which is used to avoid collisions between vehicles and pedestrians.

The Pedestrian Detection System (PDS) is used to detect pedestrians from near to far ranges with the feature-classifier-based detection method (HOG + SVM). To achieve pedestrian detection from near to far ranges, a novel structure was proposed. The structure of our PDS consists of two cameras (called $C_S$ and $C_L$ separately). The $C_S$ is equipped with a short focal length lens to detect pedestrians in near-to-mid range; and, the $C_L$ is equipped with a long focal length lens to detect pedestrians in mid-to-far range. To accelerate the processing speed of pedestrian detection, the parallel computing capacity of GPU was utilized in the PDS. The synchronization algorithm is also introduced to synchronize the detection results of $C_S$ and $C_L$. Based on the novel pedestrian detection structure, the detection process can reach a distance which is more than 130 meters away without decreasing detection accuracy. The detection range can be extended more than 100 meters without decreasing the processing speed of pedestrian detection. Afterwards, an algorithm to eliminate duplicate detection results is proposed to improve the detection accuracy.

The Pedestrian Tracking System (PTS) is applied following the Pedestrian Detection System. The PTS is used to track the movement trajectory of pedestrians and to predict the future motion and movement direction. A C++ class (called PedestrianTracking class, which is short for PTC) was generated to operate the tracking process for every detected pedestrian. The Kalman filter is the main algorithm inside the PTC. During the operation of PPS, the final detection results of each frame from PDS will be transmitted to the PTS to enable the tracking process. The new detection results will be used to update the existing tracking results in the PTS. Moreover, if there is a newly detected pedestrian, a new process will be generated to track the pedestrian in the PTS. Based on the tracking results in PTS, the movement trajectory of pedestrians can be obtained and their future motion and movement direction can be predicted. Two kinds of alerts are generated based on the predictions: warning alert and dangerous alert. These two alerts represent different situations; and, they will alert drivers to the upcoming situations. Based on the predictions and alerts, the collisions can be prevented effectively. The safety of pedestrians can be guaranteed.
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Chapter 1

Introduction

1.1 Background and Problems

With the increase of vehicles since the end of the last century, accidental collisions between vehicles and pedestrians increased exponentially. With this increasing in the quantity of vehicles, the safety of pedestrians has been severely threatened. Thus, pedestrian safety in modern society is becoming a significant challenge. Researchers and engineers have placed a great amount of concern on pedestrian protection. Since the twenty-first century, the Pedestrian Protection System (PPS) has become an active research area aimed at protecting pedestrians by assisting inattentive drivers. Numerous pedestrian detection methods have been proposed as research on pedestrian protection is becoming deeper, and detection range is addressed in some cases.

To make the PPS suitable for most situations and compatible with most devices, this system has been mainly developed on vision-based techniques. Meanwhile, the whole PPS will be used in the VANET network [11, 12, 13] to cooperate with the vehicle-to-vehicle communication [13, 14] in the future. All these new technologies will be cooperated to serve the Intelligent Transportation System (ITS) [15, 16] in the future. In general, the vision-based pedestrian detection methods can be divided into two main categories: the monocular-camera-based detection method and the stereo-camera-based detection method. The technologies which utilize the techniques of stereo cameras can provide pedestrian detection within the range of 50 meters. On the other hand, the production cost of stereo cameras is a serious disadvantage. In contrast, pedestrian detection based on monocular cameras can ensure the detection accuracy the same with the detection accuracy based on stereo cameras, at a much lower price. However, there is also a shortcoming inherent in the monocular camera detection method. The detection range based on monocular cameras
Most of the traffic accidents are caused by late braking. Based on statistics, the stopping distance increases exponentially with the increase of velocity. Besides that, the stopping distance in wet conditions is even fifty percent longer than the one in dry conditions. At the same time, the increasing braking distance will result in collisions between vehicles. If the front car brakes too fast, the later car will have too little reaction time to brake himself; thus, the collision can be hardly avoided. Despite the enormous number of research work, most current systems are designed to recognize near-scale pedestrians, like the blue region in Figure 1.1. However, when they are performing pedestrian detection in mid-scale and in far-scale scenarios, these systems cannot perform as well as they do in near-scale scenarios. Moreover, in certain cases, pedestrians cannot be detected. Both the stereo-camera-based detection method and the monocular-camera-based detection methods cannot provide detection too far. It means that the detection range of most PPSs is not large enough to cover the total stopping distance. When a pedestrian is detected, the distance is not large enough to give effective braking. The collision will then happen.

To extend the detection range of the PPS, some researchers utilize the LIDAR detection technique. But the devices are expensive which is a big disadvantage. Some other researchers use smaller sizes of training features with higher image resolution; this can extend the detection range a bit further. However, the detection accuracy decreases greatly and the processing speed of the detection process drops exponentially. Besides, some researchers use the combination of far and near infrared sensors to detect pedestrians. However, there is an area in which pedestrians cannot be accurately detected as the detection range of near infrared sensors and far infrared sensors cannot be connected smoothly.

Figure 1.1: An example of pedestrian detection problem.
Moreover, the infrared sensor detection method cannot be used at night. This is because the infrared sensors are easily affected by illumination and environment. Our objective is to extend the detection range, without decreasing the detection speed and detection accuracy, to thus avoid the collisions between vehicles and pedestrians. Meanwhile, the PPS is going to be embedded in the emergency vehicle notification system [17, 18] and the collision avoidance system [19, 20], which are two signification categories of Intelligent Transportation System. To make PPS cooperate with ITS, the protocols [21, 22] used in VANET are undertaking important roles. By the cooperation between PPS and VANETs [23, 24], collision caused by late braking between vehicles can be prevented as well.

1.2 Goals

According to the problems described in previous section, we are determining to develop a method to extend the detection range without yielding detection accuracy and processing speed. Therefore, we proposed a novel architecture to perform pedestrian detection which will be followed by the pedestrian tracking system.

1.3 Contribution

As the development of the PPS is restricted by the detection range, our goal is to extend the total detection range of PPS and to make it suitable to most situations. In this thesis, we describe a novel pedestrian detection structure which utilizes two identical monocular cameras, each of which is equipped with a zoom lens. With the help of this novel structure, the PPS can detect pedestrians nearby, as well as those in mid and far ranges. Each of the cameras detects separated ranges. One camera detects the near-to-mid region located in front of vehicles. The other one detects the mid-to-far region. The system then combines the results and transmits the final results to a pedestrian tracking process. Meanwhile the detection range of each camera can be changed according to the driving speed, to give the highest protection level to pedestrians.

Meanwhile, we combined Speeded Up Robust Features (SURF) into our system, to test the duplicate detection results elimination. When the novel PPS is in operation, it is possible that one or more pedestrians has been detected by both cameras. The duplication elimination procedure is required to eliminate repeated detection results then. During the experiment, the SURF-based elimination method can exhibit good elimination precision; but, the robustness of the processing speed is a problem. We want to increase the robustness
of the processing speed of the elimination process, as well as to increase the elimination precision. So we proposed a new duplication elimination method. In the experiment, the testing results indicate that our own elimination method can guarantee the robustness of the processing speed and that they can provide better elimination precision.

After the PPS finishes its detection process, a tracking process is required to perform pedestrian tracking and to predict future motion and movement direction. By introducing the tracking process after the detection process, two helpful functions can be added to the PPS. One of them is the detection results refinement. By using the tracking process, the detection results are transmitted to the tracking system and the position of pedestrians can be refined by the tracking process with its tracking ability. The other helpful function is the prediction of future motion and movement direction. Based on the innate prediction ability of the tracking process, the motion and behavior of pedestrians in the next frame can be predicted. If the tracking results and the prediction results are obtained, the PPS can give judgements to each detected pedestrian. The PPS can determine whether the detected pedestrians are in warning situations or in danger. If the judgement from PPS is positive, the PPS will send alerts to drivers in advance to tell them there is a warning or dangerous situation in front of the vehicles.

Based on the three main contributions, we have proposed the novel PPS to achieve our motivation.

### 1.4 System Overview

The PPS is composed of two main subsystems: the Pedestrian Detection System (PDS) and the Pedestrian Tracking System (PTS). The PDS is used on pedestrian detection and duplicate results elimination. After the repeated results elimination, the final detection results are transmitted into the PTS. In the PTS, each detection result is followed by a tracking process. The tracking process will update its tracking results with the new detection results, or it will be updated by the former prediction results within several frames. Based on the tracking results, the PPS will judge the situation in front of the vehicle and decide whether to give a warning or danger alerts to the driver. After the PTS, the refined tracking results are transmitted to the in-car monitor to show the PPS detection results to drivers. The whole system will iterate the whole process infinitely during the operation to protect drivers and pedestrians.
1.5 Thesis Outline

The whole thesis consists of five chapters. In the first chapter, we provide some descriptions on the backgrounds of pedestrian detection and present the problem which we are mainly concerned about. The motivation and contribution are then discussed to show what was undertaken and what we did to tackle it. In Chapter 2, the background on pedestrian detection and pedestrian tracking are specifically described. The related works for our research are summarized and referenced. What the predecessors have done can be clearly summarized from this chapter.

The Chapter 3 and Chapter 4 fully describe our novel PPS. Chapter 3 talks about the algorithms and structure and Chapter 4 demonstrates the implementation environment and the experiment results analysis. In Chapter 3, the PDS and the PTS are separately introduced in Section 3.1 and Section 3.3. Section 3.1 mainly describes the algorithms and structure of our detection system. Meanwhile, Section 3.2 gives detailed introductions to the detection results synchronization the duplicate detection results elimination. Both the SURF-based elimination method and our own elimination method are explained. The PTS are introduced in Section 3.3, in which the tracking procedures and algorithms we utilized are discussed. Likewise, the judgement of alerting situation is also introduced in Section 3.3. In Chapter 4, the implementation environment, the implementation results and results analysis are exhibited. Chapter 4 explains the calculation procedure of the detection range and gives a total computing example of the detection range calculation. Meanwhile, the specifications of the implementation environment and the coordination of devices are exhibited in detail. The selections of image resolutions and HOG descriptor sizes are talked about as well. The tracking samples and results are exhibited at the end of the Chapter 4. The content in the last chapter (Chapter 5) includes the conclusion about our PPS, followed by a future work that we plan to work on.
Chapter 2

Related Work

Pedestrian detection has been a popular research field over the recent years due to its wide utilization in areas such as visual surveillance, intelligent transportation, virtual reality and intelligent vehicle systems. It is one of the most challenging tasks in the research of computer vision due to many different types of noise, created by the appearance of pedestrians and the changes of postures and illumination, in addition to being brought about by complex backgrounds and perspectives. Occlusion is, moreover, a difficult problem.

According to the devices which are used in the detection process, the pedestrian detection approaches can be approximately divided into two aspects: the vision-based pedestrian detection approach and the radar-based pedestrian detection approach (shown in Table 2.1). In this thesis, we are mainly concerned with the vision-based pedestrian detection methods which have been widely used in intelligent vehicle systems. In the following, the vision-based detection achievements over recent years are discussed.

2.1 Pedestrian Detection

Many research works related to pedestrian detection have been proposed [1, 51, 52, 53, 54, 55, 56, 57, 39]. Typically, vision-based pedestrian detection can be achieved by the static detection approach or the dynamic detection approach. The definition of the detection approach depends on whether the motion information of pedestrians is utilized in the system. The former approach is widely used in vehicular systems and the latter approach is mostly used in systems with fixed cameras, such as surveillance systems. Besides the pedestrian detection approaches, the pedestrian dataset is another crucial component in the PDSs.
<table>
<thead>
<tr>
<th>Sensor</th>
<th>Functions</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Related References</th>
</tr>
</thead>
</table>
| Optical Camera  | Pedestrian feature extraction.    | — Can obtain the specific information of detection results: silhouette, texture, color, etc.  
— Larger detection range and wider field of view. | — Need to manage various features.  
— Affected by weather, illumination, etc.  
— Inaccurate distance information of detection results. | 2013 [25, 26],  
2012 [27, 28, 29, 30],  
2007 – 2011 [31, 32, 33]. |
| Infrared Camera | Pedestrian contour extraction.    | — Easily obtain the contours of pedestrians.  
— Suitable to work at night. | — Easily affected by different heat source.  
— Inaccurate distance information of detection results. | 2010 – 2012 [34, 35],  
2004 – 2008 [36, 37, 38, 39]. |
| Millimeter Radar| Distance measurement, moving pedestrians detection. | — Outstanding abilities of distance measurement, speed measurement and self-speed feedback.  
— Not affected by color, illumination, posture, etc. | — Cannot obtain the texture information.  
— Not suitable to classification.  
— Highly false-positive rate due to various kinds of noise. | 2012 – 2013 [40, 41, 42, 43],  
2005 – 2010[44, 45]. |
| LIDAR           | Distance measurement, environment modeling. | — Outstanding abilities of distance measurement, speed measurement and self-speed feedback.  
— Not affected by color, illumination, posture, etc. | — Cannot obtain the texture information.  
— Not suitable to classification.  
— Hard to popularize. | 2009 – 2010[46, 47],  
2011 [48, 49, 50]. |
2.1.1 Open Source Pedestrian Databases

One of the essential parts of this vision-based PDS is the dataset. In Table 2.2, we listed some of the widely used datasets for PDSs. In general, the MIT dataset and INRIA dataset are mostly used and tested by researchers. The Caltech pedestrian dataset is currently the largest dataset, which consists of both the positive and negative training sets and the testing sets. The CVC pedestrian dataset is composed of several subsets. Some of these subsets are composed of virtual pedestrians and the others consist of pedestrians in the real-world. In addition, the CAVIAR dataset includes many video clips, as well as the frames in each video.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dataset Specifications</th>
<th>Brief Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT CBCL [58]</td>
<td>— Training set: 924 positive. — No negative images or testing images.</td>
<td>— Only 64 × 128 PPM format images. — The pose is limited to frontal and rear views.</td>
</tr>
<tr>
<td>CAVIAR [60]</td>
<td>— 79 video clips with corresponding images.</td>
<td>— Including many postures and activities.</td>
</tr>
</tbody>
</table>

2.1.2 Static Detection Approaches

In the static detection approach of pedestrian detection, there is a model-based detection method and a feature-classifier-based detection method; they correspond to the generative model and the discriminative model in pattern classification respectively.
2.1.2.1 Model-Based Detection

The model-based pedestrian detection is operated based on a model dataset which consists of vast pedestrian models. When the model-based detection method is in operation, the detection system needs to search the matched region in the captured frames based on the models in the model dataset. A threshold is set before the comparison. If the comparison results between the model and the region in the captured frame are larger than the threshold, this region will be understood as being a pedestrian. An example in the model dataset is shown in Figure 2.1.

Over recent years, many types of models have been proposed by researchers. One of the widely used pedestrian detection models is the shape model. In 1999, Gavrila, D.M. et al. [2] proposed a real-time pedestrian detection algorithm by using the “Chamfer” system to apply a coarse-to-fine model matching detection method. Afterwards, Gavrila, D.M. et al. developed the pedestrian detection method a further step [62]. To perform accurate pedestrian detection, a large amount of exemplars are required to represent the various postures of pedestrians. However, the large number of models greatly increase the matching time. Gavrila, D.M. et al. proposed a hierarchical exemplar tree of pedestrian shapes to further implement the matching process. The hierarchical exemplar tree has decreased the computation of model matching greatly and has increased the processing speed significantly. Tao Zhao et al. described a pedestrian detection method which is used in crowded environments [63, 3]. In [63], they used the 3D model-based detection approach to detect pedestrians with shape models. After that, they proposed a new model-based approach, that made use of multiple partially occluded human features to form hypotheses in a Bayesian framework, to detect humans [3]. Rittscher, J. et al. [64] focused on the integration of feature grouping and on the model based segmentation into one consistent framework. Guang Chen et al. [65] proposed a conservative model adaptation method to
Figure 2.2: Examples of models of model-based pedestrian detection [2, 3, 4].
determine the selection of the adaption rate to increase detection performance. Gavrila, D.M. [66] presented a new pedestrian detection approach, in which a novel template tree was used to perform the hierarchical, exemplar-based shape matching process. Zhe Lin et al. proposed a partial hierarchical template matching methodology [4]. Their detection method relies on the idea of matching a partial-template tree to images hierarchically. Based on this approach, the pedestrian detection and pedestrian segmentation can be processed simultaneously. Ying Wu et al. [67] proposed a detection approach based on a two-layer statistical field model. They used the two-layer statistical field model to increase the robustness of shape-based pedestrian representation. Some model examples are shown in Figure 2.2. Weina Ge et al. [68] proposed a pedestrian detection method by using a multi-camera system. This system is a model-based pedestrian detection system as well.

The model-based pedestrian detection method is one of the real-time pedestrian detection approaches. However, there are still disadvantages to the model-based pedestrian detection method as a great amount of work is required to build the model dataset. Meanwhile, the different postures and heights of pedestrian results in a large model dataset size, which gives rise to complex computation. In addition, the model-based pedestrian detection method is easily affected by shape extraction. If the contour is not clearly extracted, the detection accuracy will drop greatly.

2.1.2.2 Feature-Classifier-Based Detection

In the feature-classifier-based detection methods, a pedestrian is defined as an entirety. The detection process draws a rectangle around the detected pedestrian to show the position of this pedestrian. For each given frame in a video, the detection process divides the frame into several regions. This dividing process is determined by the size of the trained features. After this division, the detection process needs to extract the useful features from each region, such as HOG features, haar-like features, LBP features, etc. Classifiers are utilized to proceed with the classification process and this is done by using these extracted features. The flow chart of the feature-classifier-based pedestrian detection process is exhibited in Figure 2.3. By using the feature-classifier-based detection methods, the detection process can be easily processed. Meanwhile, the features which can effectively
describe pedestrians need to be selected carefully; this is because their various appearances and different standing or walking postures are hard to describe.

The features commonly used to describe pedestrians over the recent years are the following features: HOG features, Haar-like features, LBP features, edgelet features and shapelet features.

The Haar features were first proposed by Papageogiou et al. [69]. In the beginning, the Haar features were only able to be calculated by two methods: through a set of horizontal and vertical rectangles or through a square set of four rectangles. After this, more computation methods have been proposed for the calculation of the Haar-like features, as shown in Figure 2.4a. The computation of the Haar-like features utilizes the integral image to accelerate computing speed. The value of each region in the integral image is accumulated from the original image. Each point in Figure 2.4c represents the accumulation result of position (0, 0) to position (x, y) in the original image (Figure 2.4b). The particular attributes of objects in each image can be accurately described by the Haar-like features. Inspired by [69], Viola, P. et al. introduced the Haar-like features in [5]; and, they implemented it on the face detection process. Furthermore, Viola, P. et al. used the Haar-like features on pedestrian detection in [70]. Since then, the Haar-like features have
When the Local Binary Pattern (LBP) was first introduced by Ojala et al. in [71], it was mainly used on texture classification. An example of the basic LBP features is shown in Figure 2.5a. Thereafter, LBP was utilized in the field of pedestrian detection. The computation of LBP follows an ordered set of grid pixels. The value of each pixel around the center pixel is compared with the value of the center pixel; this is done in order to get the 1 or 0 result. The final value of this grid is computed based on the compared results. Through these means, the computation of the LBP features is easily implemented and is computationally efficient. The processing speed of LBP-based pedestrian detection is increased as well. Timo Ojala et al. extended the basic LBP operator into a more generic
version in [72, 74]. Unlike the basic LBP which is only computed by a 3 × 3 pixel block, the computation of the generic LBP features utilizes different block sizes to capture dominant features in different scales. In addition, the shape of the generic LBP has been changed into a circle. This new shape allows researchers to choose an arbitrary number of neighborhoods in desired distances. The example of the generic LBP is shown in Figure 2.5b. Inspired by the integral image of Haar features, the multi-scale Block LBP (MB-LBP) (shown in Figure 2.5c) was proposed by Zhang et al. [73]; the function of the MB-LBP is to detect differently sized the objects in the image. Some LBP-based pedestrian detection methods are exhibited in Table 2.4.

HOG features were first proposed by Dalal, N. et al. [6], as the example shown in Figure 2.6. One of the advantages of HOG features is that they can be used all day long because they can describe objects without being affected by changes in illumination. Another advantage of the HOG features is the good tolerance of different pedestrian postures, such as the posture of standing, walking, extending arms outwards or bicycling. Moreover, the different appearances of pedestrians can also be ignored through the use of HOG features during the detection process. Attracted by the advantages of HOG features, many researchers have proposed their pedestrian detection approaches by using HOG features, some of which are shown in Table 2.4.

The contour of pedestrians is one of the most obvious and easily represented features. Bo Wu et al. proposed an edgelet-based pedestrian detection approach in [7]. Unlike the definition of pedestrians in [62], in which pedestrians are represented by an entire shape model, the authors utilized small lines and curves to describe the edge of pedestrians, as shown in Figure 2.7. Each edgelet is one small line or one tiny curve. The contour of a pedestrian is described by the combination of these small lines and tiny curves. By using this edgelet features, the repeated computation of similar shape models can be avoided. The edgelet-based pedestrian detection method does not need to transform the original
image into a binary image. It uses the Sobel filter to compute the contours of pedestrians in the image. By doing this, the influence of illumination can be decreased. Meanwhile, the orientation information of edgelets can be used to reject the false similar edgelets in the image.

The shapelet features were proposed by Sabzmeydani, P. and Mori, G. in 2007 [8]. In their method, the pedestrian description features were extracted by machine learning algorithms. The Adaboost was used twice to train the final features. For the first step, the low-level gradient features are selected by the Adaboost to generate the mid-level shapelet features. Secondly, the Adaboost is used again to train mid-level shapelet features into becoming the final shapelet features. An example of the training of shapelet features is shown in Figure 2.8. By using the shapelet features, the detection accuracy of the shapelet-feature-based detection approach becomes higher than the edgelet-feature-based detection approach. The comparison was shown in Figure 2.7. Moreover, the shapelet features from the selection of machine learning algorithm are more precise than the edgelet features from artificial selection.

Besides the pedestrian description features described above, other features such as the Shape Context [75, 76], the Scale Invariant Feature Transform (SIFT) [77, 78] and the Speeded Up Robust Features (SURF) [79] can also provide effective pedestrian detection.

Other than the monocular-camera-based pedestrian detection approaches, stereo-camera-based pedestrian detection methods are also widely used. Suzuki, K. et al. [80] proposed a detection strategy by utilizing a probabilistic inference engine. The probabilistic inference engine can detect the context of an individual pedestrian and the context of a group of
pedestrians. Kawabe, M. et al. [81] proposed a pedestrian detection method by segmenting foreground regions to detect pedestrians with the help of a stereo camera. The pedestrian behaviors are then analyzed by the detection system to arrange for an incoming emergency response in crowded scenarios. Al-Mutib, K. et al. [82] proposed their stereo-camera-based pedestrian detection and particle filter based tracking strategy. Krotosky, S.J. et al. [38] presented an analysis of color-, infrared- and multimodal-stereo approaches to pedestrian detection. Four cameras were used, of which two are infrared cameras and the other two are color cameras. They coordinated these four cameras to proceed the pedestrian detection. The stereo features can be obtained as well by the use of these four cameras. The experimental results demonstrated that the detection performance is good when color and infrared cameras are both used to extract features.

2.1.2.3 Part-Based Pedestrian Detection

Part-based pedestrian detection is commonly used in crowded situations for surveillance. In crowded scenes, pedestrians are always occluded due to so many pedestrians and obstacles. The pedestrian detection approaches which are based on the features of entire pedestrian bodies cannot provide accurate pedestrian detection in these occluded scenarios. To achieve pedestrian detection in occluded scenarios, researchers have proposed the detection methods that use features of partial bodies in [83, 84, 85, 8, 7]. In this process
of part-based pedestrian detection, pedestrians are segmented according to the number of parts used in the detection algorithms; an example of this is shown in Figure 2.7. The features of each part of this approach are trained separately. Each part of the pedestrian is detected by each specific partial features. The detection results for distinct partial features are merged together to provide the final position of detected pedestrians. This merging approach is processed based on geometric constraints.

Leibe et al. [84] proposed an implicit shape model to describe pedestrians. They utilized both the local and the global cues via probabilistic top-down segmentation. In this method, Hough transform was used to obtain the possible position of detected pedestrians; this was followed by the use of the Chamfer matching method to restrict the contour of pedestrian bodies. Finally, the MDL [86] was used to confirm the final position of the detected pedestrian. Gall et al. [87] proposed a detection method via the generalized Hough transform method. In their proposed approach, a class-specific Hough forest was used to obtain the possible location of the object centroid by mapping image patch appearances to the probabilistic vote. Maji, S. et al. [88] proposed a discriminative Hough transform based object detection method; in this method, a max-margin framework was used to train the weights to optimize the classification performance. Usually, pedestrians are divided into four parts during classification. Some segmentation processes classify the set of parts as head, legs, left and right arms [89]; and some other segmentation processes classify the set in terms of full body, head-shoulder, torso and legs [7]. The approaches described in [90] and [91] perform pedestrian detection by using more than 4 parts of the pedestrian segments. The pedestrian detection method based on different viewpoints is also discussed in [92]. The features used to describe entire pedestrian bodies are tested in the part-based pedestrian detection as well [93, 94]. The part-based pedestrian detection approaches can perform accurate pedestrian detection in crowded scenes. However, the segmented features of pedestrians can only be effectively extracted within high resolution frames. This results in a decrease in the processing speed.

2.1.3 Dynamic Detection Approaches

Dynamic pedestrian detection is commonly used in the pedestrian surveillance application, with a fixed camera system. The fixed camera does not have any intense movements. If a camera can be turned, the background of the images should be first processed. In general, the dynamic detection approach is used to detect moving objects. If the pedestrian is standing in one position without moving, the system can hardly detect this pedestrian. The dynamic detection approach is achieved by utilizing the motion features in videos. Based on the motion features, the detection system can extract objects from captured
frames and can continuously track the detected objects. Three types of moving pedestrian detection methods are commonly used. They are the frame difference method, the optical flow method and the background subtraction method. The correlated references are listed in Table 2.3.

Table 2.3: Dynamic detection approaches.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Related References</th>
</tr>
</thead>
</table>
| Frame Difference    | — Lower computing complexity.  
                     | — High processing speed.                        | — Easily affected by the background luminance.  
                     |                                                 | — Sensitive to object moving speed.            | [95][96] |
| Optical Flow        | — No need to know the information of background in advance.  
                     | — Motion features are included in optical flow features. | — High computing complexity.  
                     |                                                 | — Low processing speed.                       | [99][100] |
| Background Subtraction | — Have ability to perform self-adaptive updates.  
                       | — Can be used with other features.                | — Sensitive to changes in illumination.  
                       |                                                 | — Required background modeling.               | [103][31] |

The method which utilizes the frame difference features [106, 107] is widely used in moving object detection. In this method, a difference image is generated. This difference image is calculated by subtraction between two adjacent frames [106]. Based on the difference image, the detection process regards a region as relatively static if the subtraction result of this region is very small. By contrast, if the subtraction result of a region is large, the detection process regards this region as a part of the dynamic object. After the regions of the dynamic object are acquired, the position of the moving object can be confirmed. However, the size of moving objects and the differences of background luminance have an effect on the detection results. Specifically, the size of the moving object can affect the size of the detected dynamic region. If the moving object is very large, a scenario in which a static region is surrounded by dynamic regions may occur. The background luminance has an effect on the correlating features. Thus, the detection approach that uses the frame difference is required to be adjusted during the operation.

Optical flow [108, 109, 110] is described as the presentation of the brightness of each pixel of the moving object. The motion features and the shape features of the moving
object can be extracted easily, from the features of the optical flow. The optical flow
detection method can be processed without knowing the information of the background.
It can be quickly implemented after system set-up. However, because of the detection noise,
the object shadow and the occlusion, the detection accuracy of optical flow methods is not
robust. Moreover, the computation of the optical flow is complex and time-consuming.
Real-time detection is then difficult to achieve without hardware acceleration.

The background subtraction detection method compares the grey value or the histogram
information of the captured frame with the grey value or the histogram information of the
original background model. Because the background model varies according to the changes
in illumination, the background model should then have the ability to perform a self-
adaptive update. Over recent years, two methods have been discovered to process the self-
adaptive update. One of the methods is based on the Gaussian background model, which
uses the Gaussian distribution to describe the changes of background. Christof Ridder et al.
[111] proposed a Kalman-filter-based method to enable the system to continuously operate
with the changes in illumination. However, one Kalman filter is not enough to process the
complexity of the background. Stauffer, Chris et al. [112] used multiple Kalman filters to
increase the robustness. P. Kaewtrakulpong et al. [113] proposed an improved adaptive
background mixture model to achieve the moving object detection. Afterwards, the moving
object detection method introduced by D.R. Magee [114] made use of the Kalman filter
on foreground objects. This method is proven to provide better moving object detection
results. The other self-adaptive update method is first proposed by Long, W. et al. [115],
which is based on the estimation of pixel value. This method utilizes an estimated pixel
value according to a sequence of frames. They believe that if the grey value of the pixels
in the video sequence does not change, this grey value of the pixels is then the background
grey value. However, this estimation can cause false detection results if the object is moving
at a much lower moving speed. To solve this problem, Gutchess et al. [116] proposed an
improved method which utilizes the optical flow in the detection process. D. Gutchess
et al. [117] proposed the Time Median Background Initializing method to improve the
robustness of the detection results.

2.1.4 Hybrid Detection Approaches

The combination of different features is introduced to tackle the complex features of pedes-
trians. Dalal et al. [118] introduced the Histogram of Optical Flow (HOF) to compute
the HOG features of the optical flow. Walk et al. [119] used the combination of HOG,
HOF and color self-similarity to process pedestrian detection. Wang et al. [120] proposed a
novel type of pedestrian description features, which is composed of HOG features and LBP
features. Chengbin Zeng et al. [121] proposed a rapid head-shoulder detection method for pedestrian counting, by utilizing the combined features of HOG features and LBP features. Viola et al. [122] proposed a new robust pedestrian detection method by utilizing both motion features and appearance features, which are the Haar-like features and the frame difference. Jones, M.J. et al. [123] improved [122] by extracting the motion information within multiple frames. Yao et al. [124] extracted the covariance features of the probabilistic foreground image to improve the detection performance. Schwartz et al. [125] proposed a pedestrian detection method which uses the edge, the color and the texture information to represent pedestrians.

2.1.5 Features Classification

The most used feature training algorithms are presented in Table 2.4. In the classification process, the Support Vector Machine (SVM) and the Adaptive Boosting (Adaboost) are the two most used training algorithms in the research of pedestrian detection. Besides SVM and Adaboost, the neural network (NN) algorithm is also used to implement the classification process.

The SVM algorithm was first introduced by Vapnik et al. in 1995 [137] to analyze data and to classify patterns. Papageorgiou, C. et al. [138] combined the SVM with the Haar-like features to implement the pedestrian detection process in static images.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Features</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Related References</th>
</tr>
</thead>
</table>
| SVM           | Linear and non-linear SVMs.     | — Processing classification in high-dimensional space. — Can avoid over-learning. | — Time-costing on classification for large-scale model datasets. — Can only be used to binary classification problems. | HOG[126][10][127]  
|               |                                 |                                                 | Haar[33][128]  
|               |                                 |                                                 | LBP[28][129]    |
| Adaboost      | Cascade weak classifiers.       | — High processing speed. — Can classify multiple pedestrian features. | — Can be affected by data noise.                   | HOG[130][131]  
|               |                                 |                                                 | Haar[132][30]  
|               |                                 |                                                 | LBP[129][133]  |
| Neural Networks| Multi-layers and feed-forward. | — Suitable for non-linear problems. — Have self-learning ability. | — Can cause over-fitting or under-fitting problems. — Easily affected by layers and number of neurons. | [51][134]  
|               |                                 |                                                 |                                                   | [135][136]    |
Afterwards, the SVM algorithm was widely used in the research of pedestrian detection. The difference between various kinds of SVMs is the kernel technique. The different types of SVMs can be classified into linear SVMs and non-linear SVMs. The linear SVMs are mostly used to train the description features of pedestrians to obtain the final classification features (related works are shown in Table 2.4). The non-linear SVMs can increase the classification accuracy slightly. However, the non-linear SVMs decrease the computation speed due to the increase in computation complexity [139, 140, 89, 141, 142, 143]. Before the classification, the extracted pedestrian features are transformed into vectors. The main task of SVM is to map the vectors of both positive features and negative features to a coordinate with higher dimensions. In the coordinate, the classification is processed by maximizing the boundary between the vectors of positive features and the vectors of negative features. Currently, some non-commercial open source SVM softwares have been published on their websites, such as the SVMlight [144], libHIK SVM [145, 146], SVMtool [147], libSVM [148] and SVMlin [149].

The Adaboost learning algorithm is achieved by assembling weak classifiers to a strong classifier under the framework of ensemble learning [150]. Since Viola, P. et al. utilized the Adaboost learning algorithm to process face detection and pedestrian detection [151], Adaboost has been used in the research of pedestrian detection. The operating procedures inside Adaboost are easy to comprehend. During the classification operation, a large amount of features are simultaneously transmitted into the first weak classifier. After the first weak classifier finishes its classification, the selected features are transmitted into the second weak classifier. Meanwhile, the latter classifier has a chance to correct the errors made by the former classifier. After the classification process of several weak classifiers, the final features are regarded as the best pedestrian description features. Those weak classifiers are also combined together to generate the final strong classifier. As a result, the whole process of Adaboost classification is speeded up; this is because the classifiers only concentrate the left features [8, 152]. Adaboost is not only used with a single type of pedestrian description features, but also used with multiple types of pedestrian description features to detect pedestrians. Because one Adaboost is not enough to provide effective classification among different pedestrian features, the method of training multiple strong classifiers is proposed in [153] and [154]. Besides the Adaboost learning algorithm, there are variants of boosting algorithms used in pattern classification; the LogitBoost used in [155, 156, 157] and the Gentle Adaboost used in [130, 131, 158]. Some of the classical pedestrian detection methods which used the Adaboost algorithm are listed in Table 2.4.

The neural network is another feature training algorithm. Munder, S. et al. [51] combined the feed-forward multi-layer neural network with local receptive fields (NN-LRFs) to detect pedestrians. Zhao et al. [134] proposed a stereo-camera-based pedestrian seg-
mentation approach that utilizes the intensity gradients and uses the feed-forward neural network. Gavrila, D. M. and Munder, S. [135] proposed their real-time pedestrian detection and pedestrian tracking method. In this method, they used a tight integration of consecutive modules and a feed-forward neural network to achieve the detection process and tracking process, which has been proven to balanced robustness and efficiency.

2.2 Detection Distance and Detection Range Concern

In the beginning, two kinds of concepts are required to be specified: the detection range and the detection distance. The detection range is the interval between the position where detection starts and the position where detection ends. The detection distance is the distance measured from the system position to the position where a pedestrian can be detected. For instance, the PDS can detect a pedestrian in a range between 5 and 30 meters. The range from 5 to 30 meters is the detection range; and, the distance of 5 meters and 30 meters represent the minimum and maximum detection distance respectively.

In the research on pedestrian detection, the majority of researchers primarily focus on improving the detection accuracy, rather than on extending the detection range of the detection system. The PDS is an application for the advanced driver assistance system, which is used on vehicles to prevent traffic accidents. The detection distance and the detection range are required to be larger than the stopping distance of vehicles. Thus, the system can prevent collisions by early pedestrian detection, as the example shown in Figure 1.1. Meanwhile, the emergency communication between vehicles can prevent the accidents caused by urgent braking.

2.2.1 Necessity of Extending the Detection Range

The required detection range is related to the stopping distance of vehicles in different scenarios. For a given driving speed, the stopping distance $D_s$ should be considered. The $D_s$ is mainly determined by two crucial factors: thinking distance $D_t$ and braking distance $D_b$ [159]. The $D_t$ is defined as the distance traveled during a reaction time. It is determined by the vehicle velocity $V_c$ and the perception time $T_p$, which is defined as the minimum time taken by drivers to recognize a threat. The thinking distance is described as $D_t = T_p \times V_c$. The $T_p$ usually takes around 1.5s. The braking distance $D_b$ refers to the distance required to halt the car after applying the brakes. The time $T_b$ is the time interval required for the act of applying the brakes which results in the vehicle being totally halted. $D_b$ depends on car velocity $V_c$ and the friction coefficient between vehicles and the ground.
The braking distance is described as $D_b = \frac{V^2}{2\mu g}$, where $\mu$ is the friction coefficient and $g$ is the gravitational acceleration. The stopping distance $D_s = D_t + D_b$ can then be obtained. We note that the $D_s$ may also be affected by some other factors, such as: vehicle conditions (tires, brakes), pavement conditions (paved, not paved, holes), weather conditions (snow, wet, dry, frozen) and the driver’s health (physical and mental).

The stopping distances in different scenarios are illustrated in Figure 2.9, according to the data from the Transport Research Laboratory (UK), ©Road Safety Authority 2007 [9]. The stopping distance in wet conditions is 50% longer than the one in dry conditions. The detection range of the PPS is then required to be larger than the stopping distance in wet conditions.

![Stopping distance in different scenarios](image)

**Figure 2.9: Stopping distance in different scenarios [9].**
Table 2.5: General detection range [1].

<table>
<thead>
<tr>
<th>Authors</th>
<th>Detection Range</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gavrilla et al.</td>
<td>5 – 25 meters</td>
<td>[160][161][135]</td>
</tr>
<tr>
<td>Grubb et al.</td>
<td>till 30 meters</td>
<td>[162]</td>
</tr>
<tr>
<td>Shashua et al.</td>
<td>3 – 25 meters</td>
<td>[90]</td>
</tr>
<tr>
<td>Soga et al.</td>
<td>till 40 meters</td>
<td>[163]</td>
</tr>
</tbody>
</table>

### 2.2.2 Approaches of Extending Detection Range

The detection range is not widely discussed in the research on pedestrian detection. The detection distance is mentioned in [1, 164, 135, 165, 53]. In general, the detection distance should be considered with the corresponding driving speed. If the driving speed is fast, the maximum detection distance should be larger than the total stopping distance in order to avoid collision. In [1], the authors classified the pedestrian databases into different ranges. Likewise, they also summarized the detection range of a few published pedestrian detection methods (see Table 2.5), which emphasize that the detection range does need to be extended. Dollar et al. [164] focused on the detection distance; and, they exhibited the relationship between the detection distance and the height of pedestrians. Moreover, they defined detection range as the near scale, the medium scale and the far scale determined by the pedestrian height in pixels (height in frames). In their conclusion, most pedestrians (69%) are detected by systems at the medium scale (30 – 80 pixels). They also claimed that the medium scale pedestrian is only 4 seconds away from the car which is traveling at a speed of 55km/h. Their conclusion indicates that that detection distance and the detection range are extremely important.

To achieve large range pedestrian detection, the LIDAR or millimeter radars are commonly used. However, the cost of these kinds of devices is extremely expensive; and, the detection accuracy of millimeter radar is not robust. In contrast, the cost of the vision-based pedestrian detection methods is affordable and the detection accuracy performs at a high level. Meanwhile, improved vision-based pedestrian detection can provide detection within the range of 100 meters. Based on some publications, the methods of extending the detection range can be classified into two groups. One of the groups is the stereo-camera-based extending approach, which is discussed in [166, 167, 168]. The other group consists of the monocular-camera-based extending methods, introduced in [169, 170, 171, 172]. The method proposed in [166] is achieved by using a combination of stereo cameras and the convolution neural network (CNN). The authors in [166] novelly used two sets of stereo cameras and coordinated these two sets of stereo cameras with two CNNs. One of the CNN, is used to classify the near range detection results, which are the appearances of
pedestrians and stereo disparity-based features. The other CNN is used for long-range detections which use appearances of pedestrians only. However, the cost of two sets of stereo cameras is expensive. The image resolution used in the system is $2400 \times 2000$ pixels, which results in slower processing speed. The authors in [167] proposed a stereo-based pedestrian detection and distance measurement system. To measure the distance, triangulation is used when identical features of the same pedestrian are located. Yang et al. [168] introduced their pedestrian detection method, which uses 3D and 2D cameras simultaneously. They constructed a surface parallax map (SPM), which calculates the parallax; this is done to detect pedestrians who do not belong to the road plane. An occlusion image is then generated to detect pedestrians by locating high density areas.

In monocular-camera-based detection, the extension of the detection range is usually achieved by utilizing either the far-infrared cameras [170, 172] or the smaller sized pedestrian features [169, 171]. The performance of infrared-camera-based detection method is easily affected by the changes in luminance. The detection accuracy of this method is not robust either. Likewise, the detection approach which uses smaller sized pedestrian features cannot guarantee detection accuracy. More false positive detection results will occur with the use of smaller sized features. In conclusion, both of these methods cannot meet requirements, due to detection range or detection accuracy. Thus, novel approaches are needed to achieve the extension of detection ranges without yielding detection accuracy and processing speed.

Because there are not many reviews about extending the detection range or about undergoing pedestrian detection over long distances, it is difficult to give a comparison of the stereo-camera-based methods and the monocular-camera-based methods. From the materials we obtained, there are two main difficulties which have constrained the extension of the detection range. One of them is the feature extraction and the other difficulty is the resolution problem. Pedestrians who are 50 meters away are usually less than 40 pixels in $960 \times 720$ frames [164]. Feature extraction is a tough problem for $640 \times 480$ image resolution. Smaller feature sizes and higher image resolution are utilized cooperatively to detect pedestrians in distant ranges. However, the utilization of smaller feature sizes results in high false positive rates and lower detection accuracy. The enlarged image resolution decreases the processing speed; this has not been effectively solved up to this time. So the extension of the detection range is still a difficult problem to be solved.

\section*{2.3 Pedestrian Tracking}

The tracking process is supplementary part of the PPS following the detection process. The Pedestrian Tracking System (PTS) is utilized following the PDS; it acts as an important
component of the PPS. The PTS refines the detection results of pedestrians. The position of the detected pedestrian can be thus more precise. Meanwhile, PTS is used to predict the motion and the behavior of pedestrians in the next frame. The predictions help the PPS judge the danger level and alert drivers about upcoming situations.

The tracking process is used to fulfill several objectives: to predict future pedestrian positions, to track the movement trajectory of pedestrians, to estimate pedestrian motions and behaviors and to decrease the influence of occlusions [173]. Multi-tracking in complex environment is discussed in [174]. Authors in [175] proposed an object tracking method in the multi-camera-based system. The tracking process in crowded scenarios is discussed in [176]. The multi-pedestrian tracking process in the mobile vision system in crowded scenarios is described in [177]. During the operation of the tracking process, if a pedestrian can be detected in several sequential frames, the tracking process can then predict the future position and movement direction of this pedestrian.

The tracking process can be used following the static detection approach or the dynamic detection approach. Some researchers have given their reviews in [178, 55, 54, 53, 1, 179]. In these publications, the following widely used tracking methods are discussed: the Kalman filter, the particle filter, the Meanshift and the Continuously Adaptive Meanshift (Camshift). The Kalman filter and the particle filter can be regarded as different branches of recursive Bayesian estimation. Moreover, the Meanshift and Camshift are non-parametric feature-space analysis techniques which perform the estimation based on gradient density.

In general, Meanshift was first proposed in [180]. Yizong Cheng [181] improved the original mean shift algorithm by introducing the weighted kernel-based estimation tracking method. Camshift [182] is the improvement of the Meanshift. The adaptive adjustment was added to Camshift to adjust the size of the detection window and the rotation of the detection window. During the implementation of Meanshift, this algorithm computes the density of each area. The area with the maximum density can then be located, based on a given discrete data sample. The initial discrete data is the detection window given by the detection result. Once the initial detection window is transmitted to the Meanshift tracking process, the partial image in this window is then transformed into a histogram image, according to the density function. The whole original image is then transformed into a new confidence map based on the histogram of the partial image input. The density calculation function of Meanshift algorithms compares the density of the original partial image with the new confidence map; this is done to locate the maximum density in the confidence map. The position of the maximum density in the confidence map is the probable object position of the partial image input in the original image. In the pedestrian tracking process, Meanshift is commonly used in color videos after part-based pedestrian detection. Comaniciu et
al. [183] utilized the Meanshift to track objects in irregular shapes. Liping Yu et al. [184] proposed their Meanshift-based tracking approach to fuse pedestrian detection results. Li et al. [185] described their occluded pedestrian tracking method by using the Meanshift algorithm. After the different parts of pedestrians are detected, the detection results are fused by the Meanshift tracking process into a integrated result [186]. Camshift is also used in part-based pedestrian detection and tracking systems as well [187, 188, 189].

The Kalman filter [190, 191] is widely used in the pedestrian tracking process. The Kalman filter can be designed into a framework for the tracking process, to predict the future position of detected pedestrians and to increase the precision of the detected pedestrian positions. The Kalman filter is established on the recursive Bayesian estimation. The covariance of the Kalman filter is minimized when the error terms and the measurements are in the Gaussian distribution. During the processing of Kalman filter, the position of the detected pedestrian can be refined based on the current and previous detection results. The Kalman filter can also predict the future motion and movement direction, based on the updating of latent functions in the Kalman filter algorithm. The original Kalman filter is only used in linear Gaussian models, which restricts the utilization of the Kalman filter. To expand the usable range of the Kalman filter, the Extended Kalman filter (EKF) and Unscented Kalman filter (UKF) [192], which are both non-linear or non-Gaussian models, have been proposed. The basic idea of the EFK and UKF is the same: to transform the non-linear problem into the linear problem and to use the original Kalman filter to solve the transformed linear problem. The EKF and UKF have been used in many pedestrian detection systems, [193, 194, 195, 196]. Franke et al. [197] proposed their pedestrian localization and tracking system, in which the Kalman filter was configured as a tracker to reconstruct an interpretation of pedestrian positions in the scene. Bertozzi et al. [198] used Kalman filter to track silhouette features. Furthermore, they proposed a system in which a labeler and a predictor was used [199]. The labeler is used to memorize the past history of the detector and predictor. The predictor, a Kalman filter, is used to estimate the new position of pedestrians by utilizing the previous movements, to help the labeler to promote matching results.

The particle filter [200] was proposed (it has been names the bootstrap filter) to improve the tracking performance in the situation of non-linear and non-Gaussian tracking. It was developed by combining the Beyesian recursion equation and Sequential Monte Carlo (SMC) methods. The particle filter uses a grid-based approach and a set of sampling particles to represent the posterior density. These sampling particles are randomly and unrestrictedly assumed from the state-space. The particle filter updates its posterior density with the newly detected results. Afterwards, these particles are distributed, regenerated and weighted according to the Bayesian recursive estimation; this is done to
obtain the posterior density of the future state. When the particle filter tracking process is in operation, these procedures are continuously iterated to track the object. The particle filter is not restricted by the linear problems and the Gaussian models, so it can be used in the estimation of non-linear and non-Gaussian distribution problems. Philomin et al. [201] utilize the particle filter to track pedestrians and they have obtained good tracking performance. The particle filter has been thus increasingly used in PPSs to enable the tracking process [202, 203, 204, 205]. Besides, different variants of particle filters have been introduced over the recent years, which have improved the compatibility of the original particle filter (some of the variants of particle filters are shown in Table 2.6).

<table>
<thead>
<tr>
<th>Year</th>
<th>Variants</th>
<th>Related References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>Auxiliary particle filter</td>
<td>[206]</td>
</tr>
<tr>
<td>2004</td>
<td>Appearance adaptive particle filter</td>
<td>[207]</td>
</tr>
<tr>
<td>2005</td>
<td>Monte Carlo filters</td>
<td>[208]</td>
</tr>
<tr>
<td>2009</td>
<td>Motion-based particle filter</td>
<td>[209] [210]</td>
</tr>
</tbody>
</table>

Apart from the mostly used tracking methods, there are also other tracking methods proposed and described by researchers. Porikli et al. [211] proposed the covariance tracker method. Multiple instance learning [212] is a significant new tracking approach. Andriluka et al. [213] proposed the tracking-by-detection and detection-by-tracking method. These tracking approaches discussed above have been widely utilized in the research on computer vision, in the areas of pattern recognition, machine learning and image processing. Meanwhile, researchers are continuously interested in the innovation of the tracking process.
Chapter 3

Design of Pedestrian Protection System

The vision-based PPS is composed of the PDS and the PTS. The PDS is used to proceed pedestrians detection in front of the vehicles. The detection range of the PDS is extended by our novel multi-camera-based detection approach. After the optimization process, the detection results are then transmitted to the PTS, which is used to track the detected pedestrians. Based on the PTS, the movement trajectory of pedestrians can be tracked and the future movement direction can be predicted. The tracking and predicting results are a great assistance in the protecting of pedestrians enabled by alerting drivers concerning the upcoming dangerous situation or by providing a warning. The process of our PPS is drawn in the flow chart in Figure 3.1.

Figure 3.1: Design of the Pedestrian Protection System.
3.1 A Novel Pedestrian Detection System (PDS) – Extending the Pedestrian Detection Range

3.1.1 Overview of the Novel Pedestrian Detection System

In the PDS, the HOG features are used as the pedestrian descriptor; and, the SVM is used as the classifier. HOG descriptor is composed of HOG features to describe pedestrians. The combination of HOG and SVM performs well on pedestrian detection in the aspect of detection accuracy efficiency. The influence of changing of illumination and the impact of different body postures can be reduced to a minimum level. Meanwhile, we can estimate the maximum and minimum detection distance for each specified scenario based on the HOG descriptor size. In our PDS, the HOG features are computed by GPU. By this means, the processing speed of GPU-based pedestrian detection can be 10 times faster than the one of CPU-based pedestrian detection, which is acceptable in practical implementation.

![Figure 3.2: Overview of the Pedestrian Detection System.](image)

The structure of the detection system is composed of two identical cameras, as shown in Figure 3.2. One camera is equipped with a lens with a long focal length, called $C_L$. This camera is used to detect the pedestrians from mid to far-scale. The other camera is equipped with a lens with a short focal length, called $C_s$. The $C_s$ is used to detect pedestrians from the near to mid-scale. The detection results of $C_s$ and $C_L$ are then synchronized by the synchronization process. Meanwhile, as the detection range of each camera will change according to the driving speed, there will be an overlapping detection area, in which pedestrians will be repeatedly detected. The repeated detection results will be eliminated by our elimination process, in which the algorithm will not decrease the processing speed.
In different driving scenarios, we set the detection range according to the stopping distance and the effective detection range of HOG descriptor, as the example shown in the flow chart of Figure 3.3.

### 3.1.2 Pedestrian Detection Algorithm

After comparing the advantages and disadvantages of difference feature-classifier-based detection methods, we have finally decided to use the HOG + SVM technique to implement the novel PDS. For a successful pedestrian detection application, accuracy and processing speed are the two most crucial factors considered in this thesis. The combination of HOG descriptors and SVM classifier can guarantee the detection accuracy; and, we use the GPU-based parallel computing technique to increase the detection processing speed. Thus, the detection accuracy and processing speed can be satisfied simultaneously.

#### 3.1.2.1 Histogram of Oriented Gradients

To make our PDS robust, we use the HOG features to describe pedestrians. The computation of HOG features is composed of 6 main procedures (Figure 3.4):

- Gamma & color normalization
- Gradients computation
- Spatial & Orientation binning
- Contrast normalization over overlapping spatial blocks
- Collect HOG feature vector over detection window
- Linear SVM

Figure 3.4: Flow chart of HOG features extraction [6].
• Contrast normalization over overlapping spatial blocks

• Collect HOG feature vector over detection window

• Linear SVM

Usually the first step is the gamma and color normalization of the input image. The horizontal and vertical gradients computations for each pixel are then achieved by using the operator $[-1\ 0\ 1]$ and $[-1\ 0\ 1]^T$:

\[
F_x(x,y) = V(x + 1, y) - V(x - 1, y)
\]

\[
F_y(x,y) = V(x, y + 1) - V(x, y - 1)
\]

Where $F_x(x,y)$ is the the horizontal gradient of pixel $(x,y)$ and $F_y(x,y)$ is the vertical gradient of pixel $(x,y)$; $V(x,y)$ is the gray value at $(x,y)$ pixel.

From Equations (3.1) and (3.2), we derive the norm which is the weight of pixel $(x,y)$ and the orientation for each pixel:

\[
F(x,y) = \sqrt{F_x(x,y)^2 + F_y(x,y)^2}
\]

\[
\theta(x,y) = \tan^{-1}\left(\frac{F_y(x,y)}{F_x(x,y)}\right)
\]

Where $F(x,y)$ is the weight of pixel $(x,y)$ and $\theta(x,y)$ is the orientation of pixel $(x,y)$.

![Figure 3.5: Components of HOG features.](image)

At the same time, the input image is divided into cells and blocks. Each cell contains $8 \times 8$ pixels and each block contains $2 \times 2$ cells (shown in Figure 3.5). We classify $\theta(x,y)$ into 9 bins in each cell and each bin represents one orientation (we divide $180^\circ$ into 9 bins and each bin has a range of $20^\circ$). The weight of each pixel will then be grouped according
to bins in which the weight the each pixel is located. The next step is to accumulate all the weights in each bin. For each cell, a vote is set to decide which bin has the largest weight. The orientation and weight in this bin should be kept to represent this cell. A block acts as a conclusion for all the cells and bins, and it keeps the data of all the cells.

After finishing HOG feature extraction, the HOG descriptor size for the pedestrian detection should be decided upon; this is also known as the minimal sliding window size. Each HOG descriptor size has a distinct influence on the detection results. Usually the size of the HOG descriptor is set as $64 \times 128$ or $48 \times 96$ in pixels; this is because the size of $64 \times 128$ or $48 \times 96$ can provide good detection accuracy [6]. Besides setting up the HOG-feature-based pedestrian descriptor, there are two other parameters that should be determined as well: the increasing times of the size of the sliding window and the increasing ratio (nlevel and scale). These two parameters will affect how many times the sliding detection window will increase and have influence on the final detection results. Still, based on the research of predecessors [6, 164], when the nlevel is equal to 64 and the scale is equal to 1.05, the detection process can provide the best performance.

### 3.1.2.2 Support Vector Machine

![Figure 3.6: An example of SVM-based classification in 2D plane — the positive and negative training data are mapped to the hyperplane coordinate system, separated by the SVM. Meanwhile, the SVM will find a hyperplane to maximize the margin between positive data and negative data.](image)

Support Vector Machine (SVM) is a supervised learning method which can be widely used in classification and regression analysis. SVM is also an efficient classification method used to minimize the empirical error and to maximize the geometric edge of the area (shown in Figure 3.6). The version of SVM we are using is the SVMLight, a linear classifier...
and a maximum marginal zone classifier, which can classify the positive data and negative data quickly. SVMlight [144, 214] is an open source software with good classification performance. We use it to obtain the classification results of pedestrian HOG descriptors.

### 3.1.3 GPU-Based Acceleration of Pedestrian Detection

Throughout the whole detection process, the system spent most of the time on calculating the HOG features of the image, which caused the decrease of the detection rate. Currently, the maximum cores of a CPU in PCs are 8, but a normal GPU has more than 100 cores. Kari Pulli et al. [10] declared that the processing rate of pedestrian detection with the acceleration of NVIDIA CUDA can be 8 times faster than the original processing rate on average (shown in Figure 3.8). In OpenCV, there are libraries which can directly support the NVIDIA CUDA. We therefore decide to use the external OpenCV library. By this means, we can utilize the multi-core parallel computing capacity of NVIDIA GPU and to use GPU as the main computing processor [126].

![Figure 3.7: Differences of CPU and GPU based HOG features computation process.](image)

(a) CPU-based HOG features computation process  
(b) GPU-based HOG features computation process

The CPU-based calculation can perform each single task at a good computing speed, but the whole process cannot be processed that quickly due to the sequencing computation (shown in Figure 3.7a). However, when GPU is used in the calculation process, its
Figure 3.8: Tesla C2050 versus Core i5-760 2.8Ghz, SSE, TBB [10].

Figure 3.9: GPU-based calculation: the upper-most illustrations show how CPU works when GPU is used in the system. The process illustrated in the bottom half of the figure shows that the HOG features are mainly computed by GPU which transmits the results back to the internal RAM of the system.
parallel computing ability can be fully utilized (shown in Figure 3.7b). The system transmits the captured image from RAM to graphics memory, this image is then divided into several portions by the CUDA internal algorithm, on the basis of how many cores there are in the graphics card. All the graphic processing units read partial image information and process the HOG feature computation on this portion. When all the calculations for these portions are done, the HOG features of this image are transmitted from graphics memory back to RAM. The system can continue to the next procedure. The whole procedures of GPU-based calculation is shown in Figure 3.9.

3.1.4 Effective Detection Range of PDS

Recall that there are two different concepts: detection range and detection distance. The detection range is the interval from a detection start position to a detection end position. Meanwhile, the maximum or minimum detection distance is the detection distance from the system position to the maximum or minimum position where pedestrians can be detected by the system. The PDS is fixed on the middle of windshield of vehicles. From our experiment, the original HOG + SVM detection method can only detect pedestrians within a range of less than 30 meters (in the 960×720 resolution). We want to extend the detection range and to make it suitable for practical utilization. As aforementioned, we use two lens-equipped cameras with unequal focal length to provide pedestrian detection in different ranges. In what follows, we determine analytically the range (minimal and maximal distance) covered by our system.

For a PDS, the detection range has two dimensions. One is the width range (detection range in width) and the other is the distance range (detection range in length). For pedestrian detection, we need to ensure both ranges satisfy the requirements. The schematic diagram of detection range in length is shown in Figure 3.10 and the schematic diagram of detection range in width is shown in Figure 3.11. The parameter transformation from parameters in the real world to image is shown in Figure 3.12.

3.1.4.1 The calculation of detection range in length

When talking about detection range in length, we need to ensure that the maximum detection distance is larger than the stopping distance and that the minimum detection distance is smaller than the nearest braking distance. Hence, pedestrians can be protected when the vehicle is braking or accelerating. The calculation of the detection range is based on the detection algorithm and the hardware we use. Before we calculate the detection
Figure 3.10: An example of detection range in length — $H_c$ is the height of vehicle (m); $D_{max}$ is the maximum theoretical detection distance (m); $D_{min}$ is the minimum theoretical detection distance for camera (m); $D_r$ is the minimum required distance to capture ground in the picture (m); $\theta_v$ is the vertical field of view ($^\circ$).

Figure 3.11: An example of detection range in width — $W_L$ is the width of lane (m); $W_c$ is the width of vehicle (m); $D_w$ is the minimum distance for the system to cover the width of lanes in a picture (m); $\theta_h$ is the horizontal field of view ($^\circ$); $V_p$ and $V_c$ represent the speed of the pedestrian and the car respectively.
Figure 3.12: An example of parameter transformation — $h$ is the real height of pedestrian (m); $H$ is the real height of the entire subjects captured in picture (m); $W$ is the real width of the entire subjects captured in a picture; $h_p$ is the height of pedestrians in picture (pixel); $H_p$ is the total vertical pixels of the picture (pixel); $W_p$ is total horizontal pixels of the picture (pixel).

For distance, we need to obtain the horizontal and the vertical field of view as follows:

$$\theta_h = 2 \times \arctan \left( \frac{d_h}{2f} \right)$$

$$\theta_v = 2 \times \arctan \left( \frac{d_v}{2f} \right)$$

Where $\theta_h$ is the horizontal field of view (FOV); $\theta_v$ is the vertical field of view (FOV); $d_h$ represents the horizontal size of the sensor; $d_v$ represents the vertical size the sensor; $f$ is the focal length.

Note that the detection distance $D$ from a camera to a pedestrian can be given by:

$$\tan \left( \frac{\theta_v}{2} \right) \times D = \frac{H}{2}$$

Where $H$ is the height of the real image in meters and $\theta_v$ is the vertical FOV of the camera.

From Figure 3.12, the relationship between the real height $h$ of a pedestrian and its correspondent height in pixels $h_p$ is:

$$\frac{h}{H} \times H_p = h_p$$

Where $H$ is the height of the real image in meters and $H_p$ is the height of the image in pixels.
From Equations (3.7) and (3.8), the distance $D$ from a camera to a pedestrian can be given as follows:

$$D = \frac{H_p \times h}{2 \times \tan\left(\frac{\theta_v}{2}\right) \times h_p}$$  \hspace{1cm} (3.9)

In fact, the distance $D$ varies from the minimum detection distance $D_{\text{min}}$ to the maximum detection distance $D_{\text{max}}$ regarding the values of $\theta_v \in [\theta_{v-\text{min}}, \theta_{v-\text{max}}]$ and $h_p \in [h_{p-\text{min}}, h_{p-\text{max}}]$. $\theta_{v-\text{min}}$ and $\theta_{v-\text{max}}$ correspond to the minimal vertical FOV and the maximal vertical FOV, respectively (shown in Figure 3.13). To detect near pedestrians, the FOV of the camera is set to $\theta_{v-\text{max}}$, whereas the FOV of the camera is set to $\theta_{v-\text{min}}$ to detect far pedestrians. Hence, it is easy to deduce the calculation of $D_{\text{min}}$ and $D_{\text{max}}$ as follows:

$$D_{\text{max}} = \frac{H_p \times h}{2 \times \tan\left(\frac{\theta_{v-\text{max}}}{2}\right) \times h_{p-\text{min}}}$$  \hspace{1cm} (3.10)

$$D_{\text{min}} = \frac{H_p \times h}{2 \times \tan\left(\frac{\theta_{v-\text{min}}}{2}\right) \times h_{p-\text{max}}}$$  \hspace{1cm} (3.11)

Figure 3.13: Description of $\theta_{v-\text{min}}$ and $\theta_{v-\text{max}}$.

In general, detection should begin at the distance where the ground is captured in the picture. More precisely, by using HOG, the pedestrian who is located at $D_{\text{min}}$ from the vehicle cannot be recognized since their lower body is not detected. This is due to the fact that the HOG-feature-based pedestrian detection is considered as a holistic approach. In practice, when the HOG features are used to implement pedestrian detection, the real (true) minimal detection distance is not only determined by $D_{\text{min}}$ given by Equation (3.11), but also determined by the height of a car $H_c$. In this case, the minimal required distance $D_r$ (as shown in Figure 3.10), for which the whole body is detected is as follows: 

$$D_r = \frac{H_c}{\tan\left(\frac{\theta_{v}}{2}\right)}$$  \hspace{1cm} (3.12)

As a conclusion, the detection range in which pedestrians can be detected by the PDS is from $\text{Max}\{D_r, D_{\text{min}}\}$ to $D_{\text{max}}$. Experimentally, we find that $D_r$ is always greater than $D_{\text{min}}$. 
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3.1.4.2 The calculation of detection range in width

For driving vehicles, if the horizontal field of view is not wide enough, collisions may occur between vehicles and pedestrians (shown in Figure 3.11); thus, importance should be attached to the horizontal FOV as well. This helps to ensure that the width of each frame can cover the width of the road in front of vehicles. For the horizontal FOV, there are two issues that should be premeditated.

The first issue is the width of lanes. The system should guarantee that the horizontal detection range is wide enough to cover the width of lanes. Based on the Equation (3.11) for
the minimum detection in length, the minimum horizontal detection range is understood as:

\[ D_w = \frac{W_L}{2 \times \tan\left(\frac{\theta_{h,max}}{2}\right)} \]  

(3.13)

To ensure that the horizontal detection range is wide enough to protect pedestrians, the minimum detection distance in length \( D_{min} \) (Equation (3.11)) should be smaller than \( D_w \) (Equation (3.13)). This means that when detection begins, all the required width and height is already covered.

The second issue is the interaction between pedestrian velocity and vehicle velocity. There is a possible concern that pedestrians may not be detected until a collision has occurred. The occurrence of this lapse is due to vehicle velocity and the limited horizontal detection range. If the horizontal detection range is not wide enough and vehicle velocity is fast, pedestrians may not be detected when a car is driving towards them. This means that pedestrians are always outside of the horizontal detection range until the moment when the collision has occurred. To prevent missing the detection for a foreseeable collision, the PDS should guarantee that pedestrians are detected before they walk into the driving direction of a vehicle. This means that the time \( t_c = \frac{D}{V_c} \) required by the car to travel the distance \( D \) should be less than the time \( t_p = \frac{D \times \tan(\frac{\theta}{2})}{V_p} \) taken by the pedestrian before meeting the car, where \( V_c \) and \( V_p \) are the velocity of vehicle and pedestrian, respectively. The requirement of the horizontal detection range can be formulated as follows:

\[ \frac{D}{V_c} < \frac{\tan\left(\frac{\theta_{h}}{2}\right) \times D - \frac{W_c}{2}}{V_p} \]  

(3.14)

Where \( V_c \) is the vehicle driving velocity and \( V_p \) is the pedestrian walking speed, which is usually less than 1.5m/s. \( W_c \) is the width of vehicles, which is usually less than 2.6 meters [215].

From Equation (3.14), we can see that the horizontal FOV \( \theta_h \) is mainly influenced by vehicle speed \( V_c \), pedestrian speed \( V_p \), distance between vehicle and pedestrian, and width of the lane. The horizontal FOV \( \theta_h \) should be:

\[ \theta_h > 2 \times \arctan\left(\frac{W_c \times V_c + 2 \times D \times V_p}{2 \times D \times V_c}\right) \]  

(3.15)

Equation (3.15) shows that the required horizontal FOV is increasing with the decreasing speed of the car \( V_c \).

There are two parameters that can be changed: the distance between vehicles and pedestrians and the velocity of vehicles. For the first case, when the velocity is changing, the detection range in length should be guaranteed to be larger than the total stopping distance. The total stopping distance should be regarded as the \( D \) in Equation (3.14). At
the total detection distance $D$, the horizontal detection range should satisfy the requirement based on Equation (3.14). At this time, the width of lane $W_c$ cannot be ignored as the $\tan(\frac{\theta_h}{2}) \times D$ is not much larger than it. If the horizontal field of view is large enough to cover the required horizontal detection range at the total stopping distance, the required horizontal field of view will decrease with the extending of the detection distance $D$. So, we could conclude that the required horizontal FOV is mainly influenced by the driving speed $V_c$, and that it has a relationship with the detection distance as well.

### 3.1.4.3 Calculation Explanation

One important element we need to emphasize is that the detection distance is only calculated by the vertical field of view and by the height of HOG descriptors (the height of the sliding window). There are three explanations for why the horizontal field of view and the width of HOG descriptor are not used to calculate the detection distance.

The first reason is caused by the training image datasets. The sliding window is mostly defined as the ratio 1:2: 48 $\times$ 96 or 64 $\times$ 128 pixels. The training images of our PDS are from INRIA France. The positive training database from which most images are derived does not physically equal to 64 $\times$ 128 or 48 $\times$ 96. So a shrinking and extraction process is required for all the images. When doing the shrinking and extraction procedure, the entire bodies of persons in the positive training database are strictly extracted using the ratio of 1:2 (width over height). However, the width-height ratio of persons in the positive training image are smaller than 1:2, so the width and height of pedestrians in the final extracting-ready images are not the same size as the sliding window, as illustrated in Figure 3.15a. Consequently, the pedestrians in positive training images are as tall as the sliding window in most cases; but, they are not as wide as the sliding window. So the detection distance calculation should use the vertical parameter because the vertical parameter can get much more accurate results than the horizontal parameters (shown in Figure 3.15b – 3.15t).

The second reason involves the pedestrian standing postures and the contrast normalization procedure of HOG feature computation (talked about in Section 3.1.2.1). As the positive training images consist of a large amount of distinct standing gestures, the width of the HOG descriptor representing persons in each positive training image is different. Therefore, the horizontal size of HOG descriptor (the width of the sliding window) is not suitable to perform detection distance calculation; and, it cannot give accurate calculation results. During the HOG feature computation process, the contrast normalization procedure normalized the disparities, which decreased the describing accuracy of the horizontal size of HOG features in the case of specific persons; however, it increased the universal applicability. After the normalization, the width of the HOG descriptor which represents
the width of pedestrians is not predictable. So the detection distance cannot be calculated by the width of the HOG descriptors.

(a) Pedestrian detected by small sliding window  
(b) Pedestrian detected by large sliding window

Figure 3.16: An example of sliding window resizing.

The third reason is the unequal ratio of the sliding window and the streaming frames. For most cameras, the frames are captured in the ratio of 16:9 or 4:3; this means that the width of the frame is larger than the height of the frame. Meanwhile, the sliding window of pedestrian detection in our system is 1:2. When the detection process is running, the sliding window slides one by one in the frame. The sliding window size will change from the size set (64 × 128 or 48 × 96) to the maximum size it can reach (based on the scale value and the scale levels we set). The scale value used in the system is 1.05 since [6] has proven that the performance of the parameter and the scale level is set in 41 which is large enough to make the sliding window cover the entire height of frames. The sliding window increases based on the scale value and scale levels. The height of the sliding window will reach the height of the frame first while the width of sliding window will much smaller than the width of the frame, like the one shown in Figure 3.16. For instance, one level of resolution we used in the implementation is 960 × 720; and, the size of the HOG descriptor we used is 48 × 96. The ratio between the frame and the size of HOG descriptor is 7.5 vertically and 20 horizontally. The sliding window will give the iteration after each active sliding. For the equations 1.05^x = 7.5 or 1.05^x = 20, x is equal to 41 or 62. When the scale iteration is over 41 times, the height of the sliding window is larger than the height of the frame; this means the scale iteration process is redundant and it will decrease the whole detection process rate. So the detection distance calculation is mainly based on the vertical parameters rather than on the horizontal parameters.
3.1.5 Determination of the Boundaries of $C_s$ and $C_L$

3.1.5.1 Speed-aware Detection Scenarios

According to the data concerning the driving speed limits in Canada, in most provinces, default speed limits are 50 km/h in urban areas, 80 km/h in rural areas, and 100 km/h on grade-separated expressways [216, 217]. Default speed limits for school zones tend to be 30 or 40 km/h in urban areas and 50 km/h in rural areas [218]. So the driving speed can be divided into 5 scenarios (shown in Table 3.1). According to the scenarios and stopping distance for each driving speed, the detection process of PDS is designed for 3 cases: for low speed area, for urban and suburban areas and for expressways. When talking about highway or arterial roads, the possibility of pedestrian appearance in front of vehicles is very small, but we still need to take this into consideration.

Table 3.1: Canadian roadway velocity limits.

<table>
<thead>
<tr>
<th>Driving scenario</th>
<th>Kilometers/hour</th>
<th>Miles/hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parking areas</td>
<td>Less than 15</td>
<td>Less than 10</td>
</tr>
<tr>
<td>School zones</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>Residential streets</td>
<td>40</td>
<td>25</td>
</tr>
<tr>
<td>Major urban and suburban roads</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>Most 2-lane highways outside cities</td>
<td>80</td>
<td>50</td>
</tr>
</tbody>
</table>

To make the detection cases suitable for most scenarios, the detection range for each case is devided into two sections (shown in Table 3.2): One covers the range from the Minimum Detection Distance (MinDD) to the Total Stopping Distance (TSD) at the current velocity, the other covers the range from the Total Stopping Distance (TSD) to the Maximum Detection Distance (MaxDD). The details of the detection case configuration is going to be talked about in Section 3.1.5.2.

3.1.5.2 Coordination of Two cameras

Recall that we use two unequal focal length cameras to detect different partial ranges (shown in Table 3.2). For each driving speed, the detection range of $C_s$ spans from the MinDD to the TSD. And the detection range of $C_L$ is from the TSD to the MaxDD. The reason we set TSD as the critical value can be explained by two justifications. On the one hand, deriving detection from the measurements obtained by MinDD to TSD, enable the system to ensure that pedestrians in this range can be detected in advance if the car is driving at a lower speed or slowing down its speed. On the other hand, based on the
Table 3.2: Detection cases of PDS.

<table>
<thead>
<tr>
<th>Different cases</th>
<th>Detection range of $C_s$</th>
<th>Detection range of $C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: in low speed area (less than 30kph)</td>
<td>$Min DD_{30} - TSD_{30}$</td>
<td>$TSD_{30} - Max DD_{30}$</td>
</tr>
<tr>
<td>Case 2: in urban and suburban areas (around 50kph)</td>
<td>$Min DD_{50} - TSD_{50}$</td>
<td>$TSD_{50} - Max DD_{50}$</td>
</tr>
<tr>
<td>Case 3: on highways and expressways (around 80kph)</td>
<td>$Min DD_{80} - TSD_{80}$</td>
<td>$TSD_{80} - Max DD_{80}$</td>
</tr>
</tbody>
</table>

Stopping distance talked about in Section 3.1.5.1, pedestrians in the detection range of $C_L$ can be detected in advance if the car is accelerating. Meanwhile, the extended detection range can cover the range which is the stopping distance achieved by a car at a velocity 10 to 20kph higher than the current velocity. According to Equations (3.10) and (3.11), the calculation of MinDD and MaxDD is based on the focal length and vertical FOV. Then the focal length and the vertical FOV in each case is based on the TSD at different speed.

From Equations (3.6), (3.9) and (3.12), the formula for calculating the vertical field of view of the detection distance belonging to each camera can be obtained:

$$\theta_v = 2 \times \arctan \left( \frac{H_p \times h}{2 \times D_s \times h_p} \right)$$  \hspace{1cm} (3.16)

or

$$\theta_v = 2 \times \arctan \left( \frac{H_c}{D_r} \right)$$  \hspace{1cm} (3.17)

The selection of the vertical field of view $\theta_v$ calculation is determined by which partial detection range is calculated. If the calculation is for $C_L$, both Equation (3.17) and Equation (3.16) should be used to get the maximum $\theta_v$. And, Equation (3.16) is used for $C_s$ calculation. The focal length of each camera is then:

$$f = \frac{d}{2 \times \tan \left( \frac{\theta_v}{2} \right)}$$  \hspace{1cm} (3.18)

Finally, based on the stopping distance of each driving speed and the formulas above, we can calculate the vertical FOV and focal length for both cameras in different cases.

**Calculation for $C_s$**: the detection range of $C_s$ spans from MinDD to TSD (shown in Figure 3.17); so, TSD is regarded as the maximum detection distance of $C_s$. According to Equations (3.16) and (3.18), the vertical field of view and the focal length can be obtained:

$$\theta_{v-C_s} = 2 \times \arctan \left( \frac{H_p \times h}{2 \times TSD \times h_{p-min}} \right)$$  \hspace{1cm} (3.19)
Figure 3.17: Detection range of $C_s$ — span from MinDD to TSD.

Figure 3.18: Detection Range of $C_L$ — span from TSD to MaxDD.

\[ f_{C_s} = \frac{d_v}{2 \times \tan(\frac{\theta_v - C_s}{2})} \]  

(3.20)

Where $TSD$ is the stopping distance. From Equations (3.11) and (3.12), the MinDD of $C_s$ is:

\[ MinDD = \max \left\{ \frac{H_c}{\tan(\frac{\theta_v - C_s}{2})}, \frac{H_p \times h}{2 \times \tan(\frac{\theta_v - C_s}{2}) \times h_p - \text{max}} \right\} \]  

(3.21)

**Calculation for $C_L$**: the minimum detection range of $C_L$ is set from TSD to MaxDD (shown in Figure 3.18); and, it is shown in Equations (3.17), (3.16) and (3.18), that the vertical FOV of $C_L$ is determined by the minimum required detection distance $D_r$ and the minimum theoretical detection distance $D_{min}$:

\[ \theta_{v-C_L} = \max \left\{ 2 \times \arctan(\frac{H_p \times h}{2 \times TSD \times h_p - \text{max}}), 2 \times \arctan(\frac{H_c}{TSD}) \right\} \]  

(3.22)
The calculation of focal length of the $C_L$ is then the same as Equation (3.18):

$$f_{C_L} = \frac{d_v}{2 \times \tan(\frac{\theta_v - C_L}{2})}$$  \hspace{1cm} (3.23)$$

From Equation (3.10), the MaxDD of $C_L$ is:

$$MaxDD = \frac{H_p \times h}{2 \times \tan(\frac{\theta_v - C_L}{2}) \times h_{p-min}}$$  \hspace{1cm} (3.24)$$

3.2 Optimization of the Detection Results

3.2.1 Detection Results Synchronization

![Diagram]

Figure 3.19: An example of $C_s$ and $C_L$ synchronization — $f_1$ is the focal length of $C_s$; $f_2$ is the focal length of $C_L$; $x_1$ is the total horizontal pixel of $C_s$; $y_1$ is the total vertical pixel $C_s$; $x_2$ is the total horizontal pixel of $C_L$; $y_2$ is the total vertical pixel $C_L$; $x_p$ is the abscissa of one of the results in $C_L$; $y_p$ is the ordinate of one of the results in $C_L$; $X$ is the abscissa of $x_p$ in $C_s$; $Y$ is the ordinate of $y_p$ in $C_s$; $M_x$ is the horizontal shift offset of $C_L$ in $C_s$; $M_y$ is the vertical shift offset of $C_L$ in $C_s$.

As two cameras are used in this system, the images captured by different cameras are not of equal focal length (shown in Figure 3.19). The pedestrians which can be detected in the $C_L$ cannot be detected in the $C_s$ images, and vice versa. So we need to combine the detection results together, which means the synchronization method is required to
ensure that the system keeps operating correctly. The image captured by $C_s$ has a shorter focal length than the image captured by $C_L$. The detection results of $C_L$ and $C_s$ can be synchronized appropriately, based on the relationship between the different focal length.

The relationship can be explained like this: the image taken by $C_L$ can be seen as an amplification of the center of the image of $C_s$. So the detection results from $C_L$ can be shrunk to the appropriate size and can be synchronized in the picture of $C_s$. Based on the basic physical principles of the amplification theorem [219], shown in Figure 3.20, the relationship between amplification and focal length can be acquired:

\[
\frac{1}{u} + \frac{1}{v} = \frac{1}{f} \tag{3.25}
\]

\[
\frac{h}{h_p} = \frac{u}{v} \tag{3.26}
\]

Where the definition of the notations are explained in Figure 3.20.

From Equations (3.25) and (3.26), we get:

\[
\frac{h}{h_p} = \frac{u}{f} - 1 \tag{3.27}
\]

In the calculation, the ratio of $\frac{h}{h_p}$ and $\frac{1}{f}$ is much larger than the number 1. When the $h$ and $u$ change, number ‘1’ gives little influence. The number ‘1’ can then be elided. If $h$ and $u$ is fixed, $h_p$ will change with the changing of focal length $f$. Then the relationship between images of different focal length ($C_s$ and $C_L$) is the ratio of short and long focal length. To perform the amplification synchronization, the equation is: 
• Horizontal Offset

\[ M_x = \frac{x_1}{2} - \frac{f_1 \times x_2}{2 \times f_2} \]  

(3.28)

• Vertical Offset

\[ M_y = \frac{y_1}{2} - \frac{f_1 \times y_2}{2 \times f_2} \]  

(3.29)

After that, based on Equations (3.28) and (3.29), the synchronization results of \( C_L \) in the position of image \( C_s \) is:

\[ X = M_x + \frac{f_1 \times x_p}{f_2} \]  

(3.30)

\[ Y = M_y + \frac{f_1 \times y_p}{f_2} \]  

(3.31)

After the synchronization of detection results of both cameras, the synchronized results are processed in the duplicate results elimination process. In the elimination process, the repeated detection results are eliminated. By doing this, the detection accuracy of the two-camera-based detection structure can be kept in a high level.

### 3.2.2 Duplicate Results Elimination

Figure 3.21: Examples of results with and without elimination – the pedestrian in the distance around TSD are detected by both \( C_s \) and \( C_L \), the 3.21a is the result without elimination and the 3.21b is the result with elimination.
Normally, in the PDS, $C_s$ detects the range from MinDD to TSD and $C_L$ detects the range from TSD to MaxDD. There should be no overlapping detection range between them. However, in our experiment, when the PDS undergoes normal operation, there are chances that the pedestrian, who is standing at the distance of around TSD from the car, can be detected by both $C_s$ and $C_L$, as the example shown in Figure 3.21. These duplicate detection results will decrease the safety level. To handle this problem, we first thought about the Scale-invariant feature transform (SIFT). However, the processing speed of SIFT is so slow that it cannot be used in real-time. We then focussed on the Speeded Up Robust Features (SURF), which is used in the research of object recognition. SURF uses the features of the sum of the Haar wavelet response around the point of interest. Meanwhile, SURF can be computed extremely quickly with the aid of the integral image. We combined SURF with our detection system mainly to use it in the research area. The elimination results then revealed that SURF performs good duplication elimination.

Although the SURF method performs good elimination results, the processing speed of SURF is not dependable. During the operation, the processing speed of SURF will change greatly if the image resolution or the feature size changes. So we introduced a new elimination algorithm to make an improvement on both the robustness of the processing speed and on the elimination results. The detection results from $C_s$ have a higher priority.
Require: Detection process of $C_s$ and $C_L$ are both completed
1: Import the enlarged elimination areas of $C_s$ into dynamic array $V_{C_s}$;
2: Import synchronized detection results of $C_L$ into dynamic array $V_{C_L}$;
3: The dynamic array $V_{E-C_L}$ was declared to store the remaining synchronized detection results of $C_L$;
4: for $i = 0$; $i < V_{C_L}.size$ ; $++i$ do
5: $j = 0$;
6: for $j < V_{C_s}.size$ ; $++j$ do
7: $x_{C_L} =$ synchronized x value of the top-left point of $V_{C_L}.i$;
8: $y_{C_L} =$ synchronized y value of the top-left point of $V_{C_L}.i$;
9: $x_{C_s} =$ x value of the top-left point of $V_{C_s}.j$;
10: $y_{C_s} =$ y value of the top-left point of $V_{C_s}.j$;
11: $width_{C_L} =$ width of $V_{C_L}.i$;
12: $height_{C_L} =$ height of $V_{C_L}.i$;
13: $width_{C_s} =$ width of $V_{C_s}.j$;
14: $height_{C_s} =$ height of $V_{C_s}.j$;
15: if ($x_{C_L} > x_{C_s}$) and ($y_{C_L} > y_{C_s}$) and ($x_{C_L} + width_{C_L} < x_{C_s} + width_{C_s}$) and ($y_{C_L} + height_{C_L} < y_{C_s} + height_{C_s}$) then
16: break;
17: else
18: continue;
19: end if
20: end for
21: if $j = V_{C_s}.size$ then
22: $V_{E-C_L}.pushback(V_{C_L}.i)$;
23: end if
24: end for

Figure 3.23: Algorithm of duplicate results elimination.
than the ones from \( C_L \). An enlarged elimination area is set up based on the size of the detected pedestrian plus the half-size of the trained feature size, as shown in Figure 3.22. If the detection results from \( C_L \) are in the enlarged elimination area of \( C_s \) detection results, they will be eliminated to avoid duplicate or inaccurate results. When the detection results are extracted and synchronized, the system will give a comparison procedure. This will be done to confirm whether there are results from the \( C_L \) which are repeated in the results of \( C_s \). If this is the case, the system will only keep the result from \( C_s \). If the results represent two different people, both of them will be kept in the detection results. The elimination algorithm is described in Figure 3.23; and, the analysis of elimination results is discussed in Section 4.2.5.

The duplication elimination process consist of three procedures. Each procedure is responsible for its own assignment. In the first procedure, after \( C_s \) and \( C_L \) finishing detection on their current frames, the detection results of \( C_L \) should be shrink according to the synchronization relationship. Then the system transfers the detection results of \( C_L \) into a dynamic array \( V_{C_L} \), and transfers the detection results of \( C_s \) into dynamic array \( V_{C_s} \). The vectors contains all the information of detection results, such as parameters, coordinates and positions. In the second procedure, the system compares every vector in \( V_{C_L} \) with all the \( V_{C_s} \) vectors, to find if there are detection results indicating the same pedestrian. If there are results indicating the same person, the results from \( C_L \) will be eliminated and the other one will be kept. Then the system process the same procedure for every vector in \( V_{C_L} \). After finishing the comparison procedure, most duplicate detection results can be eliminated. The results after the elimination process will be then transmitted to the PTS, which is the third procedure.

3.3 Pedestrian Tracking System (PTS)

For a completed PPS, pedestrian detection processes need to be followed by pedestrian tracking to predict the possibility of collision in advance. In our PPS, the pedestrian detection is not the only required process; the prediction of pedestrians is also a primary requirement. The prediction of pedestrians is achieved by pedestrians tracking process to analyze their dynamics and behaviors. In the tracking process, we mainly use the Kalman filter (also known as Linear Quadratic Estimation) to operate the tracking procedure. The Kalman filter can predict the pedestrian position in frame \( t + 1 \), based on the pedestrian detection results in frame \( t - 1 \) and frame \( t \). We then compared the detection result of the frame \( t + 1 \) with the predicted results, to give more accurate results. With detection results and prediction results, an accurate movement trajectory of each pedestrian can
be obtained (as the example shown in Figure 3.24). Based on the temporal movement trajectory of one pedestrian, the movement direction and the pedestrian’s motion can be predicted; these are essential for our PPS to avoid collisions. Based on the prediction of pedestrian motion and behavior, the PPS can alert the drivers if a warning situation is coming or a dangerous situation is in front of them.

(a) Pedestrian is under tracking process  (b) The other side of the under-tracked pedestrian

Figure 3.24: An example of pedestrian tracking.

3.3.1 Tracking Algorithms of the Pedestrian Tracking System

When the whole system is operating, four dynamic vectors are declared; two of them are used for the detection results (mentioned above as $V_{CL}$ and $V_{CS}$) and the other two dynamic vectors, named $V_{TC}s$ and $V_{TC}L$, are used for the tracking results. Each detection result is placed in a correlating dynamic vector according to which camera it belongs. The tracking process then takes the detection results from the detection vectors and puts them into the tracking vectors via the Kalman filter algorithm. After two or three steps, the tracking process can provide accurate predictions on the motion of pedestrians. The final results based on the tracking and detection systems are then transmitted to the in-car monitor to inform the driver of the situation in front of the vehicle.

3.3.1.1 Kalman Filter

The Kalman filter algorithm consists of a two-step process: the prediction step and the update step. In the prediction step, at time $t$, the current state variables are estimated by the Kalman filter, along with the uncertainties regarding the current state variables.
Once the outcome of the measurement at time 2 is observed, the update step begins to work. These estimates at time 1 are updated using a weighted average. The estimates with the higher level of certainty are given more weight. The prediction step will then give the prediction again for the state variable at time 3; this is followed by the update step. When the two-step process begins to iterate, the Kalman filter tracking and predicting function shows up. Due to the inherent recursive ability of the algorithm, it can run in real-time by using the measurements at current time as the input, its previously priori state and its uncertainty matrix. The algorithms of the Kalman filter are described in the following text.

A basic model of the Kalman filter [190][220]  The true state of a model at time $k$ evolves from the state of $(k-1)$, as the equation below demonstrates:

$$x_k = F_k x_{k-1} + B_k u_k + W_k$$  

(3.32)

Where $F_k$ is the state transition model which is applied to the previous state $x_{k-1}$; $B_k$ is the control-input model which is applied to the control vector $u_k$; $W_k$ is the process noise which is assumed to be drawn from a zero mean multivariate normal distribution with a covariance of $Q_k$. That is:

$$W_k \sim N(0, Q_k)$$

At time $k$, the measurement $z_k$ of the true state $x_k$ is made according to

$$z_k = H_k x_{k-1} + v_k$$

(3.33)

where $H_k$ is the observation model. The true state space is mapped through $H_k$ into the observed space and $v_k$ is the observation noise assumed to be a zero mean Gaussian white noise with a covariance of $R_k$. That is

$$v_k \sim N(0, R_k)$$

The initial state and the noise vectors at each step are all assumed to be mutually independent.

Details of Kalman filter [191]  Recall that there are two steps in the Kalman filter. One is the act of prediction and the other is the process of updating. In the prediction step, the Kalman filter uses the state variables at time $k-1$ to predict the state at time $k$. In the update step, the Kalman filter utilizes the measurement of the state at time $k$ to update the prediction of the state at time $k$; this is done to acquire an accurate state value.
Prediction:
Predicted (a priori) state estimate:
\[ \hat{x}_{k|k-1} = F_k \hat{x}_{k-1|k-1} + B_k u_k \] (3.34)
Predicted (a priori) estimate covariance:
\[ P_{k|k-1} = F_k P_{k-1|k-1} F_k^T + Q_k \] (3.35)

Update:
Innovation or measurement residual:
\[ \tilde{y}_k = z_k - H_k \hat{x}_{k|k-1} \] (3.36)
Innovation (or residual) covariance:
\[ S_k = H_k P_{k|k-1} H_k^T + R_k \] (3.37)
Optimal Kalman gain:
\[ K_k = P_{k|k-1} H_k^T S_k^{-1} \] (3.38)
Updated (a posteriori) state estimate:
\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \tilde{y}_k \] (3.39)
Updated (a posteriori) estimate covariance:
\[ P_{k|k} = (I - K_k H_k) P_{k|k-1} \] (3.40)
The formula for the updated estimate and covariance above is only valid for the optimal Kalman gain.

3.3.1.2 Tracking and Predicting

In the PTS, the methodology used to improve pedestrian tracking accuracy and to smoothen tracking results is formalized in a process. Based on the Opencv image processing library, we made a C++ class (called PedestrianTracking class — short for PTC) which mainly works on the pedestrian tracking process. We put all the work related to pedestrian tracking into the PTC to separate the pedestrian detection process and the pedestrian tracking process. The correlation between these two processes is the rectangle coordinate of the pedestrians. This rectangle is the one drawn around the detected pedestrians, like the one shown in Figure 3.24. All the parameters related to this rectangle are utilized by our PTC. When the PPS is working, the rectangles of the detection results are transmitted to the PTC. The PTC will operate the Kalman filter processing on the detection results. Finally, the optimized tracking results are transmitted back to the system to judge if there is a danger or a warning situation in front of the vehicle (the process of the PTS is shown in Figure 3.25).
Figure 3.25: Pedestrian tracking process.
**Detection-to-Tracking**  When a pedestrian is detected by our system, a rectangle is generated to memorize the position of the detected pedestrian. There are several parameters used to describe the rectangle. The parameters include the coordinates of the top-left point of the rectangle in the image. Also, the parameters have the description of the width and height of the rectangle. So we regard the abscissa and ordinate of the top-left point and the width and height of the rectangle as the measurements of the Kalman filter. These four parameters of each detection results are then transmitted to the PTC so that the tracking process can be proceeded.

**PedestrianTracking Class**  In the PTC, we initialize the Kalman filter by using the input of the detection results. In the beginning, several matrices were generated. We have 8 state variables and 4 measurement variables. So the transition matrix $F_k$ is set as:

$$F_k = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}$$

The state variables and measurement variables are set as:

$$state_{variables} = \begin{bmatrix}
width \\
height \\
position.x \\
position.y \\
delta_width \\
dealta_height \\
delta_position.x \\
delta_position.y \\
\end{bmatrix}$$

$$measurement_{variables} = \begin{bmatrix}
delta_width \\
dealta_height \\
delta_position.x \\
delta_position.y \\
\end{bmatrix}$$

In the beginning, we set the measurement matrix as the identity matrix, the process noise covariance matrix and the measurement noise covariance matrix as the diagonal matrix.
with the value of $e^{-1}$. When the detection results are transmitted into the class, the PTC will compare the detection results with the results in tracking processes. If a corresponding tracking process is found for one detection result in the PTC, PTC will transmit this new detection result into the existing tracking process to update the state variables. Otherwise, the PTC will make a new tracking process for the new detection result; and, it will redo the initializing step in order to operate tracking process. The Kalman filter will proceed with the tracking processes on all the detection results. As the system is operating, if one of the tracking process has not been updated for several frames, this tracking process will be deleted; and, the tracking system will assume that this pedestrian has left the front area of the car.

### Tracking Trajectory and Movement Prediction

During the tracking process, both the detection results and the tracking results are stored in separate dynamic vectors. What we want to do with these dynamic vectors is to track pedestrians and to predict their future motion or movement direction. From the memorized tracking results in the tracking dynamic vectors, the movement trajectory of each pedestrian can be obtained. Based on the movement trajectory of each pedestrian, the approximate movement direction of each pedestrian can be estimated. Sequentially, the Kalman filter will provide the prediction of the pedestrian future motion and the movement direction in the next frame. When the prediction has been undergone, the system will provide judgements based on the tracking results, through the collision prevention process. These judgements will then be transmitted to the in-car monitor to show the driver if there is dangerous or warning situation in front area.

### 3.3.2 Collision Prevention Process

The Collision Prevention Process (CPP) is also embedded in the PedestrianTracking class. It is used to assist the system in judging situations, based on the current detection and tracking results. This CPP assists in the alerting of drivers to the possibility of upcoming warnings or dangerous situations. There are two different kinds of alerts. One is the Warning Alert which stands for less emergent situations. The other one is the Danger Alert which stands for the emergent situation.

**Warning Alert** In the tracking process, the dynamic vectors of tracking results are significant components used to perform predictions. If the pedestrian is walking towards the middle of the lane or to the car, like the example shown in Figure 3.2, this pedestrian is regarded as being in warning situation. To judge the situation of pedestrians, we make
Require: Pedestrians have been detected and tracked for more than 3 frames;
1: Calculate the $Sub_{\text{latest}}$;
2: Calculate the $Sub_{\text{half}}$;
3: for $i = 0; i < V_{T-C_s}.size$; + + $i$ do
4: $x_{T-C_s} = x$ value of the top-left point of $V_{T-C_s}.i$, $width_{T-C_s} = \text{width of } V_{T-C_s}.i$;
5: $\text{height}_W = \text{height of the frame, } width_W = \text{width of the frame};$
6: $\text{latest}_{CS} = V_{T-C_s}.i.Sub_{\text{latest}}, \text{half}_{CS} = V_{T-C_s}.i.Sub_{\text{half}}$;
7: if $|\text{latest}_{CS}| < |\text{half}_{CS}|$ then
8: label $V_{T-C_s}.i$ with warning situation;
9: continue;
10: else if $(x_{T-C_s} > \frac{\text{width}_W}{2} - \frac{\text{height}_W}{4})$ and $(x_{T-C_s} + width_{T-C_s} < \frac{\text{width}_W}{2} + \frac{\text{height}_W}{4})$ then
11: label $V_{T-C_s}.i$ with warning situation;
12: continue;
13: else
14: continue;
15: end if
16: end for
17: for $i = 0; i < V_{T-C_L}.size$; + + $i$ do
18: $x_{T-C_L} = x$ value of the top-left point of $V_{T-C_L}.i$, $width_{T-C_L} = \text{width of } V_{T-C_L}.i$;
19: $\text{height}_W = \text{height of the frame, } width_W = \text{width of the frame};$
20: $\text{latest}_{CL} = V_{T-C_L}.i.Sub_{\text{latest}}, \text{half}_{CL} = V_{T-C_L}.i.Sub_{\text{half}}$;
21: if $|\text{latest}_{CL}| < |\text{half}_{CL}|$ then
22: label $V_{T-C_L}.i$ with warning situation;
23: continue;
24: else if $(x_{T-C_L} > \frac{\text{width}_W}{2} - \frac{\text{height}_W}{4})$ and $(x_{T-C_L} + width_{T-C_L} < \frac{\text{width}_W}{2} + \frac{\text{height}_W}{4})$ then
25: label $V_{T-C_L}.i$ with warning situation;
26: continue;
27: else
28: continue;
29: end if
30: end for
31: Show the “Warning” label on pedestrians who are in warning situation;

Figure 3.26: Algorithm of Warning Alert.
full use of the coordinate parameters stored in the dynamic vector of tracking results. For the tracking results of each pedestrian, we make a subtraction between the coordinates of the latest tracking result and the center of the frame, called $Sub_{latest}$. Likewise, we do another subtraction between the coordinates of the tracking result in the half size of the dynamic vector and the center of the frame, called $Sub_{half}$. The absolute value of both subtraction results are compared to see which one is smaller. If the subtraction of $Sub_{latest}$ is smaller, it means that this pedestrian is in the warning situation and the PPS will give Warning Alert to the driver. Otherwise, it means that this pedestrian is leaving the warning area and there will be no collision. Besides the subtraction comparison, we defined an area in the frames as the warning area. The height of the warning area is equal to the height of the frames, and the width of the warning area is equal to half the size of its height. Once a pedestrian is detected inside the warning area, he will be regarded as within the warning situation, even if he is not moving. The algorithm for the evaluation of the warning situation is exhibited in Figure 3.26.

**Danger Alert** When the Warning Alert is explained clearly, the danger alert can be specified easily. In the PPS, the Danger Alert means that there are highly dangerous situations in front of the car and that the driver needs to give great attention to the upcoming situations and to react immediately. The Danger Alert comes after the Warning Alert. Unlike the Warning Alert which is operated on both $C_s$ and $C_L$ results, the Danger Alert is mainly operated on the $C_s$ results. If a pedestrian detected by $C_s$ are judged as being in the warning situation, the system will determine that this pedestrian is in a dangerous situation. The algorithm is elucidated in Figure 3.27.

---

**Require:** The warning situation judgement for both $V_{T-C_s}$ and $V_{T-C_L}$ are finished;

1: **for** $i = 0; i < V_{T-C_s}.size; + + i$ **do**
2:  **if** $V_{T-C_s}.i$ is labeled with warning situation **then**
3:  label $V_{T-C_s}.i$ with danger situation;
4:  **else**
5:  continue;
6: **end if**
7: **end for**
8: Show the “Danger” label on pedestrians who are in danger situation;

---

Figure 3.27: Algorithm of Danger Alert.
Chapter 4

System Implementation and Results Analysis

In this chapter, we describe the devices used in the implementation. We then exhibit the implementation results of the PDS and the PTS. Afterwards, we analyze the results. The calculation parameters can be confirmed by the devices used. After this, the other data regarding the detection distance and distance range can be obtained easily.

4.1 Implementation Environment

4.1.1 Devices Specification

The equipment used to implement the PPS are all ordinary devices which can be bought easily. We used traditional CMOS sensor cameras with CS-Mount zoom lenses. We are going to give the detailed specification of the equipment and illustrate the equipment coordination in the following.

Cameras  The specifications for cameras are illustrated in Table 4.1.

Lenses  Specifications are shown in Table 4.2.

Computer  Specifications for the implementing computer and the software versions are shown in Table 4.3.
### Table 4.1: Camera parameters.

<table>
<thead>
<tr>
<th>Camera attribute</th>
<th>Camera parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company</td>
<td>Point Grey</td>
</tr>
<tr>
<td>Model No.</td>
<td>FL3-U3-13S2C-CS</td>
</tr>
<tr>
<td>Image Sensor</td>
<td>Sony IMX035 CMOS</td>
</tr>
<tr>
<td>Image Sensor Size</td>
<td>Diagonal 1/3&quot;, 4.8\textit{mm} × 3.6\textit{mm}(H × V) = 4 : 3</td>
</tr>
<tr>
<td>Unit Size</td>
<td>3.63 µm</td>
</tr>
<tr>
<td>Maximum Resolution</td>
<td>1328 × 1048 at 120fps</td>
</tr>
<tr>
<td>Interface</td>
<td>USB 3.0</td>
</tr>
<tr>
<td>Image Buffer</td>
<td>32 MB frame buffer</td>
</tr>
<tr>
<td>Flash Memory</td>
<td>1MB</td>
</tr>
</tbody>
</table>

### Table 4.2: Lens parameters.

<table>
<thead>
<tr>
<th>Lens attribute</th>
<th>Lens parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company</td>
<td>Edmund Optics</td>
</tr>
<tr>
<td>Model No.</td>
<td>#55-256</td>
</tr>
<tr>
<td>Focal Length (mm)</td>
<td>5.0 – 50.0</td>
</tr>
<tr>
<td>Maximum camera sensor format</td>
<td>1/3”</td>
</tr>
<tr>
<td>Aperture (f/#)</td>
<td>F1.3 – 16C</td>
</tr>
<tr>
<td>Field of View(°), for 1/3” Sensor</td>
<td>51.8 – 5.6</td>
</tr>
<tr>
<td>Working Distance (mm)</td>
<td>800 – ∞</td>
</tr>
<tr>
<td>Mount</td>
<td>CS-Mount</td>
</tr>
</tbody>
</table>

### Table 4.3: Computer hardware.

<table>
<thead>
<tr>
<th>Hardware attribute</th>
<th>Hardware parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Model</td>
<td>Thikpad T430</td>
</tr>
<tr>
<td>CPU Model</td>
<td>Intel Core i5-3210M @ 2.50GHz dual core</td>
</tr>
<tr>
<td>GPU Model</td>
<td>NVIDIA NVS-5400M 2GB</td>
</tr>
<tr>
<td>Memory</td>
<td>8 GB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows7 Pro</td>
</tr>
<tr>
<td>OpenCV version</td>
<td>v2.44</td>
</tr>
<tr>
<td>Camera SDK</td>
<td>FlyCapture2-2.5.3.4-x64</td>
</tr>
</tbody>
</table>
4.1.2 Equipment Coordination

Recall that the cameras, lenses and other devices are ordinary equipments and bought separately. So they are not like some “products” sold by corporations which are compatible to most computers and can be used directly after purchased. To make the equipments cooperate mutually, some problems need to be solved.

4.1.2.1 Cameras and Lenses Calibration

The cameras and lenses can collaborate correctly; however, the issue is the scale of the focal length. We need to know how to adjust the focal length of the lens to the required parameters or what the focal length is when the lens is changing. To solve this problem, we need to perform the lens calibration. Thanks to achievements of our predecessors, we have found the calibration algorithm easily and achieved the calibration Matlab toolbox from the Phd thesis of Jean-Yves Bouguet [221]. Based on the toolbox, the cameras and lenses are coarsely calibrated and can collaborate with our PPS appropriately.

Figure 4.1: Cameras and lenses calibration.
4.1.2.2 Cameras and Computer Synchronization

The second problem is the video transmission. At first, the cameras cannot transmit the frames to the computer at a high speed through the USB3.0 interface, which means that the frames shown on the computer were lagged around 20 – 30 frames. Based on some trouble-shooting instructions found in technical documents, the specific drive for the cameras should then be installed first; this is because they are not totally compatible with the Intel USB 3.0 transport protocol. After the installation of the specific USB driver, the frame lagging decreases to an uncritical level. The photos in Figure 4.2 exhibit the equipments we use to implement the PPS.

![Figure 4.2: Cameras and computer synchronization.](image)

4.1.2.3 Image Format Converting

Recall that the main linking external image processing library used in the system is the OpenCV. The frames transmitted from the cameras are not compatible with the OpenCV library. Before performing the detection process on the frames, the frames should be converted into an OpenCV compatible format. Based on the functions in the camera’s SDK and OpenCV, the format converting can be then performed efficiently and properly.

4.1.2.4 Field of View

From the lens specification in Table 4.2, the given field of view of the lens is the horizontal field of view for the 1/3” image sensor. We need to thus calculate the vertical field of
view because it is one of the significant parameters for calculating the detection range. According to Equation (3.6) and the camera specifications in Table 4.1, the vertical field of view can be calculated as follows:

\[ \theta_{v-max} = 2 \times \arctan \left( \frac{d_v}{2 \times f_{min}} \right) = 39.6^\circ \]  

(4.1)

\[ \theta_{v-min} = 2 \times \arctan \left( \frac{d_v}{2 \times f_{max}} \right) = 4.1^\circ \]  

(4.2)

From Equations (4.1) and (4.2), we obtained the following the vertical field of view of the lenses: 4° – 40°; we then can calculate the maximum and minimum detection distance and detection range for the PDS.

4.2 Implementation and Results Analysis of PDS

4.2.1 Detection Accuracy of Pedestrian Detection System

In the commencement of implementing our system, we trained 10 different sizes of HOG descriptors. As mentioned in the previous chapter, HOG descriptors affect the detection distance because the size of the HOG descriptor is one of the parameters in the system. However, the accuracy of the system is more important as it determines the detection precision and accuracy of the system. So the miss-rates of each size of HOG descriptor are required to be computed and compared with each other to determine which size is more suitable. To obtain the comparison result, 10 distinct sizes of HOG descriptors are extracted and trained. These 10 different sizes of HOG descriptors are compared together with the false positive per window (FPPW) rate.

In the implementation of miss-rate comparison, the training images are from INRIA Person database [6] and the test images are from MIT CBCL [222]. The test images from MIT are only in 64 × 128 pixels. We thus resized the original image dataset into ten copies – from 16 × 32 to 96 × 192 pixels. Then we test the miss-rate of all the sizes of the image dataset. In the Figure 4.3, the miss-rate of each size of HOG descriptors is drawn in the same coordinate. The interval between 10^{-4} and 10^{-3} is the critical comparing region; this is because the values of different HOG descriptors in the region larger than 10^{-3} are too close to be compared. In the interval between 10^{-4} and 10^{-3}, the HOG descriptors of 48 × 96 and 64 × 128 can provide better detection accuracy than other different sizes of HOG descriptors (the specifics are shown in Figure 4.4).
Figure 4.3: Detection miss-rate of different HOG descriptor sizes.

Figure 4.4: Detection miss-rate of $64 \times 128$ and $48 \times 96$ HOG descriptors.
4.2.2 Processing Rate of PDS

Recall that the detection procedure of the PDS is operated by GPU in our system. So in our implementation, we tested both the processing speed of GPU-based pedestrian detection and CPU-based pedestrian detection. There are two kinds of implementation results, one is the processing rate and the other is the processing time. Processing rate represents the frames per second: the number of frames that can be processed in each second. The processing time represents the milliseconds per frame: the time required to process each frame. There are two figures used to demonstrate the disparity of processing time and processing rate implemented by CPU and GPU respectively. Because the image resolution is one of the parameters which may affect the processing rate, three different types of image resolution are testes in the implementation. And the reason for using these three different types of image resolution is going to be explained in Section 4.2.3.

The processing rate of the implementation operated by CPU and GPU are shown in Figure 4.5. The abscissa represents the frame and the ordinate represents the processing rate (fps – frames per second) at the current frame. Figures 4.5b, 4.5d and 4.5f demonstrate the detection processing rate of different HOG descriptor sizes in CPU-based detection mode with an image resolution of 960 × 720, 800 × 600 and 640 × 480 respectively. Figures 4.5a, 4.5c and 4.5e elucidate the processing rate of different HOG descriptor sizes in GPU-based detection mode within distinct image resolutions. From the results in Figure 4.5, we can conclude that the detection process operated by GPU is 10 times faster than the detection process operated by CPU. As shown in the subfigures in Figure 4.5, the average processing rate declines with the increase in the image resolution. We can thus summarize that the image resolution is a significant parameter which can have a serious impact on the pedestrian detection processing rate as well, besides the CPU-based or GPU-based processing mode.

Meanwhile, the HOG descriptor size can have a small influence on the detection processing speed. In these processing rate figures, we can obtain information stating that the processing rate decreases with the increase of the HOG descriptor size. And if we take the accuracy of different HOG descriptor sizes into consideration, we can summarize that 48 × 96 and 64 × 128 HOG descriptors sizes are the two best selections as they can perform better detection accuracy and have a higher processing rate. Based on the conclusion, in the following implementation tests, we mainly use the 48 × 96 and 64 × 128 HOG descriptor sizes.

The processing time of the implementation are demonstrated in Figure 4.6. The abscissa represents each frame and the ordinate represents the processing time for current frame (millisecond per frame). The processing time graph is the supplementary instruction for the
Figure 4.5: Processing rate comparison between GPU-based and CPU-based detection processes.
Figure 4.6: Processing time comparison between GPU-based and CPU-based detection processes.
processing rate graph; this is mainly used to describe the distinct influences resulting from
the disparities of image resolution and HOG descriptor sizes. The lower value drawn on
the processing time graph represents the better performance. Based on the supplementary
figure (Figure 4.6), we can firmly determine that the processing mode and image resolution
can have a great impact on the detection speed, as well as the HOG descriptor sizes.

4.2.3 Calculation for Effective Detection Range of PDS

When the devices are fixed, the parameters used in the calculations can be confirmed. We
can then calculate the exact theoretical detection range. Based on the testing results in
Section 4.2.1 and Section 4.2.2, we have determined to use $48 \times 96$ and $64 \times 128$ HOG
descriptors in the following implementation. Before the implementation, we calculated the
maximum and minimum detection range in different image resolutions with the $48 \times 96$
and $64 \times 128$ HOG descriptors. The calculation is based on the equations described in
Section 3.1.4. The calculation results of all the combinations of image resolutions and
HOG descriptors are shown in Table 4.4. An example of calculating the detection distance
on an image of $960 \times 720$ image resolution with a $64 \times 128$ HOG descriptor is explained in
the followings.

4.2.3.1 Detection Range in Length

According to Equations (3.10) and (3.11), the maximum and minimum detection distance
is listed below (where the pedestrian height is set to 160cm):

$$D_{\text{max}} = \frac{720 \times 1.6}{2 \times \tan \left(\frac{4.1^\circ}{2}\right) \times 128} = 126 ~ \text{meters}$$ (4.3)

$$D_{\text{min}} = \frac{720 \times 1.6}{2 \times \tan \left(\frac{39.6^\circ}{2}\right) \times 720} = 2.2 ~ \text{meters}$$ (4.4)

Then we calculate the minimum required distance $D_r$. For most vehicles, the height of a
car ranges from 1.3 to 1.5m, so $H_c$ is set as the average height of vehicles: 1.4m. According
to Equation (3.12), we can calculate the minimum required distance:

$$D_r = \frac{1.4}{\tan \left(\frac{39.6^\circ}{2}\right)} = 3.9 ~ \text{meters}$$ (4.5)

The minimum required distance needed to capture the ground by using the minimum focal
length is 3.9m, which is bigger than $D_{\text{min}}$. So the detection range of the PDS in this
implementation is from 3.9 to 129 meters; this means the PDS can guarantee pedestrians’
safety when it is installed on vehicles and is operating normally. Besides the $960 \times 720$
image resolution and $64 \times 128$ HOG descriptor, we have calculated the maximum and minimum detection distance of other image resolutions and HOG descriptor sizes, which is shown in Table 4.4.

Table 4.4: Calculation results of detection range for different image resolutions and HOG descriptors.

<table>
<thead>
<tr>
<th>Image resolution</th>
<th>HOG descriptor size</th>
<th>$D_{\text{max}}$ meters</th>
<th>$D_{\text{min}}$ meters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1280 \times 960$</td>
<td>$64 \times 128$</td>
<td>168</td>
<td>3.9</td>
</tr>
<tr>
<td>$1280 \times 960$</td>
<td>$48 \times 96$</td>
<td>223</td>
<td>3.9</td>
</tr>
<tr>
<td>$960 \times 720$</td>
<td>$64 \times 128$</td>
<td>126</td>
<td>3.9</td>
</tr>
<tr>
<td>$960 \times 720$</td>
<td>$48 \times 96$</td>
<td>167</td>
<td>3.9</td>
</tr>
<tr>
<td>$800 \times 600$</td>
<td>$64 \times 128$</td>
<td>105</td>
<td>3.9</td>
</tr>
<tr>
<td>$800 \times 600$</td>
<td>$48 \times 96$</td>
<td>140</td>
<td>3.9</td>
</tr>
<tr>
<td>$640 \times 480$</td>
<td>$64 \times 128$</td>
<td>84</td>
<td>3.9</td>
</tr>
<tr>
<td>$640 \times 480$</td>
<td>$48 \times 96$</td>
<td>112</td>
<td>3.9</td>
</tr>
<tr>
<td>$480 \times 360$</td>
<td>$64 \times 128$</td>
<td>63</td>
<td>3.9</td>
</tr>
<tr>
<td>$480 \times 360$</td>
<td>$48 \times 96$</td>
<td>84</td>
<td>3.9</td>
</tr>
<tr>
<td>$320 \times 240$</td>
<td>$64 \times 128$</td>
<td>42</td>
<td>3.9</td>
</tr>
<tr>
<td>$320 \times 240$</td>
<td>$48 \times 96$</td>
<td>56</td>
<td>3.9</td>
</tr>
</tbody>
</table>

According to the Table 4.4, we can easily obtain the detection distance data for each image resolution. In this table, the image resolutions of $320 \times 240$ and $480 \times 360$ are not suitable for our objective as their maximum detection distance is too short. The image resolution $1280 \times 960$, which can reach the longest detection distance, is also not suitable for our current system; this is because the processing speed is much lower, even within the GPU-based processing mode. So the image resolutions which we are going to implement our system with are: $640 \times 480, 800 \times 600$ and $960 \times 720$ pixels.

Sequentially, we implemented our PPS on these three different types of image resolutions to test the maximum and minimum detection distances in real world. The detection distance measurement is implemented in the Costco parking lot, where the distance can be estimated by the length of the parking space and the width of lanes. In the Costco parking lot, the longest distance is 170 meters. The maximum detection distance is the distance in which a pedestrian can be detected by the PDS. During implementation, there are some false negative results, which means that pedestrians are not detected. So the implementation results may vary among different devices and environments. The results are shown in Table 4.5.
Table 4.5: Detection range for different image resolutions and HOG descriptors in the real world.

<table>
<thead>
<tr>
<th>Image resolution</th>
<th>HOG descriptor size</th>
<th>$D_{max}$</th>
<th>$D_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>960 × 720</td>
<td>64 × 128</td>
<td>163 meters</td>
<td>around 4 meters</td>
</tr>
<tr>
<td>960 × 720</td>
<td>48 × 96</td>
<td>170 meters</td>
<td>around 4 meters</td>
</tr>
<tr>
<td>800 × 600</td>
<td>64 × 128</td>
<td>139 meters</td>
<td>around 4 meters</td>
</tr>
<tr>
<td>800 × 600</td>
<td>48 × 96</td>
<td>159 meters</td>
<td>around 4 meters</td>
</tr>
<tr>
<td>640 × 480</td>
<td>64 × 128</td>
<td>109 meters</td>
<td>around 4 meters</td>
</tr>
<tr>
<td>640 × 480</td>
<td>48 × 96</td>
<td>137 meters</td>
<td>around 4 meters</td>
</tr>
</tbody>
</table>

4.2.3.2 Detection Range in Width

Most lanes are less than 3.7m in width in North America [223]. The width of 3.7m attributed to lanes should be regarded as the minimum horizontal detection range needed to be covered by PDS. At the beginning of the detection point, the horizontal detection range of the PDS should be larger than 3.7 meters to make the system guarantee the safety for most situations. According to Equation (3.13), we can achieve the minimum distance to make the detection range in width cover the width of the car:

$$D_w = \frac{3.7}{2 \times \tan \left( \frac{51.8^\circ}{2} \right)} = 3.8 \text{ meters} \quad (4.6)$$

The minimum distance needed to cover the width of lane $D_w$ is larger than the minimum detection distance $D_{min}$; and, it is a bit smaller than the minimum required distance – $D_r$. Thus, when the pedestrian detection process begins at $D_r$, the horizontal detection range is already bigger than the width of the lanes. This means that the width of vehicles and the width of lanes in front of vehicles are surely covered when the detection process begins at the distance of $D_r$. Therefore, the protection of pedestrians can be guaranteed and collisions can be prevented.

Another problem is whether the horizontal FOV is wide enough to cover the width in front of the car when it is driving at a specific velocity. If the horizontal FOV is not wide enough, the collision described by Equation (3.14) in Section 3.1.4.2 may occur. From Equation (3.14), we can derive a table which shows the relation between $V_c$ and $\theta_h$ (shown in Table 4.6).

For most low speed driving, the speed is 30kph, which is 8.3m/s. The stopping distance of 30kph in wet conditions is 15 meters. Based on the driving speed and stopping distance, the required $\theta_h$ should be 30°. The horizontal FOV of 30° is smaller than the horizontal FOV of 45°, which the system used at 30kph (this is going to be discussed in Section 4.2.4).
Table 4.6: Focal length and velocity.

<table>
<thead>
<tr>
<th>Driving velocity $V_c$</th>
<th>Required horizontal field of view $\theta_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 km/h</td>
<td>30°</td>
</tr>
<tr>
<td>50 km/h</td>
<td>16.5°</td>
</tr>
<tr>
<td>80 km/h</td>
<td>9.5°</td>
</tr>
<tr>
<td>100 km/h</td>
<td>7.4°</td>
</tr>
</tbody>
</table>

The collision can be thus prevented effectively because the system can provide detection process with large enough horizontal range to warn the drivers before pedestrians walk into the collision range (the area in front of the car).

4.2.4 Calculation for Detection Boundaries of $C_s$ and $C_L$

In the previous sections, the following essential ingredients of the novel PDS have already been calculated: the maximum and minimum detection distances, horizontal detection range, focal length and field of view of the lenses. Recall that the detection operation process has three cases, and in each case, the detection range is divided into two parts: from MinDD to TSD and from TSD to MaxDD. For this implementation, a calculation example for Case 1 of the detection range for $C_s$ and $C_L$ is shown below, with a $960 \times 720$ resolution image and a $64 \times 128$ HOG descriptor. Furthermore, all the implementation results are shown in Table 4.7.

Calculation for $C_s$ From Equations (3.19), (3.20) and (3.21), the parameters for the designed detection range of $C_s$ can be obtained:

$$\theta_{v-C_s} = 2 \times \arctan\left(\frac{720 \times 1.6}{2 \times 15 \times 128}\right) = 34^\circ$$ \hfill (4.7)

$$f_{C_s} = \frac{3.6}{2 \times \tan\left(\frac{34^\circ}{2}\right)} = 6mm$$ \hfill (4.8)

$$MinDD_{30} = \max\left\{\frac{1.4}{\tan\left(\frac{34^\circ}{2}\right)}, \frac{720 \times 1.6}{2 \times \tan\left(\frac{34^\circ}{2}\right) \times 720}\right\}$$ \hfill (4.9)

$$= 4.6 \text{ meters}$$

Calculation for $C_L$ From Equations (3.22), (3.23) and (3.24), the parameters for the designed detection range of $C_L$ can be obtained:

$$\theta_{v-C_L} = \max\left\{2 \times \arctan\left(\frac{720 \times 1.6}{2 \times 15 \times 720}\right), 2 \times \arctan\left(\frac{1.4}{15}\right)\right\}$$ \hfill (4.10)

$$= 11^\circ$$
\[ f_{C_L} = \frac{3.6}{2 \times \tan\left(\frac{11^\circ}{2}\right)} = 18.7 \text{mm} \quad (4.11) \]

\[ \text{MaxDD}_{30} = \frac{720 \times 1.6}{2 \times \tan\left(\frac{14.5^\circ}{2}\right) \times 128} = 46 \text{ meters} \quad (4.12) \]

After the detection range for \( C_L \) and \( C_s \) obtained, the focal length of lenses can be fixed and the synchronization can be configured quickly. Recall that we are testing the 960 × 720 resolution in this example and using s 64 × 128 HOG descriptor. The synchronization process is then:

- Horizontal shift offset (pixels)
  \[ M_x = \frac{960}{2} - \frac{6 \times 960}{2 \times 18.7} = 326 \quad (4.13) \]

- Vertical shift offset (pixels)
  \[ M_y = \frac{720}{2} - \frac{6 \times 720}{2 \times 18.7} = 244 \quad (4.14) \]

The synchronization results of \( C_L \) in the position of image \( C_s \):

- the abscissa of \( C_L \) in \( C_s \)
  \[ X = 326 + \frac{6 \times x_p}{18.7} \quad (4.15) \]

- the ordinate of \( C_L \) in \( C_s \)
  \[ Y = 244 + \frac{6 \times y_p}{18.7} \quad (4.16) \]

To see all the calculation results of PDS implementation, please reference Table 4.7.

In the Table 4.7, we can obtain all the parameters needed to implement our PDS. However, the parameters for Case 3 in each combination are beyond the maximum capacity of our devices. So during the implementation, we tested the parameters in Case 1 and Case 2. The parameters in Case 3 may be tested after the update of our devices.
<table>
<thead>
<tr>
<th>Image resolution</th>
<th>HOG descriptor size</th>
<th>Velocity</th>
<th>Speed-aware detection range</th>
<th>$C_L$ &amp; $C_{CL}$ Synchronization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$X$ (pixels)</td>
<td>$Y$ (pixels)</td>
</tr>
<tr>
<td>960 x 720</td>
<td>64 x 128</td>
<td>Case 1: 30kph</td>
<td>$\theta_e - C_s = 34^\circ$</td>
<td>$C_s = 66mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 6mm$</td>
<td>$f_{CL} = 18.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.6 to 15 meters</td>
<td>15 to 46 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 50kph</td>
<td>$\theta_e - C_s = 15^\circ$</td>
<td>$C_s = 14mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 14mm$</td>
<td>$f_{CL} = 45mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>11 to 35 meters</td>
<td>35 to 112 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 3: 80kph</td>
<td>$\theta_e - C_s = 6.4^\circ$</td>
<td>$C_s = 31mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 32mm$</td>
<td>$f_{CL} = 103mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25 to 80 meters</td>
<td>80 to 258 meters</td>
</tr>
<tr>
<td>48 x 96</td>
<td>64 x 128</td>
<td>Case 1: 30kph</td>
<td>$\theta_e - C_s = 40^\circ$</td>
<td>$C_s = 5mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 7.2mm$</td>
<td>$f_{CL} = 18.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.2 to 15 meters</td>
<td>15 to 39 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 50kph</td>
<td>$\theta_e - C_s = 12.3^\circ$</td>
<td>$C_s = 16.8mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 16.8mm$</td>
<td>$f_{CL} = 45mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13 to 35 meters</td>
<td>35 to 103 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 3: 80kph</td>
<td>$\theta_e - C_s = 5.3^\circ$</td>
<td>$C_s = 29mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 38mm$</td>
<td>$f_{CL} = 103mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30 to 80 meters</td>
<td>80 to 215 meters</td>
</tr>
<tr>
<td>800 x 600</td>
<td>64 x 128</td>
<td>Case 1: 30kph</td>
<td>$\theta_e - C_s = 36.8^\circ$</td>
<td>$C_s = 5.4mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 7.2mm$</td>
<td>$f_{CL} = 18.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.2 to 15 meters</td>
<td>15 to 39 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 50kph</td>
<td>$\theta_e - C_s = 16.5^\circ$</td>
<td>$C_s = 12.6mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 12.6mm$</td>
<td>$f_{CL} = 45mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9.8 to 35 meters</td>
<td>35 to 124 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 3: 80kph</td>
<td>$\theta_e - C_s = 7^\circ$</td>
<td>$C_s = 29mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 38mm$</td>
<td>$f_{CL} = 103mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>23 to 80 meters</td>
<td>80 to 285 meters</td>
</tr>
<tr>
<td>48 x 96</td>
<td>64 x 128</td>
<td>Case 1: 30kph</td>
<td>$\theta_e - C_s = 23^\circ$</td>
<td>$C_s = 8.8mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 8.8mm$</td>
<td>$f_{CL} = 18.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7 to 15 meters</td>
<td>15 to 31 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 50kph</td>
<td>$\theta_e - C_s = 9.8^\circ$</td>
<td>$C_s = 21mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 21mm$</td>
<td>$f_{CL} = 45mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16 to 35 meters</td>
<td>35 to 75 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 3: 80kph</td>
<td>$\theta_e - C_s = 4.3^\circ$</td>
<td>$C_s = 48mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 48mm$</td>
<td>$f_{CL} = 103mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>37 to 80 meters</td>
<td>80 to 172 meters</td>
</tr>
<tr>
<td>640 x 480</td>
<td>64 x 128</td>
<td>Case 1: 30kph</td>
<td>$\theta_e - C_s = 30^\circ$</td>
<td>$C_s = 6.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 6.7mm$</td>
<td>$f_{CL} = 18.7mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.2 to 15 meters</td>
<td>15 to 31.4 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 2: 50kph</td>
<td>$\theta_e - C_s = 13^\circ$</td>
<td>$C_s = 15.8mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 15.8mm$</td>
<td>$f_{CL} = 45mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12.3 to 35 meters</td>
<td>35 to 100 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case 3: 80kph</td>
<td>$\theta_e - C_s = 5.9^\circ$</td>
<td>$C_s = 36mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$f_{C_s} = 36mm$</td>
<td>$f_{CL} = 103mm$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28 to 80 meters</td>
<td>80 to 229 meters</td>
</tr>
</tbody>
</table>
Detection Range Implementation in the Real World To implement the calculation of the detection range of PDS from Section 4.2.4, we conducted many experiments on an open-air parking lot. To make the detection results clear and accurate, one person acted as the pedestrian walking slowly in the parking lot; and, we took videos with the two lens-equipped cameras when this person walked from a close proximity to far off, and return as well. As the parking lot has parking spaces drawn on the ground, the detection range can be estimated. When the detection results begin to appear on one point, the distance between the camera and this point may be understood as the minimum detection distance. When the detection results disappear at another point, the distance between the camera and the disappearing point is then the maximum detection distance. The detection range is the space range between the minimum detection distance and the maximum detection distance. Based on the practical test in the parking lot, we obtained the real detection range of the PDS. Again, we should emphasize that the distance is calculated by the parking place and the lane width: it is a coarse estimation of the detection range. After the calculation, we made a table to demonstrate the detection range of each case, which is shown in Table 4.8.

<table>
<thead>
<tr>
<th>Image resolution</th>
<th>HOG descriptor size</th>
<th>Scenario</th>
<th>Practical Detection Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>960 × 720</td>
<td>64 × 128</td>
<td>Case1:30kph</td>
<td>From 5 – 23 meters From 16 – 86 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 12 – 61 meters From 35 – 163 meters</td>
</tr>
<tr>
<td></td>
<td>48 × 96</td>
<td>Case1:30kph</td>
<td>From 5 – 30 meters From 16 – 96 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 9 – 41 meters From 35 – 170 meters</td>
</tr>
<tr>
<td>800 × 600</td>
<td>64 × 128</td>
<td>Case1:30kph</td>
<td>From 6 – 30 meters From 16 – 71 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 13 – 55 meters From 35 – 139 meters</td>
</tr>
<tr>
<td></td>
<td>48 × 96</td>
<td>Case1:30kph</td>
<td>From 5 – 24 meters From 15 – 83 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 6 – 41 meters From 35 – 158 meters</td>
</tr>
<tr>
<td>640 × 480</td>
<td>64 × 128</td>
<td>Case1:30kph</td>
<td>From 8 – 30 meters From 16 – 60 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 21 – 67 meters From 35 – 119 meters</td>
</tr>
<tr>
<td></td>
<td>48 × 96</td>
<td>Case1:30kph</td>
<td>From 5 – 18 meters From 15 – 71 meters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Case2:50kph</td>
<td>From 13 – 54 meters From 37 – 137 meters</td>
</tr>
</tbody>
</table>

The implementation results in Table 4.8 are organized according to Table 4.7. In Table 4.8, we can see that the practical detection range in each case is larger than the ones we calculated. The reason for these results may be due to inaccurate size of the training data and the measurement error in Google maps. Besides, the calibration of the cameras
Figure 4.7: Detection results of PDS – detection results derived from $C_s$: a) d) and g); detection results derived from $C_l$: b) e) and h); detection results combination of $C_s$ and $C_L$: c) f) and i).
and lenses are tuned by hand, so the calibration of the cameras and lenses may not be as accurate as we expect. As a result, due to the overlapping detection range, the duplication elimination process is extremely necessary. In Figure 4.7, we show some results related to pedestrian detection in our system through road tests.

### 4.2.5 Elimination of duplicate detection results

Because the PDS uses multiple cameras, the detection results from different cameras may indicate the same one person. Meanwhile, the designed detection range of one camera is connected with the other one, so the detection around the connection area may result in duplicate detection results. As the implementation results of the detection range are demonstrated in Section 4.2.4, the detection range of $C_s$ and $C_L$ overlaps at the area of Total Stopping Distance (TSD). Due to the factors above, duplication elimination is an indispensable procedure that occurs before the final detection results are transmitted when the whole system is on.

When implementing the system, we tested the duplication elimination procedure with SURF method and our own elimination method. Both of the methods can eliminate the duplicate detection results with a good performance. In Figure 4.8, the abscissa indicates the frame number and the ordinate indicates the total amount of the detection results in the frame. When the system is on, we put the threshold into a lower level to get more detection results; some of the results are even false positive results. In the duplication procedure, we then can see if the SURF or our own elimination method can provide good elimination performance. All results of these six subfigures are derived from one video and each subfigure represents the detection results from a kind of combination of image resolution and HOG descriptor. The blue curves represent the total detection results. The green curves represent the detection results after our own elimination process. The red curves represent the detection results after the SURF elimination process. The graphs demonstrate clearly that the detection process may achieve multiple detection results; and, the detection results vary greatly in the overlapping range between $C_s$ and $C_L$. Normally, from 0 – 50 frames, the detection range is within the $C_s$ detection range; and, in this range, $C_L$ may give some inaccurate detection results if pedestrians are standing in front of the cameras directly. The inaccurate results should then be eliminated, as shown in the graphs. The range between 50 to around 160 frames (a disparity based on different HOG descriptor sizes), represents the overlapping range between $C_s$ and $C_L$. The overlapping range may cause plenty of duplicate detection results and our objective is to eliminate them and to show exactly the corrected results. When the range is from around 160 – 300 frames, this range is the detection range of $C_L$; and, the detection of $C_s$ will have little influence on
Figure 4.8: Comparison of elimination results of different elimination methods.
After comparing the elimination results of SURF and our regular methods, we make a comparison of the total processing rate and the total processing time of our novel PDS when the SURF or our own elimination methods is in operation. This total processing rate and total processing time is not the same as the processing rate we compared in Section 4.2.2. In this section, the total processing rate and the total processing time is the rate and time of the total time cost of each frame when the system is operating. And based on the implementation results in Section 4.2.2, we used GPU-based pedestrian detection only when the elimination procedure was implemented because the processing speed of CPU-based pedestrian detection is slow. In Figure 4.9, we compared the processing speed
of SURF and our own elimination method with the same HOG descriptor size in different image resolutions. From the graphs, we can obtain that the processing speed of SURF and our own elimination method are similar in the same image resolution. However, the duplication elimination processing speed implemented by our own elimination method is more smooth than the one implemented by SURF elimination method.

4.3 Implementation and Results Analysis of PTS

In this section, we show some implementation results to validate the tracking system. During the implementation, we compared the tracking results and detection results which are implemented in the same environment by using the same hardware. The comparison between the detection results and the tracking results clearly demonstrated that the detection accuracy was improved by using Kalman filter tracking methodology. Meanwhile, pedestrian behavior and motion can be predicted correctly by the tracking system.

4.3.1 Tracking Process Evaluation

In the implementation of the PTS, there are two kinds of experiment results used to validate the performance of the tracking process. One is the beginning point (top-left point) of the rectangle around the pedestrian in the frame, with horizontal and vertical coordinates. The other is the area value of the pedestrian in the frame.

Top-left point comparison between detection results and tracking results In our experiment, there is only one pedestrian in the whole video. So the results are based on the detection results and tracking results of this pedestrian. The comparison graphs of top-left point coordinates for detection results and tracking results are exhibited in Figure 4.10. In each graph, we compared the results from the same image resolution and HOG descriptor size, to make clear the benefits of the tracking process in the whole system. The value in the graphs is the vertical coordinates of the top-left point of detection result, whose changing range is higher and can easily show the detection and tracking differences. From the figures, the changing range of tracking results and detection results can be observed. The graphs clearly demonstrate that the changing range of tracking results is smoother than the changing range of detection results. Meanwhile, the changes in the tracking results are not as steep as those in the detection results.
Figure 4.10: Comparison of detection and tracking results: top-left point coordinate.
Figure 4.11: Comparison of detection and tracking results: size of detection area.
Area comparison between detection results and tracking results  The area comparison between detection results and tracking results is a complementary proof used to validate the previous statement, shown in Figure 4.11. The graphs for the area changing range expanded the differences between tracking results and detection results. The area value, which is the width multiplied by the height, makes the disparity larger so that the smoothness of the changing range for tracking results is shown clearly. As a matter of fact, both the graphs for the changing range of area values and the graphs for the changing range of top-left point coordinates can be regarded as proof of the benefits of this tracking process.

4.3.2 Examples of Warning Alert and Danger Alert

The system can alert the driver if there is a danger or a situation that merits warning in the area ahead, which can greatly prevent collisions. There are some screenshot samples that show the operation of this process (shown in Figure 4.12). The movement of the pedestrian in the video can be tracked accurately and efficiently. Likewise, the motion and behavior of this pedestrian can be predicted by our PTS; the warning and danger alerts can be then shown correctly to the drivers. Drivers can then react immediately to prevent the collision occurrence, which is the most important thing we want to achieve in our system.

Figure 4.12: Alert samples of PPS.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, a novel PPS, a supplementary application to Driver Assistance Systems, was proposed to prevent collisions between vehicles and pedestrians.

In the first chapter, we described the research the background in the context of pedestrian detection areas. The problems addressed emerged based on this background. To solve these problems, we presented our motivation which seeks to extend the pedestrian detection range. By doing this, the common shortcoming of most PDSs can be solved. Based on our objective, we proposed a novel system structure; so that our objectives can be achieved.

In this thesis, three main contributions are made and described: extending the pedestrian detection range; eliminating duplicate detection results; and tracking detected pedestrians. In the PDS, a new hardware-based architecture that detects pedestrians in near-, mid- and far-scale was proposed. To ensure the detection accuracy of our system, we used HOG-SVM algorithm as the detection algorithm. Likewise, to accelerate the processing speed of the detection system, we utilized the technology from NVIDIA: the parallel computing ability of the graphics card. To fully utilize the parallel computing ability of the NVIDIA graphics card, the toolkit called CUDA was required to be installed. The hardware part is based on two identical cameras, each of which is equipped with a zoom lens. We have shown the analytical and experimental possibility of accurately detecting pedestrians located up to 130 meters away from the vehicle.

To further improve our system, we focused on the elimination of redundancy between the two cameras of our system. To eliminate the duplicate detection results, a SURF-based elimination method was proposed. It can provide good elimination results and
efficient processing time. Additionally, we want to refine the elimination results and to speed up the processing time. So we proposed our own elimination method which has better elimination results than the SURF-based one with a faster processing rate.

When the PDS was specifically proposed, the tracking system was required, to refine the detection results and to predict the future motion and behaviour of detected pedestrians. The PTS is embedded in a PedestrianTracking class. All the detection results processed through the elimination procedure are transmitted into this class. The tracking system can then perform tracking processes on these detection results and can provide tracking results. By doing this, the position of pedestrians in front of vehicles can be predicted. The motion and behaviour of the pedestrians in the next moment can be also predicted. Based on the predictions, the collisions can be prevented effectively. The safety of pedestrian can be guaranteed.

According to the implementation results demonstrated in Chapter 4, the performance of our whole PPS can be validated. The safety of pedestrians can be guaranteed and collisions can be prevented effectively.

5.2 Future Work

An entire vision-based PPS is proposed in this thesis; however, there are some other functions which can help the system to enhance further performance.

1. The compatibility of the proposed novel architecture of PDS can be improved. By improving the compatibility of the structure, the structure of this novel PDS may be used as a framework by other types of vision-based applications. The detection range of other types of vision-based applications can then be extended without yielding the detection accuracy.

2. The PPS and the vehicular networks can cooperate together to improve the traffic flow [224, 225] and to decrease the traffic congestions [226, 16]. Meanwhile, the detection results can be transmitted to other nearby vehicles [227, 228, 229, 230] to warn the drivers about the upcoming situation.
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