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Abstract—In this paper, we investigate the robust filter design problem for a class of nonlinear time-delay stochastic systems. The system under study involves stochastic, uncertain state time-delay, parameter uncertainties, and unknown nonlinear disturbances, which are all often encountered in practice and the sources of instability. The aim of this problem is to design a linear, delayless, uncertainty-independent state estimator such that for all admissible uncertainties as well as nonlinear disturbances, the dynamics of the estimation error is stochastically exponentially stable in the mean square, independent of the time delay. Sufficient conditions are proposed to guarantee the existence of desired robust exponential filters, which are derived in terms of the solutions to algebraic Riccati inequalities. The developed theory is illustrated by numerical simulation.
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I. INTRODUCTION

As is well known, for the purpose of analysis and control design, estimating the state variables of a dynamic model is important in helping to improve our knowledge about different systems. Hence, state estimation has been one of the fundamental issues in the control area. There have been a lot of works following those of Kalman (in the stochastic framework [1]) and Luenberger (in the deterministic one [23]), especially in signal processing applications.

One of the problems with Kalman filters, which has been well recognized now, is that the system under consideration has known dynamics described by a certain well-posed model, and its disturbances are Gaussian noises with known statistics. These assumptions limit the application scope of the Kalman filtering technique when there are uncertainties in either the exogenous input signals or the system model. It has been known that the standard Kalman filtering algorithms will generally not guarantee satisfactory performance when there exists uncertainty in the system model; see e.g., [1] and [6]. Motivated by this problem, for the continuous-time case, a number of papers have attempted to extend the classical Kalman filter to systems involving norm-bounded uncertainties with respect to various filtering performance criteria, such as the \( H_\infty \) specification, the minimum variance requirement, and the so-called admissible variance constraint. For the \( H_\infty \) specification [3], [7], [9], [12], [15], [21], [28], [30], the \( H_\infty \) norm of the transfer function from the noise input to the estimation error is minimized. By the minimum variance requirement [4], [5], [8], [10], [24], [25], [29], we mean that a minimal upper bound to the quadratic cost is guaranteed in spite of parameter uncertainties. Concerning the admissible variance constraint [31]–[33], [35], [36], the estimation error variance is required to be not more than the individual prespecified value, and the resulting design freedom is used to achieve other expected requirements (\( H_\infty \) performance, transient property, etc.).

On the other hand, it turns out that the delayed state is very often the cause for instability and poor performance of systems [18]. Increasing interests have recently been devoted to the robust and/or \( H_\infty \) observer design problems of the linear uncertain state delayed systems. A great many papers have appeared on this topic; see [22] for a survey. However, the “dual” filter/observer design problems of uncertain time-delay systems have received much less attention, although they are important in control design and signal processing applications. In [34], the robust \( H_\infty \) observer design problem has been studied for deterministic time-delay systems. In the stochastic framework, the robust Kalman filter design problem has been investigated in [13] and [17] for linear continuous- and discrete-time cases, respectively. A finite upper bound on the error covariance has been guaranteed in [13] and [17]. It should be pointed out that in [13] and [17], only the asymptotical stability has been considered on the filtering process, and therefore, a possibly long convergence time (although the steady-state covariance is bounded) may lead to poor performance. Often, in practice, exponential stability is highly desired for filtering processes so that fast convergence and acceptable accuracy in terms of reasonable error covariance can be ensured. In addition, it is well known that the nonlinearities are often introduced in the form of nonlinear disturbances. Unfortunately, the results in [13] and [17] no longer hold when the system under consideration involves nonlinearities that are frequently encountered in practice.

A filter is said to be exponential if the dynamics of the estimation error is stochastically exponentially stable. The design of exponential fast filters for linear and nonlinear stochastic systems is also an active research topic; see, e.g.,
We consider a class of nonlinear uncertain continuous-time state delayed stochastic system represented by

\[ \dot{x}(t) = (A + \Delta A(t))x(t) + (A_d + \Delta A_d(t))x(t-h) + Df(x(t)) + E_1 w(t) \]  
\[ x(t) = \varphi(t), \quad t \in [-h, 0] \]  

(2.1)  
(2.2)

together with the measurement equation

\[ y(t) = (C + \Delta C(t))x(t) + E_2 w(t) \]  

(2.3)

where

- \( x(t) \in \mathbb{R}^n \) is the state;
- \( y(t) \in \mathbb{R}^p \) is the measurement output;
- \( f(\cdot) : \mathbb{R}^n \to \mathbb{R}^p \) is an unknown nonlinear disturbance input;
- \( h \) is the unknown state delay;
- \( \varphi(t) \) is a continuous vector valued initial function.

Here, \( w(t) \) is a zero mean Gaussian white noise process with covariance \( I \). The initial state \( x(0) \) has the mean \( \pi(0) \) and covariance \( P(0) \) and is uncorrelated with \( w(t) \). \( A, A_d, D, E_1, E_2, C \) are known constant matrices with appropriate dimensions. \( \Delta A(t), \Delta A_d(t), \Delta C(t) \) are real-valued time-varying matrix functions representing norm-bounded parameter uncertainties and satisfy

\[ \begin{bmatrix} \Delta A(t) \\ \Delta C(t) \end{bmatrix} = \begin{bmatrix} M_1 \\ M_2 \end{bmatrix} F(t) N_1, \quad \Delta A_d = M_1 F(t) N_2 \]  

(2.4)

where \( F(t) \in \mathbb{R}^{n \times j} \) is a real uncertain matrix with Lebesgue measurable elements and meets

\[ F^T(t)F(t) \leq I \]  

(2.5)

and \( M_1, M_2, N_1, N_2 \) are known real constant matrices of appropriate dimensions that specify how the uncertain parameters in \( F(t) \) enter the nominal matrices \( A, A_d, D \). The uncertainties \( \Delta A(t), \Delta A_d(t), \Delta C(t) \) are said to be admissible if both (2.4) and (2.5) are satisfied.

Remark 2.1: For brevity, we have omitted the known control input terms in (2.1) and (2.3) since it is well known that this does not affect the generality of the discussion on the filter design.

Remark 2.2: The parameter uncertainty structure as in (2.4) and (2.5) has been widely used in the problems of robust control and robust filtering of uncertain systems (see, e.g., [14], [25], [35], and the references therein). Many practical systems possess parameter uncertainties that can be either exactly modeled or overbounded by (2.5). Observe that the unknown matrix \( F(t) \) in (2.4) can even be allowed to be state-dependent, i.e., \( F(t) = F(t, x(t)) \), as long as (2.5) is satisfied.

Remark 2.3: Note that the system (2.1)–(2.3) can be used to represent many important physical systems subject to inherent state delays, parameter uncertainties, deterministic nonlinear disturbances (which may result from linearization process of an originally nonlinear plant or may be an actual external nonlinear input), and stochastic exogenous noises with known statistics.

Throughout this paper, we make the following assumptions.

Assumption 2.1: The system matrix \( A \) is asymptotically stable.

Assumption 2.2: The matrix \( M_2 \) is of full row rank.

Assumption 2.3: There exists a known real constant matrix \( H \in \mathbb{R}^{n \times n} \) such that the unknown nonlinear vector function \( f(\cdot) \) satisfies the following boundedness condition

\[ |f(x(t))| \leq |Hx(t)| \]  

(2.6)

for any \( x(t) \in \mathbb{R}^n \).

II. PROBLEM FORMULATION AND ASSUMPTIONS

We consider a class of nonlinear uncertain continuous-time state delayed stochastic system represented by

\[ \dot{x}(t) = (A + \Delta A(t))x(t) + (A_d + \Delta A_d(t))x(t-h) + Df(x(t)) + E_1 w(t) \]  

(2.1)  

\[ x(t) = \varphi(t), \quad t \in [-h, 0] \]  

(2.2)

for any \( x(t) \in \mathbb{R}^n \).
It is noted that Assumption 2.2 does not lose any generality. In this paper, the full-order linear filter under consideration is of the form

\[ \hat{x}(t) = G\hat{x}(t) + Ky(t) \]  

(2.7)

where the constant matrices \( G \) and \( K \) are filter parameters to be designed.

Letting the error state be

\[ e(t) = x(t) - \hat{x}(t) \]  

(2.8)

it then follows from (2.1)–(2.3) and (2.7) that

\[ \xi(t) = G\xi(t) + [(A + \Delta A(t)) - K(C + \Delta C(t)) - G]x(t) \]
\[ + (A_d + \Delta A_d(t))x(t - h) + Df(x(t)) \]
\[ + (E_1 - KE_2)w(t), \]  

(2.9)

Now, define

\[ x_f(t) := \begin{bmatrix} x(t) \\ e(t) \end{bmatrix}, \quad A_f := \begin{bmatrix} A & 0 \\ A - G - KC & G \end{bmatrix} \]
\[ A_{df} := \begin{bmatrix} A_d \\ 0 \end{bmatrix}, \quad D_f := \begin{bmatrix} D \\ D \end{bmatrix}, \quad E_f := \begin{bmatrix} E_1 \\ E_1 \end{bmatrix} \]
\[ M_f := \begin{bmatrix} M_1 \\ M_1 - KM_2 \end{bmatrix}, \quad N_f := \begin{bmatrix} N_1 \\ 0 \end{bmatrix}, \quad \Delta A_f(t) := M_f F(t) N_f \]
\[ M_{df} := \begin{bmatrix} M_1 \\ M_1 \end{bmatrix}, \quad N_{df} := \begin{bmatrix} N_2 \\ 0 \end{bmatrix}, \quad \Delta A_{df}(t) := M_{df} F(t) N_{df} \]
\[ F_f := \begin{bmatrix} I \\ 0 \end{bmatrix}. \]

(2.10)

(2.11)

(2.12)

(2.13)

Noting

\[ x(t) = F_f x_f(t) \]  

(2.14)

and combining (2.1)–(2.4) and (2.9), we obtain the following augmented system:

\[ \dot{x}_f(t) = (A_f + \Delta A_f(t))x_f(t) + (A_{df} + \Delta A_{df}(t))x_f(t - h) + D_f f(F_f x_f(t)) + E_f w(t), \]  

(2.15)

Next, observe the augmented system (2.15), and let \( x_f(t; \xi) \) denote the state trajectory from the initial data \( x_f(\theta) = \xi(\theta) \) on \(-h \leq \theta \leq 0\) in \( L^2_{\mathbb{F}}([-h, 0]; \mathbb{R}^{2n})\). Clearly, the system (2.15) admits a trivial solution \( x_f(t; 0) \equiv 0 \) corresponding to the initial data \( \xi = 0 \). We introduce the following stability concepts.

**Definition 2.1:** For the system (2.15) and every \( \xi \in L^2_{\mathbb{F}}([-h, 0]; \mathbb{R}^{2n}) \), the trivial solution is asymptotically stable in the mean square if

\[ \lim_{t \to \infty} E|x_f(t; \xi)|^2 = 0 \]  

(2.16)

and is exponentially stable in the mean square if there exist constants \( \alpha > 0 \) and \( \beta > 0 \) such that

\[ E|x_f(t; \xi)|^2 \leq e^{-\alpha t} \sup_{-h \leq \theta \leq 0} E|\xi(\theta)|^2. \]  

(2.17)

**Definition 2.2:** We say that the filter (2.7) is exponential (respectively, asymptotic) if, for every \( \xi \in L^2_{\mathbb{F}}([-h, 0]; \mathbb{R}^{2n}) \), the corresponding augmented system (2.15) is exponentially stable in mean square (respectively, asymptotically stable in the mean square).

The objective of this paper is to design an exponential filter for the uncertain nonlinear time-delay system (2.1)–(2.3). More specifically, we are interested in seeking the filter parameters \( G \) and \( K \) such that for all admissible parameter uncertainties \( \Delta A, \Delta A_d, \Delta C \) and the nonlinear disturbance input \( f(x(t)) \), the augmented system (2.15) is exponentially stable in the mean square, independent of the unknown time-delay \( h \).

### III. MAIN RESULTS AND PROOFS

#### A. Filter Analysis

This subsection is devoted to the filter analysis problem. Specifically, assuming that the filter structure is known, we will study the conditions under which the estimation error is stochastically exponentially stable in the mean square.

The following theorem shows that the exponential stability of a given filter for the uncertain nonlinear time-delay system (2.1)–(2.3) can be guaranteed if a positive definite solution to a modified algebraic Riccati-like matrix inequality (quadratic matrix inequality) is known to exist. This theorem plays a key role in the design of the expected filters.

**Theorem 3.1:** Let the filter parameters \( G \) and \( K \) be given. If there exist positive scalars \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4 > 0 \) and a positive definite matrix \( P > 0 \) such that the following matrix inequality holds,

\[ A_f^T P + PA_f + P \left( \varepsilon_1 + \varepsilon_2 I + \varepsilon_3 M_f M_f^T + \varepsilon_4^{-1} D_f D_f^T \right) P \]
\[ + \varepsilon_3^{-1} A_{df}^T A_{df} + \varepsilon_3^{-1} N_f^T N_f + \varepsilon_4 (H_f H_f)^T (H_f H_f) + \lambda e^{-\alpha t} N_{df}^T N_{df} \leq 0 \]  

(3.1)

holds, where \( A_f, A_{df}, M_f, N_f, D_f, M_{df}, N_{df}, F_f \) are defined in (2.10)–(2.13) and \( H \) is defined in (2.6), then the augmented system (2.15) is exponentially stable in the mean square for all admissible parameter uncertainties \( \Delta A, \Delta A_d, \Delta C \) and nonlinear disturbance input \( f(x(t)) \), independent of the unknown time-delay \( h \).

**Proof:** For simplicity, we make the definitions

\[ A_f(t) := A_f + \Delta A_f(t) = A_f + M_f F(t) N_f \]
\[ A_{df}(t) := A_{df} + \Delta A_{df}(t) = A_{df} + M_{df} F(t) N_{df} \]  

(3.2)

(3.3)

and then the augmented system (2.15) can be rewritten as

\[ \dot{x}_f(t) = A_f(t) x_f(t) + A_{df}(t) x_f(t - h) + D_f f(F_f x_f(t)) + E_f w(t). \]  

(3.4)
Fix $\xi \in L^2_{\mathcal{F}}([-h, 0]; \mathbb{R}^{2n})$ arbitrarily, and write $x_f(t; \xi) = x_f(t)$. For $(x_f(t), t) \in \mathbb{R}^{2n} \times \mathbb{R}_+$, we define the Lyapunov function candidate

$$Y(x_f(t), t) = x_f^T(t)Px_f(t) + \int_{t-h}^{t} x_s^T(s)Qx_f(s)ds$$

(3.5)

where $P$ is the positive definite solution to the matrix inequality (3.1), and $Q > 0$ is defined by

$$Q := \varepsilon_1^{-1}A_{df}^T A_{df} + \lambda_{\max}(M_{df}^T M_{df}) \varepsilon_2^{-1}N_{df}^T N_{df}.$$  

(3.6)

By Itô’s formula (see, e.g., [20]), the stochastic derivative of $Y$ along a given trajectory is obtained as

$$\frac{d}{dt}Y(x_f(t), t) = x_f^T(t)(A_f^T(t)P + PA_f(t) + Q)x_f(t) + x_f^T(t-h)A_{df}P x_f(t) + x_f^T(t-h)A_{df}P x_f(t) + x_f^T(t)P A_{df}x_f(t-h)$$

$$+ x_f^T(t-h)(\Delta A_{df}(t))^T P x_f(t) + x_f^T(t-h)A_{df}P x_f(t) + x_f^T(t)P A_{df}x_f(t-h)$$

$$+ \int_{t-h}^{t} x_s^T(s)Qx_f(s)ds.$$  

(3.7)

Let $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_3$, $\varepsilon_4$ be positive scalars. Then, the matrix inequality

$$\begin{bmatrix} \varepsilon_1^{1/2}T_x_f(t) & -\varepsilon_1^{-1/2}x_f^T(t-h)A_{df}^T \end{bmatrix}$$

$$\begin{bmatrix} \varepsilon_1^{1/2}T_x_f(t) & -\varepsilon_1^{-1/2}x_f^T(t-h)A_{df}^T \end{bmatrix}^T \geq 0$$

yields

$$x_f^T(t-h)A_{df}^T P x_f(t) + x_f^T(t)P A_{df} x_f(t-h)$$

$$\leq \varepsilon_1 x_f^T(t)P x_f(t) + \varepsilon_1^{-1}x_f^T(t-h)A_{df}^T A_{df} x_f(t-h).$$

(3.8)

Moreover, noting that $\Delta A_{df}(t) = M_{df} F(t) N_{df}$ and $F^T(t) F(t)$ $\leq I$, it follows from

$$\begin{bmatrix} \Delta A_{df}(t) & \Delta A_{df}(t) \end{bmatrix}$$

$$\begin{bmatrix} \Delta A_{df}(t) & \Delta A_{df}(t) \end{bmatrix}^T \leq \lambda_{\max}(M_{df}^T M_{df}) N_{df}^T N_{df}$$

and

$$\Psi_1 := \varepsilon_2^{-1/2}x_f^T(t)P - \varepsilon_2^{-1/2}x_f^T(t-h)(\Delta A_{df}(t))^T$$

$$\Psi_1 \Psi_1^T \geq 0$$

that

$$x_f^T(t-h)A_{df}^T(t)P x_f(t) + x_f^T(t)P\Delta A_{df}(t)x_f(t-h)$$

$$\leq \varepsilon_2 x_f^T(t)P x_f(t) + \varepsilon_2^{-1}\lambda_{\max}(M_{df}^T M_{df}) x_f^T(t-h)$$

$$\cdot N_{df}^T N_{df} x_f(t-h).$$

(3.9)

Next, it results from

$$\Psi_2 := \varepsilon_3^{1/2}PM_f - \varepsilon_3^{-1/2}N_{df}^T F^T(t), \quad \Psi_2 \Psi_2^T \geq 0$$

$$F^T(t) F(t) \leq I$$

that

$$x_f^T(t)(\Delta A_{df}(t))^T P + P(\Delta A_{df}(t))x_f(t)$$

$$= x_f^T(t)(M_f F(t) N_f)^T P + P M_f F(t) N_f)x_f(t)$$

$$\leq x_f^T(t)[\varepsilon_3 PM_f M_f^T P + \varepsilon_3^{-1}N_{df}^T F^T(t) F(t) N_{df}]x_f(t)$$

$$\leq \varepsilon_3 x_f^T(t) P M_f M_f^T P x_f(t) + \varepsilon_3^{-1}x_f^T(t) N_{df}^T N_{df} x_f(t).$$

(3.10)

Furthermore, from

$$\begin{bmatrix} \varepsilon_4^{1/2}f^T(F_j x_f(t)) & -\varepsilon_4^{-1/2}x_f^T(t)PD_f \end{bmatrix}$$

$$\begin{bmatrix} \varepsilon_4^{1/2}f^T(F_j x_f(t)) & -\varepsilon_4^{-1/2}x_f^T(t)PD_f \end{bmatrix}^T \geq 0$$

and Assumption 2.3, we have

$$f^T(F_j x_f(t))D_f^T P x_f(t) + x_f^T(t)PD_f f(F_j x_f(t))$$

$$\leq \varepsilon_4 f^T(F_j x_f(t)) f(F_j x_f(t)) + \varepsilon_4^{-1}x_f^T(t)PD_f D_f^T P x_f(t)$$

$$= \varepsilon_4 f^T(x(t)) f(x(t)) + \varepsilon_4^{-1}x_f^T(t)PD_f D_f^T P x_f(t)$$

$$\leq \varepsilon_4|H x(t)|^2 + \varepsilon_4^{-1}x_f^T(t)PD_f D_f^T P x_f(t)$$

$$= \varepsilon_4 f^T(t)H^T H x(t) + \varepsilon_2^{-1}x_f^T(t)PD_f D_f^T P x_f(t)$$

$$= \varepsilon_4 f^T(t)(H F_j)^T(H F_j) x_f(t)$$

$$+ \varepsilon_4^{-1}x_f^T(t)PD_f D_f^T P x_f(t).$$

(3.11)

Noticing the inequality (3.1) and the definition (3.6), we denote

$$\Pi := A_{df}^T P + PA_f$$

$$+ P[\varepsilon_1 + \varepsilon_2] I + \varepsilon_3 M_f M_f^T + \varepsilon_4^{-1}D_f D_f^T] P$$

$$+ \varepsilon_1^{-1}A_{df}A_{df} + \varepsilon_1^{-1}N_{df}^T N_{df} + \varepsilon_1(H F_j)^T(H F_j)$$

$$+ \lambda_{\max}(M_{df}^T M_{df}) \varepsilon_2^{-1}N_{df}^T N_{df} < 0.$$  

(3.12)

Then, substituting (3.8)–(3.11) into (3.7) results in

$$\frac{d}{dt}Y(x_f(t), t)$$

$$\leq x_f^T(t)\Pi x_f(t) + 2x_f^T(t)P E_f w(t)$$

$$\leq -\lambda_{\min}(-\Pi) x_f^T(t) x_f(t) dt + 2x_f^T(t)P E_f w(t)$$

(3.13)

which means that the nonlinear uncertain stochastic time-delay augmented system (2.15) is asymptotically stable (in the mean square), provided that the inequality (3.1) is met.
Next, to show the expected exponential stability (in the mean square) of the augmented system, some standard manipulations will be made on (3.13) by exploiting the technique developed in [19] and [20].

Let \( \beta \) be the unique root of the equation
\[
\lambda_{\min}(-\Pi) - \beta \lambda_{\max}(P) - \beta h \lambda_{\max}(Q)e^{3h} = 0 \tag{3.14}
\]
where \( \Pi \) and \( Q \) are defined, respectively, in (3.12) and (3.6), \( P \) is the positive definite solution to (3.1), and \( h \) is the unknown time delay.

We can obtain from (3.13) that
\[
d [e^{\beta t} Y(x_f(t), t)] = e^{\beta t} [\beta Y(x_f(t), t) dt + dY(x_f(t), t)] 
\leq e^{\beta t} \left( - [\lambda_{\min}(-\Pi) - \beta \lambda_{\max}(P)] |x_f(t)|^2 \right. 
+ \beta h \lambda_{\max}(Q) \int_{t-h}^{t} |x_f(s)|^2 ds dt 
+ 2e^{\beta t} x_f^T(t)P E_{\beta} x_f(t) dt.
\]

Then, integrating both sides from 0 to \( T > 0 \) and taking the expectation result in
\[
e^{\beta T} E_\Xi(x_f(T), T) \leq \left[ \lambda_{\max}(P) + h \lambda_{\max}(Q) \right] \sup_{-h \leq \theta \leq 0} E[|\xi(\theta)|^2] 
- \lambda_{\min}(-\Pi) - \beta \lambda_{\max}(P) E \int_0^T e^{\beta t} |x_f(t)|^2 dt 
+ \beta h \lambda_{\max}(Q) E \int_0^T e^{3h} |x_f(s)|^2 ds dt.
\]

Note that
\[
\int_0^T e^{\beta t} \int_{t-h}^{t} |x_f(s)|^2 ds dt 
\leq \int_0^T \left( \int_{\max(s+h,0)}^{\min(s+h, T)} e^{\beta \theta} dt \right) |x_f(s)|^2 ds 
\leq \int_0^T h e^{\beta(s+h)} |x_f(s)|^2 ds 
\leq h e^{3h} \int_0^T e^{\beta t} |x_f(t)|^2 dt + h e^{3h} \int_0^T |\xi(\theta)|^2 d\theta.
\]

Then, considering the definition of \( \beta \) in (3.14), we have
\[
e^{\beta T} E_\Xi(x_f(T), T) \leq \left[ \lambda_{\max}(P) + h \lambda_{\max}(Q) \right] \sup_{-h \leq \theta \leq 0} E[|\xi(\theta)|^2] 
+ \beta \lambda_{\max}(Q) h^2 e^{3h} \sup_{-h \leq \theta \leq 0} E[|\xi(\theta)|^2] 
\text{and}
\]
\[
E[|x_f(T)|^2] \leq \lambda_{\min}^{-1}(P) \left[ \lambda_{\max}(P) + h \lambda_{\max}(Q) \right] \sup_{-h \leq \theta \leq 0} E[|\xi(\theta)|^2] 
+ \beta \lambda_{\max}(Q) h^2 e^{3h} \sup_{-h \leq \theta \leq 0} E[|\xi(\theta)|^2] e^{-3h}.
\]

Notice that \( T > 0 \) is arbitrary, and letting
\[
\alpha := \lambda_{\min}^{-1}(P) \left[ \lambda_{\max}(P) + h \lambda_{\max}(Q)(1 + he^{3h}) \right]
\]
the definition of exponential stability in (2.17) is then satisfied, and this completes the proof of Theorem 3.1.

Remark 3.1: Theorem 3.1 offers the analysis results for the exponential stability (in the mean square) of a class of nonlinear uncertain time-delay stochastic systems. The results may be conservative due to the use of the inequalities (3.8)–(3.11). However, such conservativeness can be significantly reduced by appropriate choices of the parameters \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4 \) in a matrix norm sense. The relevant discussion and corresponding numerical algorithm can be found in [36] and references therein.

Remark 3.2: The result of Theorem 3.1 can be readily extended to the multiple state delayed case. Consider the following nonlinear uncertain continuous-time multidelay stochastic system:
\[
\Delta(t) = (A + \Delta A(t))x(t) + \sum_{i=1}^{r} (A_{di} + \Delta A_{di}(t))x(t - h_i) 
+ Df(x(t)) + E_{\beta} w(t) \tag{3.15}
\]
\[
x(t) = \varphi(t), \quad t \in [-h, 0], \quad 0 < h = \max_i(h_i) \tag{3.16}
\]
where the uncertainties satisfy
\[
\begin{bmatrix} \Delta A(t) \\ \Delta C(t) \end{bmatrix} = \begin{bmatrix} M_1 \\ M_2 \end{bmatrix} F(t) N_1,
\Delta A_{di}(t) = M_1 F(t) N_{di}, \quad F^T(t) F(t) \leq I
\]
for \( i = 1, 2, \ldots, r \). We may obtain an augmented system that is similar to (2.15). Then, instead of (3.5), we define the Lyapunov function
\[
Y(x_f(t), t) = x_f^T(t) P x_f(t) + \sum_{i=1}^{r} \int_{t-h_i}^{t} x_f^T(s) Q_i x_f(s) ds.
\]

Following the same line of the proof of Theorem 3.1, a parallel result can be easily obtained for the multidelay case. The reason why we discuss the single delay case is to make our theory more understandable and to avoid unnecessarily complicated notations.

The following corollary, which results easily from [20], reveals that for the linear delay stochastic system (2.15), the exponential stability in the mean square implies the almost surely exponential stability.

Corollary: Under the conditions of Theorem 3.1, the uncertain time-delay system (2.15) is almost surely exponentially stable in mean square for all admissible parameter uncertainties \( \Delta A, \Delta A_d, \Delta C \) and nonlinear disturbance input \( f(x(t)) \), independent of the unknown time-delay \( h \), i.e.,
\[
\lim_{t \to \infty} \sup_{0 < h \leq 0} \frac{1}{t} \log |x_f(t, \xi)| \leq -\beta \frac{2}{m}
\]
almost surely holds for all \( \xi \in L^2_{\mathbb{P}} ([0, t]; \mathbb{R}^m) \), where \( \beta > 0 \) is the unique root of (3.14).

B. Filter Design

This subsection is devoted to the design of filter parameters \( G \) and \( K \) by using the result in Theorem 3.1. We derive the explicit
expressions of the expected filter parameters in terms of the positive definite solutions of two Riccati-like matrix inequalities.

The following lemma is easily accessible and will be used in the proofs of our main results in this paper.

**Lemma 3.1:** For a given negative definite matrix $\Gamma < 0 (\Gamma \in \mathbb{R}^{n \times n})$, there always exists a matrix $S \in \mathbb{R}^{n \times p}(p \leq n)$ such that $\Gamma + SS^T < 0$.

Prior to stating the main results of this paper, we give the following definitions for the sake of simplicity:

$$\hat{A} := A + \epsilon_3 M_1 M_2^T P_1 + \epsilon_4^{-1} DD^T P_1$$  
$$\hat{C} := C + \epsilon_3 M_2 M_2^T P_1$$  
$$R := \epsilon_3 M_2 M_2^T P_1$$  
$$\Theta := \hat{C} + \epsilon_3 M_2 M_2^T P_2$$

The following theorem shows that the desired filter parameters can be obtained in terms of the positive definite solutions to two quadratic matrix inequalities (QMIs).

**Theorem 3.2:** If there exist positive scalars $\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4 > 0$ such that the following two QMIs

$$\Sigma_{11} = A^T P_1 + P_1 A + P_1 [(\epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_2^T + \epsilon_4^{-1} DD^T] P_1 + 2\epsilon_1^{-1} A_{df} A_{df} + \epsilon_3^{-1} N_1 N_1 + \epsilon_4 H^T H + \lambda_{\max}(M_{df}^T M_{df}) \epsilon_2^{-1} N_2^T N_2$$

$$\Sigma_{12} = (A - KC)^T P_2 + P_1 \left[ \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \right] P_2$$

respectively, have positive definite solutions $P_1 > 0$ and $P_2 > 0$, where the matrices $\hat{A}, \hat{C}, R$ are defined, respectively, in (3.17)–(3.19), then the filter (2.7) with parameters

$$K = P_2^{-1} \left[ \Theta^T R^{-1} + SU R^{-1/2} \right]$$

$$G = \hat{A} - \hat{K} \hat{C}$$

where $\Theta$ is defined in (3.20), $U \in \mathbb{R}^{n \times p}$ is arbitrary orthogonal (i.e., $UU^T = I$), $S \in \mathbb{R}^{n \times p}$ is an arbitrary matrix meeting $\Sigma + SS^T < 0$, and $\Sigma$ is defined in (3.22), will be such that the augmented system (2.15) is exponentially stable in the mean square for all admissible parameter uncertainties $\Delta A, \Delta A_{df}, \Delta C$ and the nonlinear disturbance input $f(x(t))$, independent of the unknown time-delay $h$.

**Proof:** First of all, it follows from Assumption 2.2 that $R^{-1} > 0$ exists. Defining

$$\Sigma := A_f^T P + P A_f + P [(\epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T] P + \epsilon_1^{-1} A_{df} A_{df} + \epsilon_3^{-1} N_f^T N_f + \epsilon_4 (H F_f)^T (H F_f) + \lambda_{\max}(M_{df}^T M_{df}) \epsilon_2^{-1} N_f^T N_f$$

$$:= \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}$$

and setting

$$P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix} > 0$$

we have

$$\Sigma_{11} = A^T P_1 + P_1 A + P_1 [(\epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_2^T + \epsilon_4^{-1} DD^T] P_1 + 2\epsilon_1^{-1} A_{df} A_{df} + \epsilon_3^{-1} N_1 N_1 + \epsilon_4 H^T H + \lambda_{\max}(M_{df}^T M_{df}) \epsilon_2^{-1} N_2^T N_2$$

$$\Sigma_{12} = (A - G - KC)^T P_2 + P_1 \left[ \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \right] P_2$$

It follows directly from (3.21) that $\Sigma_{11} < 0$. By resorting to $G = \hat{A} - \hat{K} \hat{C}$ and the definitions of $R$ and $\Theta$, we have

$$\Sigma_{22} = (A - K C)^T P_2 + P_2 (A - K C)$$

$$= \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} P_2 + P_2 [(\epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T] P_2$$

$$= \hat{A}^T P_2 + P_2 \hat{A}$$

$$= \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} P_2 + \left( \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} P_2 \right) \begin{bmatrix} \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} P_2$$

$$= \left( \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \right) P_2$$

$$= \left( \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} \right) \begin{bmatrix} \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} P_2$$

$$= \hat{A}^T P_2 + P_2 \hat{A}$$

$$+ \left( \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} \right) \begin{bmatrix} \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} P_2$$

$$= \hat{A}^T P_2 + P_2 \hat{A}$$

In the light of (3.23) and the orthogonality of $U$, it is easy to see that

$$\left[ \begin{bmatrix} \epsilon_1 + \epsilon_2)I + \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^T \end{bmatrix} \right] \left( \begin{bmatrix} \epsilon_3 M_1 M_f^T + \epsilon_4^{-1} D_f D_f^T \end{bmatrix} \begin{bmatrix} \epsilon_3 M_1 (M_1 - KM_2)^T + \epsilon_4^{-1} DD^D \end{bmatrix} \right)$$

$$= (SU)(SU)^T = SS^T.$$

(3.31)
Considering the definition of $\Theta$ in (3.20), it follows from (3.30) and (3.31) that

$$
\Sigma_{22} = \left( \hat{A} - \varepsilon_3 M_1 M_T^T R^{-1} \hat{C} \right)^T P_2
+ P_2 \left( \hat{A} - \varepsilon_3 M_1 M_T^T R^{-1} \hat{C} \right) + P_2 \left[ (\varepsilon_1 + \varepsilon_2) I + \varepsilon_3 M_1 M_T^T + \varepsilon_4^{-1} D D^T - \varepsilon_3^2 M_1 M_T^T R^{-1} M_2 M_T^T \right] P_2
- \hat{C}^T R^{-1} \hat{C} + S S^T = \Upsilon + S S^T
$$

(3.32)

where $\Upsilon$ is defined in (3.22). Recall that $S \in \mathbb{R}^{n \times p}$ is an arbitrary matrix meeting $\Upsilon + S S^T < 0$. Then, (3.32) leads to $\Sigma_{22} < 0$.

Moreover, substituting (3.24) into (3.28) immediately yields $\Sigma_{12} = 0$, and therefore, $\Sigma < 0$. Finally, it follows from Theorem 3.1 that the augmented system (2.15) is exponentially stable in the mean square for all admissible parameter uncertainties $\Delta A$, $\Delta A_d$, $\Delta C$ and nonlinear disturbance input $f(x(t))$, independent of the unknown time-delay $h$. This proves Theorem 3.2.

Remark 3.3: Theorem 3.2 provides a quadratic matrix inequality (QMI) approach to the design of robust filters for a class of nonlinear uncertain time-delay systems. When we cope with the QMIs (3.21) and (3.22), the local numerical searching algorithms suggested in [2] and [11] are effective for a relatively low-order model. With respect to the general existence conditions of the positive definite solutions to the QMIs and relevant algorithms, see [27]. It is seen that the existence of a positive definite solution to (3.21) means that the system matrix $A$ must be asymptotically stable, i.e., Assumption 2.1 holds. More specifically, since the QMIs (3.21) and (3.22) have the similar form, we now briefly discuss the conditions for the existence of the positive definite solutions to the QMI (3.21). It is easily accessible from [14] that there exists a positive definite solution to QMI (3.21) if and only if

$$
\left\| \Gamma^{1/2} (s I - A)^{-1} \Gamma^{1/2} \right\|_{\infty} < 1
$$

where

$$
\Gamma := 2\varepsilon_1^{-1} A_T^T A_d + \varepsilon_3^{-1} N_1^T N_1 + \varepsilon_4^{-1} D D^T + \lambda_{\text{max}}(M_T^T M_T) \varepsilon_3^2 N_2^T N_2
\Lambda := (\varepsilon_1 + \varepsilon_2) I + \varepsilon_3 M_1 M_T^T + \varepsilon_4^{-1} D D^T.
$$

Remark 3.4: Note that there exist many free design parameters in the expression of expected filters. For example, we can choose free parameters $S$ meeting $\Upsilon + S S^T < 0$ and orthogonal matrix $U$ in (3.23). Therefore, the set of the desired filter parameters, when it is not empty, must be very large, and much explicit freedom is subsequently offered. This gives the possibility for directly achieving further performance requirements on the filtering process such as the transient property, $H_2$-norm constraint, and reliability behavior, which requires further investigations. It is remarkable that in [16], a similar freedom on an arbitrary orthogonal matrix in the parameterization of the set of filters was successfully employed to minimize the $H_2$ norm of the filtering error transfer function by solving an unconstrained parametric optimization problem over the set of filters.

IV. NUMERICAL SIMULATION

In this section, for the purpose of illustrating the usefulness and flexibility of the theory developed in this paper, we present a simulation example, focus on the steady-state exponentially filtering and proceed to determine the filter parameters.

Consider the nonlinear uncertain stochastic state-delayed system (2.1) and (2.2) with parameters as follows:

$$
A = \begin{bmatrix}
-2.5 & 0.2 & -0.2 \\
-0.3 & -3 & -0.4 \\
1.5 & -0.4 & -5
\end{bmatrix}
A_d = \begin{bmatrix}
0.03 & 0.01 & 0.01 \\
0.01 & -0.04 & 0 \\
-0.01 & 0.01 & -0.02
\end{bmatrix}
$$

$$
D = \begin{bmatrix}
0 & 0.1 \\
0.1 & 0 \\
0.2 & 0.2
\end{bmatrix},
E_1 = \begin{bmatrix}
0.1 \\
0.1
\end{bmatrix},
E_2 = \begin{bmatrix}
0.01 \\
0.01 \\
0.01
\end{bmatrix},
C = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
$$

$$
f(x) = \begin{bmatrix}
0.1 \sin x_1 \\
0.1 \sin x_2
\end{bmatrix},
M_1 = \begin{bmatrix}
0.45 & 0 & 0.05 \\
0 & 0.45 & 0 \\
0.15 & 0 & 0.15
\end{bmatrix}
$$

$$
M_2 = \begin{bmatrix}
0 & 0.65 & 0.05 \\
0.05 & 0 & 0.35 \\
0.28 & 0.18 & 0
\end{bmatrix},
N_1 = \begin{bmatrix}
0 & 0.02 \\
0 & 0.02 \\
0 & 0.02
\end{bmatrix},
N_2 = \begin{bmatrix}
0 & 0.06 \\
0 & 0.06 \\
0.02 & 0 & 0
\end{bmatrix}
$$

$$
H = \begin{bmatrix}
0.3 & 0 & 0.01 \\
0 & 0.2 & 0 \\
0.01 & 0 & 0.4
\end{bmatrix}
$$

$$
F(t) = \sin t \delta_3, \ h = 0.1, \ \varphi(t) = 0.1.
$$

In this example, we are interested in designing a linear, delayless, uncertainty-independent state estimator (2.7) such that for all admissible uncertainties as well as the nonlinear disturbance input, the dynamics of the estimation error is stochastically exponentially stable in the mean square, independent of the time delay.

To show the flexibility of the proposed design method, we will discuss two cases by using the design freedom in choosing parameters $\varepsilon_i$ ($i = 1, 2, 3, 4$), $S$ and $U$, as discussed in Remark 3.4.

Case 1: We set $\varepsilon_1 = 0.1, \ \varepsilon_2 = 0.2, \ \varepsilon_3 = 0.6, \ \varepsilon_4 = 2.5$. Then, we can obtain a positive definite solution $P_1$ to the
quadratic matrix inequality (3.21) and, subsequently, the matrices $\hat{A}$, $\hat{C}$, and $R$, as follows:

$$
P_1 = \begin{bmatrix}
13.9428 & 0.0181 & -7.3328 \\
0.0181 & 14.0227 & 2.0288 \\
-7.3328 & 2.0288 & 27.2244
\end{bmatrix},
$$

$$
\hat{A} = \begin{bmatrix}
-1.1179 & 0.3098 & 0.3116 \\
-0.3564 & -1.2239 & 0.0724 \\
1.8065 & -0.1672 & -3.7662
\end{bmatrix},
$$

$$
\hat{C} = \begin{bmatrix}
0.9911 & 2.4701 & 0.4676 \\
0.0706 & 1.0735 & 0.5041 \\
0.8702 & 0.7340 & 1.2303
\end{bmatrix},
$$

$$
R = \begin{bmatrix}
0.2550 & 0.0105 & 0.0702 \\
0.0105 & 0.0750 & 0.0084 \\
0.0702 & 0.0084 & 0.0065
\end{bmatrix}.
$$

Furthermore, a positive definite solution to the quadratic matrix inequality (3.22) and the matrix $\Upsilon$ are calculated as

$$
P_2 = \begin{bmatrix}
16.9752 & 3.8009 & -0.9295 \\
3.8009 & 22.8890 & 4.1436 \\
-0.9295 & 4.1436 & 30.2289
\end{bmatrix},
$$

$$
\Upsilon = \begin{bmatrix}
-0.4196 & -0.1362 & -0.2034 \\
-0.1362 & -1.3213 & -1.3975 \\
-0.2034 & -1.3975 & -2.6507
\end{bmatrix}.
$$

Next, we choose the matrix $S$ meeting $\Upsilon + SS^T < 0$ and an orthogonal matrix $U$ as

$$
S = 0.6I_3, \quad U = I_3
$$

and therefore, we obtain the expected filter parameters from (3.23) and (3.24) as the following:

$$
K = \begin{bmatrix}
-0.4468 & 0.0342 & 2.4116 \\
1.1347 & 0.5619 & -0.3007 \\
-0.3599 & 0.6406 & 1.3549
\end{bmatrix},
$$

$$
G = \begin{bmatrix}
-2.7700 & -0.3933 & -2.4740 \\
1.2538 & -4.4048 & -0.5326 \\
0.9300 & -0.9603 & -5.7798
\end{bmatrix}.
$$

Denote the error states $e_i = x_i - \hat{x}_i$ ($i = 1, 2, 3$). The responses of error dynamics to initial conditions are shown in Fig. 1, and the real state $x_1$ (respectively, $x_2$, $x_3$) and its estimate $\hat{x}_1$ (respectively, $\hat{x}_2$, $\hat{x}_3$) are displayed in Fig. 2 (respectively, Figs. 3 and 4). The simulation results imply that the desired goal is well achieved.

Case 2: In this case, we select $\varepsilon_1 = 0.3$, $\varepsilon_2 = 0.1$, $\varepsilon_3 = 0.8$, and $\varepsilon_4 = 4.5$, and then get

$$
P_1 = \begin{bmatrix}
10.4585 & -0.0382 & -5.6468 \\
-0.0382 & 10.5764 & 1.7530 \\
-5.6468 & 1.7530 & 21.4049
\end{bmatrix},
$$

$$
\hat{A} = \begin{bmatrix}
-1.1255 & 0.3066 & 0.2408 \\
-0.3314 & -1.2533 & -0.0170 \\
1.8702 & -0.2612 & -4.2059
\end{bmatrix},
$$

$$
\hat{C} = \begin{bmatrix}
0.9781 & 2.4853 & 0.5273 \\
0.0636 & 1.0829 & 0.8467 \\
0.8620 & 0.7404 & 1.2636
\end{bmatrix},
$$

$$
P_2 = \begin{bmatrix}
12.8515 & 2.6431 & -0.9593 \\
2.6431 & 17.5561 & 4.0617 \\
-0.9593 & 4.0617 & 25.9338
\end{bmatrix}.
For this case, the matrix $S$ meeting $\gamma + SS^T < 0$ and an orthogonal matrix $U$ are chosen as

$$S = 0.5I_3, \quad U = -I_3$$

and it follows from (3.23) and (3.24) that

$$K = \begin{bmatrix} -0.5973 & 0.0945 & 2.4471 \\ 1.1538 & 0.3441 & -0.2764 \\ -0.3226 & 0.6482 & 1.1128 \end{bmatrix},$$

$$G = \begin{bmatrix} -2.6567 & -0.1230 & -2.6164 \\ -1.2456 & -4.2959 & -0.5686 \\ 1.1852 & -0.9852 & -5.9899 \end{bmatrix}.$$
nonlinear disturbance input, and the unknown state delay. Both the filter analysis and design issues have been discussed in detail by means of quadratic matrix inequalities. The existence conditions as well as the analytical expression of desired filters have been parameterized. We have demonstrated that the desired robust exponential filters for this class of nonlinear time-delay systems, when they exist, are usually a large set, and the remaining freedom can be used to meet other expected performance requirements.

One of the future research topics is the development of efficient algorithms with guaranteed convergence. Finally, in our opinion, the idea introduced in this paper can also be applied to design robust filters for more complex systems such as sampled-data systems and stochastic parameter systems.

ACKNOWLEDGMENT

The first author is grateful to Prof. H. Unbehauen of Ruhr University Bochum, Germany, for detailed comments and to Prof. D. Prätzel-Wolters of the University of Kaiserslautern, Germany, for helpful suggestions. The authors would like to thank the four anonymous referees for their valuable suggestions and constructive comments that have improved the presentation.

REFERENCES

Associate Professor at Nanjing University of Science and Technology in 1994. From January 1997 to December 1998, he was an Alexander von Humboldt Research Fellow at the Automatic Control Laboratory, Ruhr University Bochum, Bochum, Germany. In January 1999, he joined the Department of Mathematics, University of Kaiserslautern, Kaiserslautern, Germany, as a Faculty Staff Member (Lecturer). His research interests include filtering and control for uncertain systems, stochastic systems, nonlinear systems, and sampled-data systems and their applications. He has published more than 60 papers in refereed international journals.

Dr. Wang was awarded the JSPS Research Fellowship in August 1998 from Japan Society for the Promotion of Science. He was a recipient of the Outstanding Science and Technology Development Award from National Education Committee of China (twice in 1996 and once in 1998) and the National Science Investigator Award from the National Natural Science Foundation of China in 1995. He was nominated the outstanding reviewer for the journal *Automatica* for 2000 and received Standing Membership of the Technical Committee on Control of the International Association of Science and Technology for Development, also in 2000.

Keith J. Burnham received the B.Sci. degree in mathematics, the M.Sci. degree in control engineering, and the Ph.D. degree in adaptive control, all from Coventry University, Coventry, U.K., in 1981, 1984, and 1991, respectively. He has been a Professor of Industrial Control Systems with the School of Mathematical and Information Sciences, Coventry University, and Director of the University’s Control Theory and Applications Centre, since 1999. This is a multidisciplinary research center in which effective collaboration takes place amongst staff from across the University. There are currently a number of research programs with U.K.-based industrial organizations, many of which are involved with the design and implementation of adaptive control systems.

Dr. Burnham is an Associate Member of the Institution of Electrical Engineers, a Member of the Institute of Mathematics and its Applications, and a Member of the Institute of Measurement and Control.