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Abstract We report on the first large-scale evaluation of author obfuscation ap-
proaches built to attack authorship verification approaches: the impact of 3 ob-
fuscators on the performance of a total of 44 authorship verification approaches
has been measured and analyzed. The best-performing obfuscator successfully
impacts the decision-making process of the authorship verifiers on average in
about 47% of the cases, causing them to misjudge a given pair of documents as
having been written by “different authors” when in fact they would have decided
otherwise if one of them had not been automatically obfuscated. The evaluated
obfuscators have been submitted to a shared task on author obfuscation that we
organized at the PAN 2016 lab on digital text forensics. We contribute further by
surveying the literature on author obfuscation, by collecting and organizing eval-
uation methodology for this domain, and by introducing performance measures
tailored to measuring the impact of author obfuscation on authorship verification.

1 Introduction

The development of author identification technology has reached a point at which it can
be carefully employed in the wild to resolve cases of unknown or disputed authorship.
For a recent example, a state-of-the-art forensic software played a role in breaking the
anonymity of J. K. Rowling, who published her book “The Cuckoo’s Calling” under
the pseudonym Robert Gailbraith in order to “liberate” herself from the pressure of
stardom, caused by her success with the Harry Potter series.1 Moreover, forensic author
identification software is part of the toolbox of forensic linguists, who employ the tech-
nology on a regular basis to support their testimony in court as expert witnesses in cases
where the authenticity of a piece of writing is important. Despite their successful appli-
cation, none of the existing approaches has been shown to work flawless—a fact that
is rooted in the complexity and the ill-posedness of the problem. All approaches have
a likelihood of returning false decisions under certain circumstances, but the circum-
stances under which they do are barely understood. It is hence particularly interesting
to analyze whether and how these circumstances can be controlled, since any form of
control over the outcome of an author identification software bears the risk of misuse.

In fiction, a number of examples can be found where authors tried to remain anony-
mous, and where they, overtly or covertly, tried to imitate the writing style of others. In
? A summary of this report has been published as part of [92]
1 http://languagelog.ldc.upenn.edu/nll/?p=5315
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Figure 1. Schematic view of the opposed tasks of author masking and authorship verification.

fact, style imitation is a well-known learning technique in writing courses. But the ques-
tion of whether humans are ultimately capable of controlling their own writing style so
as to fool experts into believing they have not written a given piece of text, or even that
someone else has, is difficult to answer based on observation alone: are the known cases
more or less all there is, or are they just the tip of the iceberg (i.e., examples of unskilled
attempts)? And, if the “expert” to be fooled is not a human but an author identification
software, the rules are changed entirely. The fact that software is used to assist author
identification increases the attack surface of investigations to spoil the decision-making
process of the software. This is troublesome since the human operator of such a soft-
ware may be ignorant of its flaws, and biased toward taking the software’s output at
face value instead of treating it with caution. After all, being convinced of the quality
of a software is a necessary precondition to employing it to solve a problem.

At PAN 2016, we organized for the first time a shared task on author obfuscation
to begin exploring the potential vulnerabilities of author identification technology. A
number of interesting subtasks related to author obfuscation can be identified, from
which we have selected that of author masking. This task is built on top of the task
of authorship verification, a subtask of author identification, which was organized at
PAN 2013 through PAN 2015 [47, 97, 98] (see Figure 1 for an illustration):

Authorship verification:
Given two documents,
decide whether they have been
written by the same author.

vs.

Author masking:
Given two documents by the same author,
paraphrase the designated one so that the
author cannot be verified anymore.

The two tasks are diametrically opposed to each other: the success of a certain ap-
proach for one of these tasks depends on its “immunity” against the most effective
approaches for the other. The two tasks are also entangled, since the development of a
new approach for one of them should build upon the capabilities of existing approaches
for the other. However, compared to authorship verification, author obfuscation in gen-
eral (and author masking in particular) received little attention to date. A reason for this
may be rooted in the fact that author masking requires (automatic) paraphrasing as a



subtask, which poses a high barrier of entry to newcomers. To facilitate future research
on both tasks, we contribute the following analyses and building blocks:

1. First-time large-scale evaluation of 44 state-of-the-art authorship verification ap-
proaches attacked by 3 author obfuscation approaches in 4 evaluation settings. This
evaluation allows for judging both the feasibility of author obfuscation as well as
the vulnerability of the state of the art in authorship verification. To cut a long story
short, it turns out that even basic author obfuscation approaches have significant
impact on many authorship verification approaches.

2. Proposal of performance measures to quantify the impact that obfuscation has on
authorship analysis technology.

3. Survey of related work on author obfuscation, and a systematic review and organi-
zation of evaluation methodology for author obfuscation. In particular, we identify
the three performance dimensions safety, soundness, and sensibleness, wherein an
author obfuscation approach should excel before being considered fit for practical
use; we detail how obfuscation approaches can be assessed today, and what may be
useful in the future.

4. Organization of a shared task at PAN 2016 on author obfuscation to which the three
obfuscators evaluated have been submitted. Moreover, we experiment with peer
evaluation in shared tasks by inviting participants as well as interested third parties
to co-evaluate the obfuscators with regard to the three aforementioned performance
dimensions.

In what follows, Section 2 surveys the related work on author obfuscation, and Sec-
tion 3 systematically reviews and organizes the corresponding evaluation methodology;
here, the obfuscation impact measures are introduced. Section 4 reviews the obfuscation
approaches that have been submitted to our shared task, and Section 5 reports on their
evaluation against the state of the art in authorship verification, including the results of
the outlined peer evaluation initiative.

2 Related Work

The literature on author obfuscation goes into three directions: (1) obfuscation genera-
tion, (2) obfuscation evaluation, and (3) obfuscation detection and reversal. This section
reviews the contributions that have been made to date.

Obfuscation generation approaches divide into manual, computer-assisted, and au-
tomatic ones. The manual approaches include a study by Brennan and Greenstadt [11]
who asked 12 laymen writers to mask their writing style and to imitate another au-
thor’s style. The obtained results indicate that non-professional writers are capable of
influencing their style to a point at which automatic authorship attribution performs
no better than random. These results have been later replicated by Brennan et al. [10]
who additionally employed crowdsourcing via Amazon’s Mechanical Turk to increase
the number of human subjects by 45 writers. Both datasets have been published as the
(Extended) Brennan-Greenstadt Corpus.2 Almishari et al. [3] also employ Amazon’s

2 https://psal.cs.drexel.edu/index.php/Main_Page



Mechanical Turk to obfuscate the reviews of 40 Yelp users, where up to 5 reviews per
user were obfuscated many times over on Mechanical Turk, and up to 99 reviews per
user were used to check whether the original user could still be identified among the
40 candidate users. After obfuscation, the success rate at attributing obfuscated reviews
to the correct user dropped from 95% to 55% under a standard authorship attribution
model employing words, POS tags, POS bigrams, as well as character bigrams and
trigrams as features.

Anonymouth is the name of a tool developed by McDonald et al. [72, 73] which
belongs to the computer-assisted approaches for obfuscation generation. It supports
its users to manually obfuscate a given document by analyzing whether it can still be
attributed to its original author after each revision, and by identifying which of the un-
derlying authorship attribution model’s features perform best to suggest parts of the
given document that should be changed in order to maximize the next revision’s impact
on classification performance. An important component of a computer-assisted author
obfuscation tools is its underlying analysis to determine the success of incremental text
revisions; Kacmarcik and Gamon [50] focus on such a component. They also select
the best-performing features and artificially change them in order to reduce attribution
performance. This approach specifically targets and defeats Koppel and Schler’s [61]
Unmasking. Conceivably, the analysis components of both Anonymouth and Kacmar-
cik and Gamon can also be applied as part of a fully automatic obfuscation generator,
however, this has not been attempted so far. Recently, Le et al. [65] introduced a semi-
automatic obfuscation approach that supersedes the aforementioned ones in terms of
safety against de-obfuscation attacks.

Among the first to propose automatic obfuscation generation were Rao and Ro-
hatgi [91], who suggested the use of round-trip machine translation: the to-be-
obfuscated document is translated to an intermediate language and the result then back
to its original language. More than one intermediate languages may be used in a row be-
fore returning to the initial one. Supposedly, the translation round-trip distorts the writ-
ing style of the original’s author sufficiently to confuse an authorship analysis. With the
rise of machine translation systems, this approach has been studied many times to date,
becoming a de-facto baseline for author obfuscation. However, the question whether
this approach works is still undecided; some find that it does not perform well in terms
of safety, soundness, and sensibleness of the obfuscated text [10, 13], whereas others
do find some merits [3, 56]. At any rate, the use of machine translation for obfusca-
tion may have limits since the existing systems must be treated as a black box and the
obfuscation results can hardly be controlled. Besides machine translation, Khosmood
and Levinson [57, 55] develop an obfuscation framework which operationalizes the
imitation of an author’s writing style by transforming the style of a given document
iteratively via style-changing text operations toward the writing style of a set of tar-
get documents. Their approach builds on a style comparison component not unlike the
aforementioned analysis component of Anonymouth, which determines the success of
manual obfuscation and suggests where to make further manual text operations. The
style comparison component controls which of a set of style-changing text operations
are automatically applied to get closer to the target style. Khosmood [56, 54] further
proposes a number of text operations at the sentence level, including active-to-passive



transformation, diction improvement, abstractions, synonym replacement, simplifica-
tion, and round-trip translation. Independently, Xu et al. [112] study within-language
machine-translation as a way of transforming and imitating another author’s style. Un-
like the aforementioned machine learning approaches, here, the machine translation
approach is specifically trained on texts from the source style and the target style so as
to allow for accurate style paraphrases, rendering the system less of a black box than
using round-trip translations for obfuscation. However, the approach is rendered less
practical for its exceeding resource requirements in terms of samples of writing from
the target style.

Obfuscation evaluation is about assessing the performance of an obfuscation ap-
proach. All of the aforementioned obfuscation approaches have been evaluated to some
extent by their authors. However, little has been said to date on how an obfuscator
should be evaluated; rather, evaluation setups have been created individually for each
paper, rendering the reported results incomparable across papers. This is one of our
primary contributions, and Section 3 introduces a comprehensive evaluation setup for
author obfuscation under the three performance dimensions safety, soundness, and sen-
sibleness. Nevertheless, our setup takes inspiration from the literature by collecting
and organizing the previously employed evaluation procedures. For example, the most
common evaluation approach under the safety dimension is to employ an existing au-
thorship analysis approach to verify whether an obfuscated text can still be attributed
to its original’s author [3, 4, 11, 10, 13, 48, 49, 72]. Furthermore, some obfuscation
approaches have been evaluated under the dimension of soundness, to ensure that an
original’s meaning does not get distorted by its obfuscation [56, 54], and sensibleness,
to ensure that obfuscated texts are still human-readable [3]. On top of that, we report on
the results of the first peer evaluation organized as part of our shared task. Participants
and volunteers independently evaluated the obfuscation approaches submitted under the
three aforementioned performance dimensions.

Finally, obfuscation detection and reversal is the task of deciding whether a given
text has been obfuscated, and in that case, to undo the obfuscation in order to retrieve
as much of the original text as possible. The possibility of reversing the effects of an
(automatic) obfuscation threatens its safety. Afroz et al. [2] and Juola [46] have simul-
taneously shown that the texts of humans trying to mask their writing style or trying to
imitate that of another author can be accurately detected as such. This gives rise to the
detection of literary fraud, where an author may attempt to publish a text under the name
of another author, imitating the latter’s style. However, to simply remain anonymous the
knowledge of the fact that a given text has likely been obfuscated is of no avail, since
the obfuscation’s measurable traces in a text do not necessarily give a clue about its
original author. However, when it is possible to reverse the changes made via obfusca-
tion, even if only partially, this puts users of the corresponding obfuscation approach
at risk of being identified. In this regard, Le et al. [65] show that the semi-automatic
obfuscation approaches of McDonald et al. [72] and Kacmarcik and Gamon [50] can
be reversed and must therefore be considered unsafe.



3 Evaluating Author Obfuscation

This section collects and organizes the evaluation methodology for author obfuscation
for the first time. We introduce three performance dimensions in which an author ob-
fuscation approach should excel to be considered fit for practical use. Afterwards, we
present an operationalization of each dimension based on both manual review as well
as performance measurement.

3.1 The Three Dimensions of Obfuscation Evaluation

The performance of an author obfuscation approach obviously rests with its capability
to achieve the goal of fooling forensic experts, be they software or human. However,
this disregards writers and their target audience whose primary goal is to communi-
cate, albeit safe from deanonymization. For them, the quality of an obfuscated text as
well as whether its semantics are preserved are also important. In our survey of related
work, these performance dimensions are often neglected or mentioned only in passing.
Altogether, we call an obfuscation software

– safe, if its obfuscated texts can not be attributed to their original authors anymore,
– sound, if its obfuscated texts are textually entailed by their originals, and
– sensible, if its obfuscated texts are well-formed and inconspicuous.

These dimensions are orthogonal; an obfuscation software may meet each of them to
various degrees of perfection. Each dimension keeps the others in check since trivial
or flawed approaches stand no chance of achieving perfection in all three dimensions
at the same time. The operationalization of each dimension, however, poses significant
challenges in terms of resource requirements as well as scalability. In what follows, we
review in detail the challenges involved in making each dimension measurable as well
as how they have been operationalized in related work.

3.2 Evaluating Obfuscation Safety

The safety of an obfuscation approach depends on it withstanding three kinds of at-
tacks: (1) manual authorship analyses, (2) automatic authorship analyses, and (3) de-
obfuscation attacks.

(1) Manual authorship analyses Manual authorship analyses can only be done by
trained forensic linguists, so that this kind of analysis is expensive and therefore does
not scale. Furthermore, it is unlikely that a forensic linguist would take part as human
subject in an experiment to evaluate an obfuscation approach (not even anonymously),
since the risks of suffering reputation damage from failing to beat it are too high,
whereas they have little to gain otherwise. At any rate, beating one forensic linguist
is insufficient to establish the safety of an obfuscation approach; the approach would
have to be tested against a number of experts to raise sufficient confidence. Given these
limitations, author obfuscation approaches are probably not going to be analyzed for
safety against manual authorship analyses any time soon.



(2) Automatic authorship analyses Automatic authorship analyses are by compari-
son much more straightforward, practical, and scalable to be employed for obfuscation
evaluation. Dozens of approaches have been proposed for the two author identification
subtasks authorship attribution and authorship verification, so that evaluating an author
obfuscation approach boils down to running the existing, pre-trained authorship analy-
sis approaches against problem instances with and without obfuscated texts to observe
the difference in performance. To be considered safe against automatic authorship anal-
yses, an obfuscation approach should be able to defeat the best-performing authorship
analysis approaches. In this connection, the related work on author obfuscation has
employed a number of approaches for authorship attribution from the literature. Most
safety evaluations rely on two basic feature sets, namely the so-called Basic 9 features
(used in [10, 65, 72]) and the Writeprint features [1, 114] (used in [2, 3, 10, 65, 72]),
on top of which Weka classifiers are applied. Some authors also evaluate their obfus-
cation approaches against other authorship analysis approaches such as the ones of
Tweedie et al. [101], Clark and Hannon [22], and Koppel’s Unmasking [61] as well
as the freely available Signature Stylometric System3 (see [11, 50]). Still, the num-
ber of authorship analysis approaches proposed to date by far surpasses the number
of approaches employed in author obfuscation evaluations. The reason for this short-
coming may be found in the fact that hardly any implementations of the proposed au-
thorship analysis approaches have surfaced to date: authors typically publish papers
about their approaches but not their code base. Nevertheless, it must be conceded that
the aforementioned approaches do not represent the landscape of authorship analysis
approaches that have been proposed to date. To mitigate this problem for future author
obfuscation evaluations, we have built two resources that allow for more comprehensive
safety evaluations for author obfuscation for both authorship attribution and authorship
verification: first, in [88], we report on the replication of 15 of the most influential au-
thorship attribution approaches, the implementations of which are available as source
code on GitHub.4 Second, in our shared tasks on authorship verification at PAN 2013
to PAN 2015 [47, 97, 98], we report on the performances of a total of 49 pieces of soft-
ware that have been submitted for evaluation. They are kept in working condition on
the TIRA experimentation platform [32, 89], ready to be re-run on new datasets such
as obfuscated versions of the test datasets of PAN 2013 to PAN 2015. In this paper,
we employ them for the first time to evaluate three author obfuscation approaches for
safety at scale.

Measuring obfuscation impact. When using existing authorship analysis approaches
to measure the performance of an obfuscation approach, the impact obfuscation has
on their classification performance is of interest. More specifically, for all problem in-
stances where authors are correctly identified, the question is how many of them are not
correctly identified, anymore, after obfuscation.

Let da denote a document written by author a, and letDA denote a set of documents
written by authors from the set of all authors A. We call D = 〈du, DA〉 an instance of
an authorship problem, where du is a document written by an unknown author u and
DA is a set of documents of known authorship which may or may not contain a subset

3 http://www.philocomp.net/humanities/signature.htm
4 List of repositories: https://github.com/search?q=authorship+attribution+user:pan-webis-de



of documents Du ⊆ DA written by the author u ∈ A of du. If DA comprises only
documents written by a single author a so that DA = Da, D is called an authorship
verification problem, and otherwise an authorship attribution problem. IfDA comprises
documents written by more than one author, and if it can be guaranteed that one of them
is the author of du, D is a closed-class classification problem, and otherwise and open-
class classification problem. Closed-class attribution problems can also be considered
ranking problems, where the authors represented by disjunct subsets of DA are to be
ranked so that the highest-ranking author u is that of du.

We denote the universe of all authorship problem instances by D, and γ : D →
A ∪ {∅} denotes the true mapping from D to the set of known authors A for problems
D ∈ D whose true author u ∈ A of du is among the candidates found in DA, and to ∅
otherwise. An authorship analysis approach y : D → A∪ {∅} is an approximation of γ
that has been trained on Dtrain ⊂ D. The extent to which the learned approximation of
y to γ has been successful is evaluated usingDtest ⊂ D\Dtrain by checking whether y
returns answers matching those of γ for the problem instances inDtest. A basic measure
that is frequently applied to measure the performance of a given authorship analysis
approach y is its accuracy acc(y,Dtest) on a given test set Dtest:

acc(y,Dtest) =
|{D ∈ Dtest : y(D) = γ(D)}|

|Dtest|
.

In this setting, an author obfuscation approach o : D → D maps the universe of
authorship problems onto itself; here, o(D) = 〈do, DA〉, where do is the obfuscated
version of du ∈ D and DA ∈ D is kept as is. The true author of an obfuscated problem
o(D) is the same as without, say γ(o(D)) = γ(D). But if an obfuscator works, an
authorship analysis approach y would return y(o(D)) 6= γ(o(D)). Let o(D) = {o(D) :
D ∈ D}. A straightforward way to evaluate an author obfuscation approach o is to
apply it to the problem instances in Dtest, measure the accuracy acc(y, o(Dtest)), and
to calculate the performance delta:

∆acc(o, y,Dtest) = acc(y, o(Dtest))− acc(y,Dtest). (1)

However, in case Dtest comprises verification problems or open-class attribution prob-
lems, this measure takes into account problems where obfuscation need not be applied
on the document of unknown authorship du, since its true author is not among the can-
didates DA. Therefore, we consider only the subset D+

test ⊆ Dtest, which comprises
only problem instances D+ = 〈du, DA〉 where the true author u of du has written at
least one document found in DA. Measuring the accuracy of an authorship analysis
approach y on D+

test is equivalent to measuring recall, hence:

rec(y,Dtest) = acc(y,D+
test), and

∆rec(o, y,Dtest) = rec(y, o(Dtest))− rec(y,Dtest). (2)

The domain of this measure is [−1, 1], where −1 indicates the best possible perfor-
mance of an obfuscator (i.e., flipping all decisions of an authorship analysis approach y
that makes no errors on unobfuscated texts), 0 indicates the obfuscator has no im-
pact, and a score greater than 0 indicates the worst case, namely that the obfuscator



somehow improves the classification performance of the given authorship analysis ap-
proach y instead of decreasing it. In practice, the range of possible scores of∆rec is gov-
erned by the a priori performance rec(y,Dtest) of the authorship analysis approach y:
[−rec(y,Dtest), 1 − rec(y,Dtest)]. This means that ∆rec does not reveal whether an
obfuscation approach has accomplished everything it can against y. When achieving a
score in the interval (−1, 0) it remains unclear whether the obfuscator has flipped all of
y’s correct authorship attributions, or not. To get an idea of the relative impact an ob-
fuscator has on y’s recall, we apply the following normalizations dependent of ∆rec’s
sign:

imp(o, y,Dtest) =

−
∆rec(o,y,Dtest)
rec(y,Dtest)

if ∆rec(o, y,Dtest) < 0,

−∆rec(o,y,Dtest)
1−rec(y,Dtest)

else.
(3)

The domain of this measure is, independent of the a priori performance of y, in the
interval [−1, 1], where 1 indicates the best performance an obfuscator o can reach by
successfully obfuscating the problem instances where y made a correct attribution be-
fore, and where −1 indicates that an obfuscator supports y instead obstructing it by
allowing it to correctly attribute problems it has not correctly attributed before. Note
that we change the sign of the measure to emphasize that it captures obfuscator per-
formance, and to allow for a more natural ordering. A potential drawback of measuring
relative impact may be that the impact measured on authorship analysis approaches with
a poor a priori performance may be overemphasized: for example, it may be much eas-
ier to flip the few correct attributions of an a priori poor-performing authorship analysis
approach to earn a high relative impact than to flip the many correct attributions of a
well-performing one. To mitigate this issue, a least-performance threshold under Dtest

may be imposed that an authorship analysis approach y must exceed to be considered
attack-worthy by an obfuscator o.

As discussed at the outset, the performance of an obfuscation approach o should
not only be evaluated against a single authorship analysis approach y, but against as
large a collection Y of approaches as possible. After all, author obfuscation approaches
are supposed to protect authors across the board of forensic analyses, and not just
against specific specimen. Therefore, for a given collection of authorship analysis ap-
proaches Y , and for a given obfuscation approach o, we compute its average impact
under Dtest as follows:

avg imp(o, Y,Dtest) =
1

|Y |
∑
y∈Y

imp(o, y,Dtest). (4)

The average impact of different obfuscation approaches on a large number of authorship
analysis approaches Y allows for ranking among the obfuscation approaches in order
to determine which of them performs best in terms of safety under Dtest.

(3) De-obfuscation attacks De-obfuscation attacks include attempts to undo the ef-
fects an obfuscation approach has on a text, as well as analyses thereof that allow for a
(semi-)accurate attribution of authorship despite the text having been obfuscated. The
analytical nature of de-obfuscation attacks require a clear formulation of the assump-
tions under which de-obfuscation becomes possible, just like any proof of the safety



of an obfuscation approach against de-obfuscation does. Such assumptions are some-
times enumerated as “attacker capabilities” or referred to as “threat model.” We propose
to make the following general assumptions when analyzing an obfuscation approach’s
safety against de-obfuscation:

– Kerckhoffs’ principle: the obfuscation approach used is public
– Data used during obfuscation is public except for the original text
– Seeds used to initialize pseudorandom number generators are secret
– No available meta data links an obfuscated text to its author

This way, the safety of an author obfuscation approach against de-obfuscation depends
only on its merits at generating an irreversible obfuscation, and not on the fact that the
approach or data used during obfuscation are secret. At the same time, if an obfuscation
approach is deterministic and its text operations are easily recognizable and reversible
to the original state, the approach must be considered unsafe and unfit for practical use.
To date, the only systematic analysis of obfuscation approaches has been conducted by
Le et al. [65] who show that the obfuscation approach of Kacmarcik and Gamon [50]
can be completely reversed via backtracking, and that the safety against de-obfuscation
of the approach implemented in Anonymouth by McDonald et al. [72] can be severely
reduced in a closed-set attribution, increasing the probability of picking the correct
author from 0.2 to 0.4. Given these results, the authors of a new obfuscation approach
should always analyze its safety against de-obfuscation, whereas independent analyses
of this kind are just as important to raise confidence. Unfortunately, de-obfuscation
attacks elude performance measurement, since they will typically be tailored to the
obfuscation approach attacked.

3.3 Evaluating Obfuscation Soundness

The soundness of an obfuscation approach depends on its ability to transfer the seman-
tics of an original text to its obfuscated version. While the author of a text may value
safety pretty high, the goal of writing a text is still to get a message across, which
should remain untarnished by automatic obfuscation. A version of a text that conveys
the same meaning as its original is called a paraphrase, and the goal of author obfus-
cation is to generate one under the constraint that the style of the original’s author is
not recognizable, anymore (i.e., so that it is safe against forensic authorship analyses).
Consequently, an author obfuscation approach must be evaluated whether and to what
extent it generates paraphrases.

At the time of writing, research and development on paraphrase generation is mostly
carried out at the sentence level; hardly any approaches exist that paraphrase at the
paragraph level or even at the discourse level. Nevertheless, a paraphrase of a whole
text may not only be done sentence-by-sentence, but it may also involve rearrangement
of sentences, paragraphs, and entire lines of argumentative discourse. When evaluat-
ing soundness, a key challenge therefore is to trace the changes made by an obfuscator
and to compare the parts of an obfuscated text to their unobfuscated counterparts in the
original text. Given the possible non-linear changes that can be made during paraphras-
ing, an a posteriori comparison and judgment of the obfuscated text compared to its



original is rendered difficult, since the apparent relations between an original text and
its obfuscation may be ambiguous. While automatic obfuscation approaches can output
which part of the original test went into generating which part of its obfuscation, this
may not be as straightforward for manual obfuscations, unless the manual text editing
operations are traced minutely as they happen.

Concerning evaluation, research on paraphrase generation relies almost unani-
mously on manual review. Nevertheless, inspired by the success of the well-known
BLEU metric for machine translation evaluation, several performance measures for
paraphrasing evaluation have been proposed, namely ParaMetric by Callison-Burch
et al. [14], PEM by Liu et al. [68], PINC by Chen and Dolan [20], PARADIGM by
Weese et al. [110], and APEM (for Korean) by Moon et al. [78]. All of these metrics
are designed for sentence-wise paraphrase evaluation; the only evaluation of passage-
length paraphrases has been reported by Burrows et al. [12] but no metrics have been
proposed, whereas Xu et al. [112] propose three metrics that measure the quality of a
paraphrase under the constraint that it is supposed to match a given author’s style. The
latter’s metrics, however, require large corpora in both the original text’s style and the
style of the author to be imitated, which limits their applicability in many scenarios. In
the literature for author obfuscation, also manual reviews with regard to soundness pre-
vail: while the approaches to manual and semi-automatic obfuscation proposed do not
require extensive soundness reviews, since the human subjects taking part in user stud-
ies can be trusted to produce sound paraphrases, the automatic obfuscation approach
of Khosmood and Levinson [56] has been manually reviewed. The authors divide the
generated paraphrases into the three basic categories of “correct”, “passable”, and “in-
correct” paraphrases.

In the long run, the aforementioned measures may prove to be useful also for evalu-
ating the soundness of author obfuscation approaches. At this time, however, we prefer
manual review despite its disadvantages in terms of overhead, since the literature has
not settled on a metric of choice, yet. Instead, to facilitate and scale manual reviews of
obfuscated texts in comparison to their original texts, we develop a visual analytics tool
for text comparison. The tool features various text comparison visualizations that assist
manual soundness review: visualizations are applied to monitor the changes made by
an author obfuscation approach. Figures 2, 3, and 4 show examples of the visualizations
in action, contrasting the three approaches submitted to our shared task. As a brief ex-
planation, the visualizations show the original text and the obfuscated text at the same
time. The text is arranged in phrase, where each line either shows a large phrase the two
compared texts have in common, or two stacked phrases where the two texts differ. This
allows for quick comprehension of the effects an obfuscator has, as well as for quick
judgments, thus significantly decreasing the time for manual review.

Relaxing Soundness Constraints. The constraint that both original and obfuscation pos-
sess the exact same semantics may be relaxed to some extent: it may be sufficient if
the statements made in the obfuscated version of a text will be considered true under
the presumption that the corresponding statements in the original are true (i.e., if the
obfuscated statements follow logically from their respective originals). This is called
textual entailment, and an obfuscated text would be considered entailed under the orig-
inal text in such a situation. Relaxing the soundness constraint to allow for textual en-



tailment opens a much wider space of possible obfuscations compared to paraphrases.
A comprehensive survey of algorithms to recognize textual entailment as well as a se-
ries of corresponding shared tasks on this subject has been given by Dagan et al. [23];
these algorithms may serve as a basis for the development of new obfuscation sound-
ness metrics. Another potential relaxation that arises from allowing textually entailed
obfuscation is the possibility of allowing for summary obfuscation: for example, by
summarizing a text or certain passages thereof, the original author’s style may be sig-
nificantly changed while maintaining at least the gist of the intended message. Conceiv-
ably, in some situations where author obfuscation is applied, summarization may be an
acceptable route as means for safe obfuscation. In this connection, summaries are often
textually entailed by the summarized text.

Finally, when relaxing the soundness constraints, one may also question how exact
the original message has to be transferred into the obfuscated text. For example, in
early machine translation systems as well as the ones deployed at scale today, not all
translations are perfect, but the translation results are still useful to get a broad, and
sometimes even a detailed understanding of a text in a foreign language. The same may
apply to author obfuscation: to get a message across, it may not be necessary that every
last detail gets transmitted correctly (as in properly paraphrased or textually entailed),
but it may be sufficient for the reader to get a “readable” text whose message can be
discerned with reasonable effort. While the goal of automatic author obfuscation should
be to be perfectly sound and to generate actual paraphrases, early systems that do not
come close to this requirement may still be useful in practice despite their deficiencies.

3.4 Evaluating Obfuscation Sensibleness

The sensibleness of an obfuscation approach depends on its ability (1) to create read-
able, ideally grammatically well-formed text, and (2) to hide the fact that a given ob-
fuscated text has been obfuscated.

(1) Obfuscation grammaticality Next to being safe against forensic analyses and
sound, another desired property of an obfuscated text is that it is well-formed in terms of
grammar and that it fits into its genre. Automatic grammar checking has a long history in
natural language processing and computer linguistics. Almost all approaches developed
so far are designed to find specific error types in an ungrammatical text. For evaluation,
however, the specific errors made by an obfuscator may be of less interest as opposed
to deciding which parts of an obfuscated text are grammatical and which are not, for
whatever reason. This latter task of judging grammaticality of a given piece of text is by
far less often studied [19, 21, 25, 41, 87, 100, 108, 109, 111]: the proposed approaches
to classifying a given sentence as being grammatical or not rely mostly on features
extracted from statistical natural language parsers, whose confidence in their parsing
results as well as features extracted from their resulting parse trees of grammatical and
ungrammatical sentences are used to train linear classifiers at recognizing whether a
given sentence is grammatical or not. The performances reported vary between 50% to
more than 90% detection accuracy of ungrammatical sentences, dependent on the test
dataset employed, whereas the results are largely incomparable for lack of a common
baseline or a standardized benchmark dataset. Dependent on how successful grammat-



icality classification will become in the future, these approaches can be employed to
build an effective performance measure for author obfuscation approaches. In fact, they
may also be applied as components within an author obfuscation approach to a priori
judge whether a given change will result in a grammatical obfuscated text. Until then,
the only means left to evaluate a given author obfuscation approach is manual review.

Again, just like for obfuscation soundness, relaxing the criteria for obfuscation
grammaticality may be reasonable in certain situations: for example, an obfuscator may
be allowed to return ungrammatical text as long as it can be understood sufficiently well,
or even as a means to mislead readers into thinking that an obfuscated text has been
written by a second-language speaker of a given language. In this connection, man-
ual review cannot be entirely avoided when evaluating author obfuscation approaches,
since the line between what is acceptable and what is not is much more blurry.

(2) Hiding obfuscation style Although the safety of an obfuscated text and therefore
the obfuscation approach used to generate it cannot rely on the fact that readers of the
obfuscated text do not know that it has been obfuscated, hiding obfuscation is still an in-
teresting side-goal of obfuscation generation. The inconspicuousness of an obfuscated
text may serve as a first line of defense that forecloses detailed investigations. This
is particularly important for automatic author obfuscation approaches that easily defeat
automatic authorship analysis approaches but are vulnerable to manual authorship anal-
yses by forensic experts. Conceivably, there are not enough forensic experts to analyze
all texts that may be desirable to be analyzed, so that automatic authorship approaches
will be applied to attain scale, whereas manual analyses will only be conducted in cases
of doubt or suspicion. Avoiding to raise suspicion is therefore a worthwhile goal for an
author obfuscation approach.

In the related work on author obfuscation, Afroz et al. [2] and Juola [46] have
shown simultaneously, independently of one another that humans trying to mask their
own style, and humans trying to imitate that of another author leave measurable traces
in their writing that allow for automatically discriminating texts where authors have
tried to alter their style from texts where authors have written in their genuine style
(e.g., without making a conscious effort at altering it). The fact that humans leave such
traces is no indication of whether automatic obfuscation approaches will do so as well,
but it is very likely that they do. The question remains whether and how an automatic
author obfuscation approach can be taught either to randomize the traces, or to blend
in in a way so that the style of the obfuscated text cannot be distinguished, anymore,
from the style of a single human writing genuinely. Evaluating this aspect of author ob-
fuscation approaches will rely on applying the aforementioned approaches at detecting
style deception to check whether they can be successfully lead astray, whereas manu-
ally reviewing for style deception is infeasible since subtle traces of obfuscation that
are revealed only via statistical analyses may be lost on a human reviewer.

3.5 Obfuscation Efficiency

Since there are typically many alternative ways to paraphrase a given statement in order
to obfuscate it, and even more so considering an entire text, the question arises which
alternatives are better than others. One possible way to decide this question is to search



for the alternative which is least different from the original but still achieves the goals
of safety, soundness, and sensibleness. In this connection, Kacmarcik and Gamon [50]
have proposed the “amount of work” as an efficiency measure for author obfuscation,
namely the number of changes per 1000 words. They claim that their approach obfus-
cates a text with as little as 14 changes per 1000 words. Suppose two given obfuscation
approaches o1 and o2 achieve sufficient safety, soundness, and sensibleness, where o1
does so with the least possible amount of changes to the original text, and o2 does
so by making significantly more changes, which of the two is to be preferred? There
is no straightforward answer to this question; while lazy approaches appeal by their
efficiency, investing more work into generating an obfuscation may be worthwhile to
attain an obfuscation that is not only safe against the state of the art but potentially also
against future authorship analysis approaches that apply new forms of analyses. In this
regard, alternative obfuscations that maximize the difference to the original text may
be more interesting. However, maximizing the distance of an obfuscation to its original
text under some style model may not be a strategy that is safe against de-obfuscation
attacks in all situations. For example, Le et al. [65] show that in a closed-class attribu-
tion scenario, maximizing the distance, or moving the style towards the centroid of a
given set of authors, provides sufficient information for a de-obfuscation attack. Alto-
gether, while measuring obfuscation efficiency in terms of number of changes made to
the original text per unit is interesting, and while it is also interesting to know how little
work is necessary to achieve safety, soundness, and sensibleness today, this measure is
insufficient to rank two obfuscation approaches.

4 Survey of Submitted Obfuscation Approaches

The three approaches submitted to our shared task follow three rather different strate-
gies: round-trip translations, replacement of at most one frequent word per sentence,
and style feature changes. While replacement of one word per sentence is a rather con-
servative strategy in that it changes the to-be-obfuscated text only slightly, the other two
approaches change the text more substantially.

Keswani et al. The approach of Keswani et al. [52] is based on round-trip translation.
Since access to the translation APIs of big commercial search engines like Google, Mi-
crosoft Bing, or Yandex is disallowed during the testing period of the author obfuscation
task to prevent the test data from leaking, Keswani et al. employ the open source Moses
SMT toolkit [60] trained on the Europarl corpus [59]. The original text is translated
from English to German, the German text is translated to French, and the French text
is translated back to English. The presumption of Keswani et al. is that the original text
will be sufficiently changed during the translation to obfuscate its author.

As for the resulting text, our evaluation showed that hardly any human-readable text
is produced (not even on a sentence level). One reason might be that the Europarl corpus
is not particularly suited as a training corpus for the different genres of our test datasets.
In the current form of Keswani et al.’s translation obfuscation, especially the soundness
and the sensibleness suffer from severe errors that render the texts non-readable and not
understandable by a human. Figure 2 shows the output for the problem instance 429.



Figure 2. Difference visualization of the original text and the output of Keswani et al.’s obfusca-
tion approach for problem instance 429 (for the differences there are two lines, original on top).
There are many changes that make the text almost impossible to understand; even containing
translation artifacts like the German words “nackter Messe” or “leichtgläubig” in the example.

Especially the “missing” grammaticality of the output substantially decreases sensible-
ness and soundness at the same time since the texts do not make sense at all. A cou-
ple of translation artifacts (remaining German or French words from the intermediate
translations) would raise some suspicions even if the text was readable. However, do-it-
yourself statistical machine translation will improve over time such that the text quality
will get better with new translation approaches and larger corpora. In this respect, em-
ploying some of the best public translation approaches in the form of the proprietary big
commercial search engine APIs might be interesting for the future although potentially
difficult with the current evaluation setting at PAN.

Mansoorizadeh et al. The approach of Mansoorizadeh et al. [70] focuses on attack-
ing the feature of word frequencies that are the basis of many verification approaches.
The idea is to exchange some occurrences of the 200 most frequent words in the to-be-
obfuscated text with synonyms obtained from WordNet [76] and scored based on their
similarity to the original to-be-replaced word. For the most similar candidates, the com-
monness in the context of the to-be-replaced word is measured using a 4-gram language
model trained on the Brown corpus [27]. Instead of the Brown corpus some bigger cor-
pora allowing for longer n-grams might be worth a look at (e.g., the Google n-grams [9]
underlying the Netspeak queries [90] that Stein et al. used for paraphrasing in acrostic
generation [99]). A crucial point of Mansoorizadeh et al.’s approach is that it replaces
at most one (!) word per sentence—rendering the paraphrasing rather conservative.

Since not that many changes are introduced overall, the texts in general remain as
readable and grammatically correct as the original text and usually are fully under-
standable. Still, we spotted some issues, an example of which is shown in Figure 3. In
problem instance 5 (a text about Java programming), the word “machine” that refers
to a computer is consistently changed to “car,” the word “Java” is sometimes changed
to “coffee,” etc. This makes the obfuscations less sensible and sound than in case of



Figure 3. Difference visualization of the original text and the output of Mansoorizadeh et al.’s
obfuscation approach for problem instance 5 (for the differences there are two lines, original on
top). Only few changes can be observed that still sometimes make the text less understandable
(e.g., “machine” to “car” or “Java” to “coffee” in this example).

most other problem instances. Although the text quality is not reduced in most cases,
the conservative paraphrasing also is the reason for a suboptimal safety score since the
slight changes on average cannot obfuscate authorship very well. Allowing for some
more changes per sentence and taking other than the most frequent words into account
might be good future options that could be tested.

Mihaylova et al. The approach of Mihaylova et al. [75] targets a wide range of style-
indicating features that are frequently used in author identification approaches: sentence
length, punctuation, stop words, parts of speech, all caps, and individual word frequen-
cies. As a background corpus (in the current approach formed by some books from
Project Gutenberg and the PAN training datasets), the expected values of the features
are computed. For a to-be-obfuscated text, the scores for the same feature types are
calculated and then tried to be transformed more to the background average, applying
a wide range of rule-based and random text operations. In particular, the operations
employed are merging/splitting sentences, removing/inserting commas, removing stop
words, improving/impairing spelling, exchanging words with synonyms, applying rules
from the paraphrase database [30], lowercasing long, all-caps words, switching Amer-
ican and British spelling, inserting random functional words as noise, and replacing
word shortenings, abbreviations, numbers, and possessive expressions.

In sum, the approach of Mihaylova et al. changes the text a lot since there are no
restrictions on the number of changes per sentence. However, the context is usually not
taken into account (i.e., whether a particular word or expression is frequent or com-
mon enough in the given context around the replacement). Thus, a lot of the changes
look rather odd to a human—also the typos and randomly inserted words—and some-
times even change the meaning completely (e.g., “horrible night” changed to “good
night” in problem instance 134, shown in Figure 4). Still, the soundness and sensible-
ness on average are slightly better than for the round-trip machine translation approach
of Keswani et al. Also, the quality of the produced text might be improved a lot by
not overdoing the spelling errors (i.e., not introducing a spelling error in every occur-



Figure 4. Difference visualization of the original text and the output of Mihaylova et al.’s ob-
fuscation approach for problem instance 134 (for the differences there are two lines, original on
top). There are many changes that make the text more difficult to understand; examples are the
exchange of “recorded” with two (!) longer explanations of the word in the first row, the insertion
of random words like “After” in the last line, or the always incorrectly spelled word “tto.”

rence of some word) and probably even more by taking context into account for word
replacements that can increase the chance of a more common formulation resulting in
more “meaningful” text.

5 Evaluation

We automatically evaluate the safety of the three obfuscation approaches against 44 au-
thorship verifiers which have been submitted to the previous three shared tasks on au-
thorship identification at PAN 2013 through PAN 2015, and we manually assess sensi-
bleness and soundness of the obfuscated texts of each obfuscator.

5.1 Safety

Our safety evaluation is built with an eye on reproducibility, so that future evaluations
of author obfuscators may be conducted with ease. In what follows, we detail our setup,
the datasets used, and report on the results obtained.

Evaluation Setup The scale of our safety evaluation is made possible based on our
long-term evaluation-as-a-service initiative [39], and the development of the corre-
sponding cloud-based evaluation platform TIRA [32, 89].5 TIRA facilitates software
submissions for shared task competitions so that the organizers of a shared task can ask
participants to submit their software instead of just its run output. At PAN, we have
successfully invited software submissions for various shared tasks since 2012, all of
which are still archived and available for reuse on TIRA. This is also the case for the
past three editions of the shared task on authorship verification organized at PAN 2013
through PAN 2015. A total of 49 pieces of software have been submitted over all three
years by as many research teams from all over the world, 44 of which were eligible for

5 www.tira.io



our evaluation.6 This collection of software represents the state of the art in authorship
verification, implementing many different paradigms of tackling this task as well as
hundreds of different features. The best-performing approaches of each year are those
of Seidman [95] submitted to PAN 2013, Fréry et al. [29] submitted to PAN 2014 and
Modaresi and Gross [77] submitted to PAN 2014 (which outperforms Fréry’s approach
on a different test dataset), and, the approach of Bagnall [5] submitted to PAN 2015.
Seidman implements the Impostor’s Method of Koppel and Winter [62], Fréry imple-
ments a “traditional” classification approach based on style-indicating features and lin-
ear classifiers, whereas Modaresi employs fuzzy clustering and Bagnall a multi-headed
recurrent deep neural network instead of a linear classifier. The range of approaches im-
plemented is too broad to be reviewed in detail here, but a complete survey can be found
in the overview papers of the respective shared tasks in [47, 97, 98]. This collection of
authorship verifiers is a unique resource for reproducible evaluations on authorship ver-
ification, and it forms a solid basis for the evaluation of author obfuscators at scale.
Supported by TIRA, the total time to evaluate all 44 authorship verification on obfus-
cated versions of PAN’s test datasets amounted to less than two man-weeks work time.

The participants of the shared task on author obfuscation, too, have been invited
to submit their obfuscation approaches in the form of software to TIRA. This way,
any newly submitted authorship verification software can be immediately evaluated for
vulnerabilities against the submitted obfuscators, and vice versa.

Evaluation Datasets The test datasets on which our evaluation is based correspond
to those used at the shared tasks on authorship verification at PAN 2013 to PAN 2015,
covering a selection of genres:

– PAN13. Collection of English computer science textbook excerpts. Formulas and
source code were removed. Problem instances comprise one document of unknown
authorship and average 4 documents of known authorship. The training dataset
comprises 10 problem instances at an average 1000 words per document, and the
test dataset 30 problem instances at the same average document length.

– PAN14 EE. Collection of English essays written by English-as-a-second-language
students at different language proficiency levels. Essays were divide into age-based
clusters before forming verification problems. Problem instances comprise one doc-
ument of unknown authorship and an average 2.6 documents of known authorship.
The training dataset comprises 200 problem instances at an average 848 words per
document, and the test dataset 200 problem instances at an average 833 words per
document.

– PAN14 EN. Collection of English horror fiction novel excerpts from H.P. Love-
craft’s “Cthulhu Mythos”. The genre is selected very narrowly to strip away any
cross-topic or cross-genre effects typically found in other collections. Many unfa-
miliar terms are found in these documents, creating strong indicators of shared topic
and style. Most texts’ themes have a strong negative coloring. Lovacraft’s original

6 Five approaches had to be excluded: the three approaches submitted by Halvani et al. [36,
37, 38] have been deleted from TIRA at the request of the authors; the approach by Veenman
and Li [106] was dysfunctional, and the approach of Vartapetiance and Gillam [105] was not
submitted for evaluation on the English portion of the PAN test datasets.



Table 1. Safety evaluation of three obfuscators against sets of 26-36 authorship verification ap-
proaches submitted to PAN 2013 through PAN 2015. Column group “PAN measures” shows
the average performance delta on the evaluation measures ROC AUC, C@1, and the final score
AUC · C@1 applied at PAN. Row groups show safety under four English PAN test datasets, rows
within row groups are ordered by average impact (avg imp).

Obfuscator Verifier Dataset PAN measures Section 3 Impact

Team [Reference] |Y | Dtest |D+
test| ∆AUC ∆C@1 ∆final ∆acc ∆rec avg imp

Mihaylova et al. [75] 36 PAN13 14 -0.1066 -0.0759 -0.1030 -0.1389 -0.2778 0.4690
Keswani et al. [52] 36 PAN13 14 -0.0908 -0.0695 -0.0940 -0.1148 -0.2361 0.4245
Mansoorizadeh et al. [70] 36 PAN13 14 -0.0422 -0.0254 -0.0392 -0.0463 -0.0933 0.1442

Mihaylova et al. [75] 26 PAN14 EE 100 -0.1305 -0.1088 -0.1144 -0.1229 -0.2304 0.4891
Keswani et al. [52] 26 PAN14 EE 100 -0.1085 -0.0870 -0.0960 -0.0975 -0.1873 0.4058
Mansoorizadeh et al. [70] 26 PAN14 EE 100 -0.0514 -0.0463 -0.0473 -0.0577 -0.1038 0.2512

Mihaylova et al. [75] 36 PAN14 EN 100 -0.1613 -0.1050 -0.1260 -0.1456 -0.2456 0.4750
Keswani et al. [52] 36 PAN14 EN 100 -0.1020 -0.0704 -0.0845 -0.1074 -0.1783 0.3769
Mansoorizadeh et al. [70] 36 PAN14 EN 100 -0.0579 -0.0408 -0.0493 -0.0665 -0.0958 0.2345

Mihaylova et al. [75] 35 PAN15 250 -0.1074 -0.0927 -0.1090 -0.1050 -0.2009 0.3649
Keswani et al. [52] 35 PAN15 250 -0.0599 -0.0468 -0.0612 -0.0645 -0.1298 0.2543
Mansoorizadeh et al. [70] 35 PAN15 250 -0.0375 -0.0339 -0.0420 -0.0502 -0.0994 0.1952

writings as well as modern fan-fiction form part of the dataset. Problem instances
comprise two documents. The training dataset comprises 100 problem instances at
an average 3138 words per document, and the test dataset 200 problem instances at
an average 6104 words per document.

– PAN15. Collection of English dialog lines from plays, excluding speaker names,
stage directions, lists of characters, etc. Problem instances comprise two docu-
ments; cases where the author of the two documents match are from different plays
of the same author. The training dataset comprises 100 problem instances at an av-
erage 366 words per document, and the test dataset 500 problem instances at an
average 536 words per document.

All datasets have a balanced ratio of problem instances where the author of the docu-
ments of known authorship is the same as that of the document of unknown authorship
to problem instances where this is not the case. The training datasets were release to
participants so that they could develop their obfuscation approaches against it. The test
datasets were kept private. Participants who made a successful software submission
could run their software on TIRA against the test datasets, while TIRA prevents any di-
rect access of participants to the test datasets hosted there, and takes precautions against
data leaks. This way, any optimization of approaches against test datasets is rendered
impossible.

Evaluation Results Table 1 shows the results of our safety evaluation of the three
submitted author obfuscation approaches against at total of 44 authorship verification
approaches on the aforementioned four PAN evaluation datasets. The best-performing
approach across all performance measures and across all datasets is the author obfus-
cator of Mihaylova et al. [75]. In terms of average impact (avg imp), it manages to
flip between 46% and 49% of the correct authorship attributions of the verifiers on
the datasets PAN13, PAN14 EE, and PAN14 EN, but only about 36% on the PAN15
dataset. While the approach of Keswani et al. [52] achieves an average impact close



Table 2. “Hall of shame” for the three author obfuscation approaches: the table lists all authorship
verifiers that were supported instead of obstructed when applying the obfuscation to a given
test dataset. The support is measured as positive performance delta and negative relative impact,
respectively. Many of these discrepancies can be explained and dismissed for various reasons
outlined in Section 5.1; for three cases, however, no explanation could be found (marked by a ?).

Verifier Dataset PAN measures Section 3 Impact Dismissed

Team [Reference] Dtest ∆AUC ∆C@1 ∆final acc ∆acc rec ∆rec imp Reasons

Mihaylova et al. [75] supports the following verifiers:
Mechti [74] PAN13 0.09 0.08 0.10 0.60 -0.03 0.50 0.14 -0.29 3
Layton [64] PAN14 EE 0.07 -0.21 -0.09 0.58 0.06 0.72 0.11 -0.39 2
Kern [51] PAN14 EN 0.27 -0.01 0.13 0.57 0.02 0.92 0.03 -0.38 2
Kocher [58] PAN14 EN 0.02 -0.11 -0.06 0.64 0.05 0.70 0.10 -0.33 ?
Maitra [69] PAN14 EN -0.53 -0.12 -0.36 0.71 -0.24 0.65 0.19 -0.54 4
Mechti [74] PAN14 EN -0.04 0.00 -0.02 0.61 -0.03 0.63 0.02 -0.05 1
Mechti [74] PAN15 0.02 -0.01 0.01 0.51 -0.02 0.26 0.01 -0.01 1, 2
van Dam [102] PAN15 0.00 -0.01 -0.00 0.59 -0.01 0.60 0.00 -0.01 1, 2

Keswani et al. [52] supports the following verifiers:
Bartoli [7] PAN13 0.14 0.07 0.11 0.67 0.03 0.36 0.07 -0.11 3
Maitra [69] PAN13 0.09 0.07 0.09 0.60 0.03 0.29 0.07 -0.10 3
Mechti [74] PAN13 0.11 0.02 0.07 0.60 0.03 0.50 0.14 -0.29 3
Layton [64] PAN14 EE 0.09 -0.23 -0.10 0.58 0.08 0.72 0.15 -0.54 2
Bartoli [7] PAN14 EN 0.01 -0.02 -0.01 0.62 0.01 0.77 0.01 -0.04 1
Maitra [69] PAN14 EN -0.21 -0.14 -0.21 0.71 -0.20 0.65 0.26 -0.74 4
Moreau [80] PAN14 EN 0.03 0.03 0.04 0.63 0.01 0.72 0.01 -0.04 1
Kocher [58] PAN15 0.01 -0.01 0.00 0.70 0.00 0.60 0.01 -0.02 1
Mechti [74] PAN15 -0.00 -0.01 -0.01 0.51 -0.01 0.26 0.00 -0.01 1, 2
Pacheco [83] PAN15 0.04 0.02 0.04 0.71 0.01 0.59 0.02 -0.06 1
van Dam [102] PAN15 0.00 -0.00 -0.00 0.59 -0.00 0.60 0.04 -0.10 2

Mansoorizadeh et al. [70] supports the following verifiers:
Bagnall [5] PAN13 0.01 -0.02 -0.00 0.80 0.07 0.93 0.07 -1.00 3
Harvey [40] PAN13 0.02 0.00 0.01 0.60 0.03 0.50 0.07 -0.14 3
Jayapal [45] PAN13 0.00 0.03 0.02 0.60 0.03 0.36 0.07 -0.11 3
Moreau [81] PAN13 0.00 0.03 0.02 0.73 0.03 0.71 0.07 -0.25 3
Castillo [17] PAN14 EN 0.01 0.01 0.01 0.62 0.01 0.63 0.02 -0.05 1
Gutierrez [35] PAN14 EN 0.06 -0.01 0.02 0.56 0.03 0.41 0.01 -0.02 1, 2
Kocher [58] PAN14 EN -0.01 -0.03 -0.02 0.64 0.01 0.70 0.01 -0.03 1
Maitra [69] PAN14 EN -0.18 -0.14 -0.20 0.71 -0.19 0.65 0.29 -0.83 4
Mechti [74] PAN14 EN 0.01 0.00 0.01 0.61 0.00 0.63 0.06 -0.16 ?
Modaresi [77] PAN14 EN 0.05 0.04 0.06 0.72 0.04 0.68 0.07 -0.22 ?
Bartoli [7] PAN15 0.03 0.03 0.04 0.58 0.00 0.87 0.01 -0.06 1, 2
Castillo [17] PAN15 0.00 0.00 0.00 0.64 0.00 0.83 0.00 -0.02 1
Harvey [40] PAN15 -0.00 0.01 0.00 0.62 0.00 0.70 0.01 -0.03 1
Pimas [85] PAN15 0.00 0.00 0.00 0.51 0.00 0.56 0.00 -0.01 1, 2

to Mihaylova et al.’s on the former two datasets, its performance is much worse on
the latter two. The approach of Mansoorizadeh et al. [70] achieves about half the av-
erage impact of Mihaylova et al.’s approach at best. For completeness sake, Table 1
also reports the performance deltas obtained for accuracy and recall as described in
Section 3, as well as the performance deltas the obfuscators achieve with respect to the
performance measures applied at PAN’s shared tasks on authorship verification. The
performance values are numerically much smaller, but their trend is the same as that of
the average impact measure.

However, while the averaged performance deltas and the average impact all point
into the direction that obfuscation approaches decrease the performance of authorship
verification approaches, this is not unanimously the case. Tables 3, 4, and 5 show the
performances when applying the individual authorship verification approaches on the
four respective test datasets, each one obfuscated once by the approaches of Mihaylova
et al. (Table 3), Keswani et al. (Table 4), and Mansoorizadeh et al. (Table 5). Notably, all
obfuscators appear to improve a number of verifiers instead of obstructing them. Table 2



collects all cases where an authorship verification approach benefits from obfuscation.
However, not all of these cases spell out failure for the obfuscation approaches:

– Reason 1. Negative impacts greater than -0.1 can be explained by random variation
of the authorship verification approach.

– Reason 2. Authorship verification approaches which have an a priori performance
of less than 0.6 acc may perhaps not be trusted to make reasonable decisions in the
face of text alterations.

– Reason 3. High improvements on the PAN13 dataset are easily obtained by flipping
only a few decisions, since the dataset is very small compared to the others.

– Reason 4. In three cases, the high negative obfuscation impacts on Maitra’s [69]
approach go along with a high negative accuracy performance delta (∆acc), which
indicates that obfuscation has caused this verifier to shift a high number of its deci-
sions from “different author” to “same author,” but also on problem instances where
no obfuscation has been applied (i.e., problems whose documents have indeed been
written by different authors). This suggests that the decisions of Maitra’s approach
are not independent of one another but relative to decisions on other problem in-
stances, which must be considered erroneous behavior.

These reasons notwithstanding, some cases remain where a priori well-performing
obfuscators significantly improve after obfuscation, and the question remains why this
is the case. It remains unclear whether these are random fluctuations which are to be
expected when applying many authorship verification approaches implemented by as
many different people onto obfuscated datasets, or whether something like this can
be expected in practice as well. After applying all these rules of the thumb, only three
cases remain unexplained, namely the negative obfuscation impact of Mihaylova et al.’s
obfuscator on Kocher’s verifier on the dataset PAN14 EN, and that of Mansoorizadeh et
al.’s obfuscator on Mechti’s verifier and Modaresi’s verifier on the dataset PAN14 EN.
Since in all three cases, the PAN14 EN dataset is involved, it’s characteristics may cause
this behavior, but this is just a speculation.

Altogether, we draw three conclusions from these results: (1) even basic author ob-
fuscation can already achieve some degree of safety against state-of-the-art automatic
forensic authorship analyses, (2) the state of the art in authorship verification is ex-
tremely vulnerable to obfuscation, and (3) obfuscation approaches must be evaluated in
as many different situations as possible to identify odd behavior of both the obfuscator
as well as authorship verifiers. The latter conclusion is particularly important since it
forces us to now take the effectiveness of authorship verification technology reported in
the literature with a grain of salt, especially in adversarial scenarios: its application in
court is rendered doubtful, since texts of disputed authorship may have been tampered
with to influence the court’s decision.

5.2 Sensibleness and Soundness

A human assessor skimmed through a random subset of ten obfuscated texts for each
approach using the aforementioned visual analytics tool outlining the differences of the
original and obfuscated texts (some example screenshots are given in Section 4). The



Table 3. Safety evaluation of the obfuscator of Mihaylova et al. [75]. Each table shows the per-
formances and performance deltas of various authorship verification approaches submitted to
PAN 2013 through PAN 2015 when run on test datasets that have been obfuscated by this obfus-
cator. Verifiers that failed to process a dataset (e.g., for being incompatible or not scalable) have
been omitted from the tables. Verifiers whose optimal classification threshold τ that maximizes
classification accuracy acc on the unobfuscated test dataset turned out to be negative or positive
infinity (i.e., marking all problem instances “same author” or “different author”, respectively)
were omitted from forming the average performances reported in Table 1.

PAN 2013 test dataset PAN 2014 EE test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.478 0.04 0.07 0.09 0.80 -0.07 0.93 0.00 0.00
Bartoli [7] 0.647 -0.11 0.03 -0.04 0.67 -0.13 0.36 -0.29 0.80
Bobicev [8] 0.5144 -0.29 -0.20 -0.26 0.67 -0.17 0.50 -0.36 0.71
Castillo [17] 0.4 -0.10 0.00 -0.04 0.53 -0.13 0.36 -0.29 0.80
Castro [18] 0.9 -0.04 -0.03 -0.06 0.93 -0.03 1.00 -0.07 0.07
Feng [24] 0.46 -0.22 -0.27 -0.30 0.77 -0.30 0.79 -0.64 0.82
Fratila [28] 0.38 -0.41 -0.27 -0.33 0.67 -0.33 0.71 -0.71 1.00
Fréry [29] 0.333 -0.21 -0.13 -0.18 0.63 -0.20 0.57 -0.43 0.75
Ghaeini [31] 0.46 -0.42 -0.24 -0.41 0.80 -0.30 0.71 -0.64 0.90
Gómez-Adorno [33] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Grozea [34] 0.05 0.02 0.03 0.02 0.53 0.00 1.00 0.00 0.00
Gutierrez [35] 0.8182 0.02 0.06 0.06 0.77 -0.03 0.79 -0.07 0.09
Harvey [40] 0.001 -0.19 0.00 -0.10 0.60 -0.17 0.50 -0.36 0.71
Hürlimann [42] 0.6394 -0.25 -0.17 -0.24 0.70 -0.27 0.36 -0.29 0.80
Jankowska [43] 0.59 -0.15 -0.07 -0.16 0.80 -0.27 0.64 -0.57 0.89
Jankowska [44] 0.615 -0.16 -0.10 -0.19 0.80 -0.20 0.64 -0.43 0.67
Jayapal [45] 1 0.00 0.00 0.00 0.60 0.00 0.36 0.00 0.00
Kern [51] 0.5 0.15 -0.20 -0.02 0.57 0.00 0.07 0.00 0.00
Khonji [53] 0.444 -0.34 -0.32 -0.43 0.80 -0.30 0.93 -0.64 0.69
Kocher [58] 0.484 -0.08 -0.16 -0.16 0.67 -0.03 1.00 -0.07 0.07
Layton [64] inf 0.15 -0.23 0.02 0.53 0.00 0.00 0.00 0.00
Layton [63] 0.7057 -0.08 -0.13 -0.13 0.67 -0.13 0.29 -0.29 1.00
Ledesma [66] inf 0.00 -0.13 -0.07 0.53 0.00 0.00 0.00 0.00
Maitra [69] 0.8 0.04 0.07 0.06 0.60 -0.03 0.29 -0.07 0.25
Mayor [71] 0.1 -0.14 -0.09 -0.15 0.73 -0.10 0.79 -0.36 0.45
Mechti [74] 0.469 0.09 0.08 0.10 0.60 -0.03 0.50 0.14 -0.29
Modaresi [77] 0.392 -0.06 -0.07 -0.06 0.57 -0.13 0.79 -0.29 0.36
Moreau [81] 1 0.00 -0.30 -0.15 0.73 -0.30 0.71 -0.64 0.90
Moreau [80] 0.6215 -0.28 0.00 -0.13 0.70 -0.27 0.93 -0.43 0.46
Nikolov [82] 0.448 -0.15 0.00 -0.08 0.60 -0.13 0.29 -0.29 1.00
Pacheco [83] 0.7223 -0.06 0.00 -0.05 0.60 -0.23 0.71 -0.50 0.70
Petmanson [84] 0.59 -0.39 -0.20 -0.32 0.73 -0.20 0.57 -0.43 0.75
Sari [93] 0.546 -0.02 0.00 -0.01 0.53 -0.13 0.93 -0.29 0.31
Satyam [94] 0.423 0.02 0.07 0.03 0.53 0.00 1.00 0.00 0.00
Seidman [95] 1 -0.01 0.00 -0.01 0.77 -0.03 0.71 -0.07 0.10
Solórzano [96] 0.812 -0.15 -0.10 -0.11 0.57 -0.17 0.64 -0.36 0.56
van Dam [102] 1 0.00 -0.07 -0.03 0.60 -0.07 0.57 -0.07 0.13
Vartapetiance [103] inf 0.00 -0.40 -0.20 0.53 0.00 0.00 0.00 0.00
Vartapetiance [104] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Vilarino [107] 1 0.00 -0.03 -0.02 0.67 -0.03 0.36 -0.07 0.20
Zamani [113] 0.997 0.07 0.00 0.05 0.80 -0.07 0.64 -0.14 0.22

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] -inf -0.15 -0.15 -0.15 0.50 0.00 0.00 0.00 0.00
Bartoli [7] 0.611 -0.31 -0.15 -0.20 0.59 -0.18 0.43 -0.35 0.81
Bobicev [8] 0.6704 -0.15 -0.08 -0.10 0.52 -0.09 0.33 -0.13 0.39
Castillo [17] 0.7 -0.08 -0.09 -0.08 0.58 -0.09 0.59 -0.17 0.29
Castro [18] 0.8 -0.11 -0.05 -0.09 0.60 -0.11 0.42 -0.21 0.50
Fréry [29] 0.5 -0.15 -0.12 -0.18 0.72 -0.13 0.80 -0.25 0.31
Gómez-Adorno [33] -inf -0.02 -0.02 -0.02 0.50 0.00 0.00 0.00 0.00
Grozea [34] 0.81 -0.19 -0.17 -0.14 0.53 -0.10 0.28 -0.20 0.71
Gutierrez [35] -inf -0.30 -0.25 -0.21 0.50 0.00 0.00 0.00 0.00
Harvey [40] 0.014 -0.11 -0.05 -0.08 0.59 -0.12 0.37 -0.24 0.65
Hürlimann [42] 0.3552 -0.32 -0.28 -0.20 0.58 -0.37 0.89 -0.60 0.67
Jankowska [43] 0.62 -0.27 -0.18 -0.19 0.55 -0.24 0.53 -0.47 0.89
Jankowska [44] 0.5 -0.21 -0.20 -0.18 0.55 -0.21 0.50 -0.42 0.84
Jayapal [45] -inf 0.00 -0.06 -0.03 0.50 0.00 1.00 0.00 0.00
Kern [51] -inf 0.11 -0.12 -0.01 0.50 0.00 0.00 0.00 0.00
Khonji [53] 0.482 -0.31 -0.14 -0.22 0.62 -0.17 0.39 -0.32 0.82
Kocher [58] 0.482 -0.03 -0.07 -0.06 0.62 -0.04 0.63 -0.07 0.11
Layton [64] 1 0.07 -0.21 -0.09 0.58 0.06 0.72 0.11 -0.39
Layton [63] 0.7057 -0.12 -0.12 -0.13 0.61 -0.12 0.30 -0.24 0.80
Ledesma [66] 1 0.00 -0.17 -0.08 0.55 -0.17 0.40 -0.33 0.83
Maitra [69] 0.5 -0.25 -0.17 -0.20 0.57 -0.17 0.98 -0.33 0.34
Mayor [71] 0.2 -0.06 -0.04 -0.05 0.57 -0.08 0.49 -0.12 0.24
Mechti [74] 0.667 0.00 0.00 0.00 0.53 -0.04 0.21 -0.03 0.14
Modaresi [77] 0.757 -0.19 -0.13 -0.16 0.63 -0.20 0.50 -0.29 0.58
Moreau [81] -inf 0.00 -0.24 -0.12 0.50 0.00 0.00 0.00 0.00
Moreau [79] 0.5177 -0.22 -0.13 -0.19 0.61 -0.15 0.79 -0.29 0.37
Moreau [80] 0.6246 -0.05 -0.02 -0.03 0.59 -0.07 0.22 -0.12 0.55
Nikolov [82] 0.448 0.05 -0.01 0.02 0.59 -0.13 0.29 -0.26 0.90
Pacheco [83] -inf -0.49 0.00 -0.25 0.50 0.00 0.00 0.00 0.00
Petmanson [84] -inf -0.10 -0.09 -0.08 0.50 0.00 0.00 0.00 0.00
Satyam [94] 0.479 -0.17 -0.11 -0.17 0.71 -0.14 0.68 -0.28 0.41
Seidman [95] -inf -0.12 -0.11 -0.09 0.50 0.00 0.00 0.00 0.00
Solórzano [96] 0.907 -0.00 -0.01 -0.00 0.52 -0.03 0.09 -0.05 0.56
van Dam [102] -inf 0.00 -0.10 -0.05 0.50 0.00 0.00 0.00 0.00
Vartapetiance [103] -inf 0.00 -0.11 -0.06 0.50 0.00 0.00 0.00 0.00
Vartapetiance [104] 1 -0.14 -0.14 -0.12 0.52 -0.14 0.84 -0.27 0.32
Vilarino [107] -inf 0.00 -0.01 -0.00 0.50 0.00 0.00 0.00 0.00
Zamani [113] 0.488 -0.06 -0.03 -0.05 0.58 -0.05 0.76 -0.06 0.08

PAN 2014 EN test dataset PAN 2015 test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.418 -0.32 -0.28 -0.32 0.70 -0.29 0.81 -0.28 0.35
Bartoli [7] 0.613 -0.34 -0.04 -0.18 0.62 -0.26 0.77 -0.52 0.68
Bobicev [8] 0.3406 -0.24 -0.05 -0.15 0.57 -0.19 0.42 -0.37 0.88
Castillo [17] 1 -0.42 -0.31 -0.32 0.62 -0.31 0.63 -0.62 0.98
Castro [18] 0.8 -0.31 -0.24 -0.24 0.62 -0.22 0.76 -0.44 0.58
Feng [24] 0.59 -0.58 -0.41 -0.36 0.64 -0.46 0.88 -0.87 0.99
Fréry [29] 1 -0.22 -0.16 -0.19 0.61 -0.22 0.69 -0.43 0.62
Gómez-Adorno [33] 1 -0.01 -0.01 -0.01 0.57 -0.01 0.90 -0.02 0.02
Grozea [34] 0.43 -0.19 -0.19 -0.18 0.60 -0.17 0.72 -0.34 0.47
Gutierrez [35] 1 -0.10 -0.05 -0.07 0.56 -0.10 0.41 -0.21 0.51
Harvey [40] 0.002 -0.10 -0.03 -0.06 0.55 -0.09 0.18 -0.18 1.00
Hürlimann [42] 0.4895 -0.50 -0.44 -0.32 0.61 -0.46 0.60 -0.54 0.90
Jankowska [43] 0.16 -0.21 -0.07 -0.11 0.52 -0.19 0.80 -0.38 0.48
Jankowska [44] 0.284 -0.21 -0.02 -0.10 0.56 -0.16 0.84 -0.31 0.37
Jayapal [45] 1 0.00 -0.06 -0.03 0.65 -0.06 0.46 -0.12 0.26
Kern [51] 0.31 0.27 -0.01 0.13 0.57 0.02 0.92 0.03 -0.38
Khonji [53] 0.735 -0.34 -0.11 -0.25 0.72 -0.28 0.61 -0.52 0.85
Kocher [58] 0.45 0.02 -0.11 -0.06 0.64 0.05 0.70 0.10 -0.33
Layton [64] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Layton [63] 1 -0.01 -0.01 -0.01 0.51 -0.01 0.98 -0.01 0.01
Ledesma [66] 1 0.00 -0.05 -0.02 0.52 -0.05 0.10 -0.09 0.90
Maitra [69] 0.64 -0.53 -0.12 -0.36 0.71 -0.24 0.65 0.19 -0.54
Mayor [71] 0.2 -0.05 -0.01 -0.04 0.61 -0.06 0.71 -0.10 0.14
Mechti [74] 0.833 -0.04 0.00 -0.02 0.61 -0.03 0.63 0.02 -0.05
Modaresi [77] 0.395 -0.32 -0.29 -0.34 0.72 -0.30 0.68 -0.58 0.85
Moreau [81] 1 0.00 -0.11 -0.06 0.59 -0.11 0.25 -0.22 0.88
Moreau [79] 0.8037 -0.14 -0.09 -0.11 0.61 -0.11 0.42 -0.21 0.50
Moreau [80] 0.5627 -0.07 0.01 -0.03 0.63 -0.08 0.72 -0.12 0.17
Nikolov [82] 0.451 0.09 0.00 0.04 0.52 -0.03 0.06 -0.06 1.00
Pacheco [83] 0.7114 -0.08 0.00 -0.04 0.59 -0.12 0.26 -0.24 0.92
Petmanson [84] 0.1 -0.20 -0.07 -0.12 0.54 -0.19 0.49 -0.38 0.78
Satyam [94] 0.523 -0.34 -0.19 -0.26 0.63 -0.20 0.56 -0.40 0.71
Seidman [95] 1 -0.01 -0.01 -0.01 0.52 -0.01 0.99 0.00 0.00
Solórzano [96] 0.594 -0.06 -0.05 -0.05 0.54 -0.09 0.75 -0.18 0.24
van Dam [102] 1 0.00 -0.03 -0.01 0.52 -0.03 0.50 -0.03 0.06
Vartapetiance [103] 1 0.00 -0.07 -0.04 0.52 -0.07 0.14 -0.14 1.00
Vartapetiance [104] -inf -0.03 -0.03 -0.03 0.50 0.00 1.00 0.00 0.00
Vilarino [107] -inf 0.00 0.01 0.00 0.50 0.00 1.00 0.00 0.00
Zamani [113] 0.456 -0.26 -0.14 -0.24 0.69 -0.19 0.90 -0.27 0.30

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.562 -0.24 -0.19 -0.29 0.77 -0.19 0.70 -0.26 0.36
Bartoli [7] 0.455 -0.21 -0.16 -0.18 0.58 -0.12 0.87 -0.25 0.28
Bobicev [8] 0.6893 -0.21 -0.12 -0.18 0.67 -0.15 0.66 -0.31 0.47
Castillo [17] 0.7 -0.11 -0.12 -0.13 0.64 -0.12 0.83 -0.24 0.29
Castro [18] 0.7 -0.09 -0.05 -0.09 0.71 -0.06 0.79 -0.12 0.16
Fréry [29] 0.143 -0.14 -0.07 -0.09 0.55 -0.15 0.52 -0.30 0.58
Gómez-Adorno [33] 1 -0.06 -0.06 -0.06 0.53 -0.06 0.96 -0.08 0.08
Grozea [34] 0.09 -0.09 -0.06 -0.08 0.56 -0.09 0.29 -0.17 0.60
Gutierrez [35] 0.7273 -0.16 -0.12 -0.18 0.70 -0.11 0.72 -0.22 0.30
Harvey [40] 0.502 -0.12 -0.10 -0.13 0.62 -0.11 0.70 -0.22 0.31
Hürlimann [42] 0.5238 -0.41 -0.32 -0.33 0.64 -0.30 0.56 -0.33 0.59
Jankowska [43] 0.6 -0.13 -0.08 -0.12 0.62 -0.13 0.67 -0.26 0.38
Jankowska [44] 0.407 -0.12 -0.15 -0.16 0.67 -0.06 0.83 -0.12 0.14
Jayapal [45] 1 0.00 -0.01 -0.01 0.51 -0.01 0.63 -0.02 0.03
Kern [51] -inf 0.36 -0.12 0.14 0.50 0.00 1.00 0.00 0.00
Khonji [53] 0.333 -0.34 -0.18 -0.31 0.76 -0.27 0.84 -0.53 0.63
Kocher [58] 0.5 -0.03 -0.11 -0.10 0.70 -0.08 0.60 -0.16 0.26
Layton [64] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Layton [63] 0.2943 -0.07 0.00 -0.04 0.67 -0.07 0.37 -0.14 0.39
Ledesma [66] 1 0.00 -0.22 -0.11 0.62 -0.22 0.50 -0.44 0.87
Maitra [69] 0.42 -0.18 -0.17 -0.18 0.59 -0.11 0.82 -0.22 0.26
Mayor [71] 0.8 -0.13 -0.08 -0.12 0.64 -0.11 0.45 -0.18 0.41
Mechti [74] 0.917 0.02 -0.01 0.01 0.51 -0.02 0.26 0.01 -0.01
Modaresi [77] 0.201 -0.13 -0.12 -0.09 0.50 -0.00 1.00 -0.00 0.00
Moreau [81] -inf 0.00 -0.01 -0.00 0.50 0.00 1.00 0.00 0.00
Moreau [80] 0.5536 -0.16 -0.09 -0.15 0.70 -0.15 0.60 -0.29 0.49
Nikolov [82] 0.534 -0.02 -0.18 -0.09 0.56 -0.12 0.25 -0.25 1.00
Pacheco [83] 0.5650 -0.03 0.02 -0.00 0.71 -0.08 0.59 -0.15 0.26
Petmanson [84] 0.99 -0.05 -0.03 -0.04 0.55 -0.03 0.30 -0.06 0.21
Pimas [85] 0.108 -0.02 -0.02 -0.02 0.51 -0.02 0.56 -0.04 0.08
Posadas-Durán [86] 0.8316 -0.22 -0.13 -0.19 0.66 -0.16 0.66 -0.66 1.00
Sari [93] 0.544 0.19 0.00 0.10 0.50 0.00 1.00 0.00 0.00
Satyam [94] 0.145 -0.14 0.00 -0.07 0.72 -0.20 0.48 -0.40 0.83
Seidman [95] 1 -0.06 -0.06 -0.08 0.68 -0.06 0.42 -0.13 0.31
Solórzano [96] 0.691 -0.03 -0.02 -0.02 0.54 -0.02 0.36 -0.04 0.12
van Dam [102] 1 0.00 -0.01 -0.00 0.59 -0.01 0.60 0.00 -0.01
Vartapetiance [103] -inf 0.00 -0.03 -0.02 0.50 0.00 1.00 0.00 0.00
Vartapetiance [104] 1 -0.19 -0.19 -0.20 0.60 -0.19 0.40 -0.38 0.95
Vilarino [107] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Zamani [113] 0.761 -0.07 -0.05 -0.08 0.71 -0.07 0.54 -0.07 0.13



Table 4. Safety evaluation of the obfuscator of Keswani et al. [52]. Each table shows the per-
formances and performance deltas of various authorship verification approaches submitted to
PAN 2013 through PAN 2015 when run on test datasets that have been obfuscated by this obfus-
cator. Verifiers that failed to process a dataset (e.g., for being incompatible or not scalable) have
been omitted from the tables. Verifiers whose optimal classification threshold τ that maximizes
classification accuracy acc on the unobfuscated test dataset turned out to be negative or positive
infinity (i.e., marking all problem instances “same author” or “different author”, respectively)
were omitted from forming the average performances reported in Table 1.

PAN 2013 test dataset PAN 2014 EE test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.478 -0.04 -0.06 -0.08 0.80 -0.03 0.93 -0.07 0.08
Bartoli [7] 0.647 0.14 0.07 0.11 0.67 0.03 0.36 0.07 -0.11
Bobicev [8] 0.5144 -0.25 -0.16 -0.23 0.67 -0.17 0.50 -0.36 0.71
Castillo [17] 0.4 -0.06 0.03 -0.01 0.53 -0.10 0.36 -0.21 0.60
Castro [18] 0.9 -0.06 -0.03 -0.08 0.93 -0.07 1.00 -0.14 0.14
Feng [24] 0.46 -0.03 -0.13 -0.12 0.77 -0.13 0.79 -0.29 0.36
Fratila [28] 0.38 -0.28 -0.23 -0.27 0.67 -0.20 0.71 -0.43 0.60
Fréry [29] 0.333 -0.28 -0.17 -0.22 0.63 -0.27 0.57 -0.57 1.00
Ghaeini [31] 0.46 -0.39 -0.26 -0.40 0.80 -0.30 0.71 -0.64 0.90
Gómez-Adorno [33] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Grozea [34] 0.05 0.06 0.00 0.02 0.53 -0.03 1.00 -0.07 0.07
Gutierrez [35] 0.8182 -0.16 -0.11 -0.17 0.77 -0.13 0.79 -0.29 0.36
Harvey [40] 0.001 -0.19 0.00 -0.10 0.60 -0.17 0.50 -0.36 0.71
Hürlimann [42] 0.6394 -0.10 -0.02 -0.08 0.70 -0.10 0.36 -0.14 0.40
Jankowska [43] 0.59 -0.15 -0.07 -0.15 0.80 -0.20 0.64 -0.43 0.67
Jankowska [44] 0.615 -0.19 -0.13 -0.24 0.80 -0.20 0.64 -0.43 0.67
Jayapal [45] 1 0.00 -0.07 -0.03 0.60 -0.07 0.36 -0.14 0.40
Kern [51] 0.5 -0.06 -0.20 -0.10 0.57 -0.03 0.07 -0.07 1.00
Khonji [53] 0.444 -0.23 -0.22 -0.32 0.80 -0.17 0.93 -0.36 0.38
Kocher [58] 0.484 -0.03 -0.04 -0.04 0.67 -0.03 1.00 -0.07 0.07
Layton [64] inf 0.26 -0.23 0.07 0.53 0.00 0.00 0.00 0.00
Layton [63] 0.7057 -0.15 -0.13 -0.16 0.67 -0.13 0.29 -0.29 1.00
Ledesma [66] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Maitra [69] 0.8 0.09 0.07 0.09 0.60 0.03 0.29 0.07 -0.10
Mayor [71] 0.1 -0.21 -0.12 -0.20 0.73 -0.17 0.79 -0.36 0.45
Mechti [74] 0.469 0.11 0.02 0.07 0.60 0.03 0.50 0.14 -0.29
Modaresi [77] 0.392 -0.25 -0.17 -0.17 0.57 -0.23 0.79 -0.50 0.64
Moreau [81] 1 0.00 -0.23 -0.12 0.73 -0.23 0.71 -0.50 0.70
Moreau [80] 0.6215 -0.28 0.00 -0.13 0.70 -0.13 0.93 -0.14 0.15
Nikolov [82] 0.448 -0.15 0.00 -0.08 0.60 -0.13 0.29 -0.29 1.00
Pacheco [83] 0.7223 0.01 0.00 0.00 0.60 -0.10 0.71 -0.21 0.30
Petmanson [84] 0.59 -0.21 -0.13 -0.20 0.73 -0.13 0.57 -0.29 0.50
Sari [93] 0.546 -0.04 0.00 -0.02 0.53 -0.13 0.93 -0.29 0.31
Satyam [94] 0.423 0.08 0.13 0.09 0.53 0.00 1.00 0.00 0.00
Seidman [95] 1 -0.04 -0.03 -0.06 0.77 -0.07 0.71 -0.14 0.20
Solórzano [96] 0.812 -0.03 0.07 0.01 0.57 -0.17 0.64 -0.36 0.56
van Dam [102] 1 0.00 -0.07 -0.03 0.60 -0.07 0.57 -0.07 0.13
Vartapetiance [103] inf 0.00 -0.40 -0.20 0.53 0.00 0.00 0.00 0.00
Vartapetiance [104] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Vilarino [107] 1 0.00 -0.10 -0.05 0.67 -0.10 0.36 -0.21 0.60
Zamani [113] 0.997 0.09 0.00 0.07 0.80 -0.03 0.64 -0.07 0.11

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] -inf -0.05 -0.06 -0.06 0.50 0.00 0.00 0.00 0.00
Bartoli [7] 0.611 -0.18 -0.08 -0.12 0.59 -0.11 0.43 -0.21 0.49
Bobicev [8] 0.6704 -0.15 -0.09 -0.10 0.52 -0.10 0.33 -0.18 0.55
Castillo [17] 0.7 -0.07 -0.07 -0.07 0.58 -0.07 0.59 -0.13 0.22
Castro [18] 0.8 -0.08 -0.03 -0.06 0.60 -0.09 0.42 -0.18 0.43
Fréry [29] 0.5 -0.05 -0.05 -0.07 0.72 -0.04 0.80 -0.07 0.09
Gómez-Adorno [33] -inf -0.10 -0.10 -0.09 0.50 0.00 0.00 0.00 0.00
Grozea [34] 0.81 -0.05 -0.05 -0.04 0.53 -0.05 0.28 -0.10 0.36
Gutierrez [35] -inf -0.31 -0.26 -0.22 0.50 0.00 0.00 0.00 0.00
Harvey [40] 0.014 -0.10 -0.05 -0.07 0.59 -0.10 0.37 -0.19 0.51
Hürlimann [42] 0.3552 -0.30 -0.28 -0.20 0.58 -0.27 0.89 -0.47 0.53
Jankowska [43] 0.62 -0.22 -0.13 -0.16 0.55 -0.20 0.53 -0.39 0.74
Jankowska [44] 0.5 -0.16 -0.18 -0.15 0.55 -0.18 0.50 -0.35 0.70
Jayapal [45] -inf 0.00 -0.06 -0.03 0.50 0.00 1.00 0.00 0.00
Kern [51] -inf 0.11 -0.14 -0.03 0.50 0.00 0.00 0.00 0.00
Khonji [53] 0.482 -0.29 -0.15 -0.21 0.62 -0.19 0.39 -0.35 0.90
Kocher [58] 0.482 -0.08 -0.08 -0.09 0.62 -0.09 0.63 -0.18 0.29
Layton [64] 1 0.09 -0.23 -0.10 0.58 0.08 0.72 0.15 -0.54
Layton [63] 0.7057 -0.13 -0.14 -0.14 0.61 -0.14 0.30 -0.27 0.90
Ledesma [66] 1 0.00 -0.07 -0.03 0.55 -0.07 0.40 -0.13 0.33
Maitra [69] 0.5 -0.24 -0.18 -0.20 0.57 -0.19 0.98 -0.37 0.38
Mayor [71] 0.2 -0.07 -0.03 -0.05 0.57 -0.05 0.49 -0.08 0.16
Mechti [74] 0.667 0.03 0.02 0.02 0.53 0.02 0.21 0.00 0.00
Modaresi [77] 0.757 -0.09 -0.02 -0.06 0.63 -0.11 0.50 -0.15 0.30
Moreau [81] -inf 0.00 -0.20 -0.10 0.50 0.00 0.00 0.00 0.00
Moreau [79] 0.5177 -0.22 -0.15 -0.19 0.61 -0.15 0.79 -0.29 0.37
Moreau [80] 0.6246 -0.09 -0.04 -0.06 0.59 -0.09 0.22 -0.13 0.59
Nikolov [82] 0.448 0.05 -0.01 0.02 0.59 -0.09 0.29 -0.18 0.62
Pacheco [83] -inf -0.44 0.00 -0.22 0.50 0.00 0.00 0.00 0.00
Petmanson [84] -inf -0.02 -0.03 -0.02 0.50 0.00 0.00 0.00 0.00
Satyam [94] 0.479 -0.25 -0.16 -0.24 0.71 -0.20 0.68 -0.39 0.57
Seidman [95] -inf -0.15 -0.12 -0.11 0.50 0.00 0.00 0.00 0.00
Solórzano [96] 0.907 -0.07 -0.03 -0.04 0.52 -0.04 0.09 -0.08 0.89
van Dam [102] -inf 0.00 -0.11 -0.06 0.50 0.00 0.00 0.00 0.00
Vartapetiance [103] -inf 0.00 -0.11 -0.06 0.50 0.00 0.00 0.00 0.00
Vartapetiance [104] 1 -0.02 -0.02 -0.02 0.52 -0.02 0.84 -0.04 0.05
Vilarino [107] -inf 0.00 -0.01 -0.00 0.50 0.00 0.00 0.00 0.00
Zamani [113] 0.488 -0.07 -0.01 -0.04 0.58 -0.06 0.76 -0.11 0.14

PAN 2014 EN test dataset PAN 2015 test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.418 -0.10 -0.06 -0.11 0.70 -0.13 0.81 -0.06 0.07
Bartoli [7] 0.613 0.01 -0.02 -0.01 0.62 0.01 0.77 0.01 -0.04
Bobicev [8] 0.3406 -0.23 -0.05 -0.14 0.57 -0.17 0.42 -0.36 0.86
Castillo [17] 1 -0.31 -0.27 -0.28 0.62 -0.27 0.63 -0.53 0.84
Castro [18] 0.8 -0.01 0.00 -0.00 0.62 -0.02 0.76 -0.04 0.05
Feng [24] 0.59 -0.54 -0.37 -0.35 0.64 -0.43 0.88 -0.83 0.94
Fréry [29] 1 -0.10 -0.04 -0.07 0.61 -0.08 0.69 -0.15 0.22
Gómez-Adorno [33] 1 -0.10 -0.10 -0.10 0.57 -0.10 0.90 -0.11 0.12
Grozea [34] 0.43 -0.02 -0.04 -0.03 0.60 -0.03 0.72 -0.05 0.07
Gutierrez [35] 1 -0.12 -0.05 -0.08 0.56 -0.15 0.41 -0.28 0.68
Harvey [40] 0.002 -0.07 -0.03 -0.05 0.55 -0.07 0.18 -0.14 0.78
Hürlimann [42] 0.4895 -0.33 -0.28 -0.26 0.61 -0.29 0.60 -0.36 0.60
Jankowska [43] 0.16 -0.19 -0.08 -0.11 0.52 -0.16 0.80 -0.31 0.39
Jankowska [44] 0.284 -0.30 -0.02 -0.14 0.56 -0.27 0.84 -0.54 0.64
Jayapal [45] 1 0.00 -0.07 -0.03 0.65 -0.07 0.46 -0.13 0.28
Kern [51] 0.31 0.12 0.00 0.06 0.57 0.00 0.92 0.00 0.00
Khonji [53] 0.735 -0.38 -0.16 -0.29 0.72 -0.29 0.61 -0.55 0.90
Kocher [58] 0.45 -0.01 -0.07 -0.05 0.64 -0.02 0.70 -0.04 0.06
Layton [64] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Layton [63] 1 -0.04 -0.04 -0.03 0.51 -0.04 0.98 -0.07 0.07
Ledesma [66] 1 0.00 -0.03 -0.01 0.52 -0.03 0.10 -0.05 0.50
Maitra [69] 0.64 -0.21 -0.14 -0.21 0.71 -0.20 0.65 0.26 -0.74
Mayor [71] 0.2 -0.06 -0.06 -0.07 0.61 -0.05 0.71 -0.03 0.04
Mechti [74] 0.833 -0.01 0.00 -0.00 0.61 -0.03 0.63 -0.02 0.03
Modaresi [77] 0.395 -0.11 -0.09 -0.14 0.72 -0.09 0.68 -0.20 0.29
Moreau [81] 1 0.00 -0.10 -0.05 0.59 -0.10 0.25 -0.19 0.76
Moreau [79] 0.8037 -0.20 -0.09 -0.14 0.61 -0.17 0.42 -0.33 0.79
Moreau [80] 0.5627 0.03 0.03 0.04 0.63 0.01 0.72 0.01 -0.04
Nikolov [82] 0.451 0.08 0.00 0.04 0.52 -0.03 0.06 -0.06 1.00
Pacheco [83] 0.7114 -0.09 0.00 -0.04 0.59 -0.12 0.26 -0.23 0.88
Petmanson [84] 0.1 -0.07 -0.06 -0.06 0.54 -0.12 0.49 -0.24 0.49
Satyam [94] 0.523 -0.23 -0.11 -0.18 0.63 -0.14 0.56 -0.28 0.50
Seidman [95] 1 -0.01 -0.01 -0.01 0.52 -0.01 0.99 -0.03 0.03
Solórzano [96] 0.594 -0.09 -0.07 -0.07 0.54 -0.13 0.75 -0.25 0.33
van Dam [102] 1 0.00 -0.05 -0.03 0.52 -0.05 0.50 -0.05 0.10
Vartapetiance [103] 1 0.00 -0.07 -0.04 0.52 -0.07 0.14 -0.14 1.00
Vartapetiance [104] -inf -0.01 -0.01 -0.01 0.50 0.00 1.00 0.00 0.00
Vilarino [107] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Zamani [113] 0.456 -0.02 -0.01 -0.01 0.69 -0.03 0.90 -0.05 0.06

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.562 -0.06 -0.04 -0.07 0.77 -0.06 0.70 -0.11 0.15
Bartoli [7] 0.455 -0.05 -0.04 -0.05 0.58 -0.03 0.87 -0.06 0.07
Bobicev [8] 0.6893 -0.09 -0.02 -0.07 0.67 -0.08 0.66 -0.15 0.23
Castillo [17] 0.7 -0.06 -0.05 -0.07 0.64 -0.05 0.83 -0.10 0.13
Castro [18] 0.7 -0.03 -0.01 -0.03 0.71 -0.01 0.79 -0.03 0.04
Fréry [29] 0.143 -0.00 0.01 0.00 0.55 -0.01 0.52 -0.03 0.05
Gómez-Adorno [33] 1 -0.05 -0.05 -0.05 0.53 -0.05 0.96 -0.04 0.05
Grozea [34] 0.09 -0.04 -0.01 -0.03 0.56 -0.05 0.29 -0.10 0.33
Gutierrez [35] 0.7273 -0.08 -0.05 -0.09 0.70 -0.06 0.72 -0.13 0.18
Harvey [40] 0.502 -0.04 -0.01 -0.03 0.62 -0.01 0.70 -0.02 0.03
Hürlimann [42] 0.5238 -0.22 -0.17 -0.21 0.64 -0.18 0.56 -0.21 0.37
Jankowska [43] 0.6 -0.11 -0.06 -0.10 0.62 -0.11 0.67 -0.22 0.33
Jankowska [44] 0.407 -0.14 -0.17 -0.18 0.67 -0.09 0.83 -0.18 0.21
Jayapal [45] 1 0.00 -0.02 -0.01 0.51 -0.02 0.63 -0.05 0.08
Kern [51] -inf 0.11 -0.04 0.05 0.50 0.00 1.00 0.00 0.00
Khonji [53] 0.333 -0.14 -0.15 -0.19 0.76 -0.11 0.84 -0.22 0.26
Kocher [58] 0.5 0.01 -0.01 0.00 0.70 0.00 0.60 0.01 -0.02
Layton [64] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Layton [63] 0.2943 -0.15 0.00 -0.08 0.67 -0.15 0.37 -0.30 0.82
Ledesma [66] 1 0.00 -0.11 -0.05 0.62 -0.11 0.50 -0.21 0.42
Maitra [69] 0.42 -0.09 -0.07 -0.09 0.59 -0.05 0.82 -0.10 0.12
Mayor [71] 0.8 -0.05 -0.02 -0.04 0.64 -0.04 0.45 -0.03 0.07
Mechti [74] 0.917 -0.00 -0.01 -0.01 0.51 -0.01 0.26 0.00 -0.01
Modaresi [77] 0.201 0.03 0.03 0.02 0.50 -0.00 1.00 0.00 0.00
Moreau [81] -inf 0.00 -0.01 -0.00 0.50 0.00 1.00 0.00 0.00
Moreau [80] 0.5536 -0.15 -0.09 -0.14 0.70 -0.17 0.60 -0.33 0.55
Nikolov [82] 0.534 -0.02 -0.18 -0.09 0.56 -0.12 0.25 -0.25 1.00
Pacheco [83] 0.5650 0.04 0.02 0.04 0.71 0.01 0.59 0.02 -0.06
Petmanson [84] 0.99 -0.04 -0.03 -0.03 0.55 -0.03 0.30 -0.05 0.17
Pimas [85] 0.108 -0.01 -0.01 -0.01 0.51 -0.02 0.56 -0.03 0.06
Posadas-Durán [86] 0.8316 -0.16 -0.07 -0.13 0.66 -0.16 0.66 -0.66 1.00
Sari [93] 0.544 0.06 0.00 0.03 0.50 0.00 1.00 0.00 0.00
Satyam [94] 0.145 -0.14 0.00 -0.07 0.72 -0.18 0.48 -0.36 0.75
Seidman [95] 1 -0.14 -0.14 -0.17 0.68 -0.14 0.42 -0.30 0.72
Solórzano [96] 0.691 -0.05 -0.02 -0.04 0.54 -0.05 0.36 -0.10 0.27
van Dam [102] 1 0.00 -0.00 -0.00 0.59 -0.00 0.60 0.04 -0.10
Vartapetiance [103] -inf 0.00 -0.03 -0.02 0.50 0.00 1.00 0.00 0.00
Vartapetiance [104] 1 -0.12 -0.12 -0.13 0.60 -0.12 0.40 -0.24 0.58
Vilarino [107] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Zamani [113] 0.761 0.02 0.03 0.03 0.71 -0.01 0.54 -0.03 0.05



Table 5. Safety evaluation of the obfuscator of Mansoorizadeh et al. [70]. Each table shows the
performances and performance deltas of various authorship verification approaches submitted to
PAN 2013 through PAN 2015 when run on test datasets that have been obfuscated by this obfus-
cator. Verifiers that failed to process a dataset (e.g., for being incompatible or not scalable) have
been omitted from the tables. Verifiers whose optimal classification threshold τ that maximizes
classification accuracy acc on the unobfuscated test dataset turned out to be negative or positive
infinity (i.e., marking all problem instances “same author” or “different author”, respectively)
were omitted from forming the average performances reported in Table 1.

PAN 2013 test dataset PAN 2014 EE test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.478 0.01 -0.02 -0.00 0.80 0.07 0.93 0.07 -1.00
Bartoli [7] 0.647 0.09 0.07 0.09 0.67 -0.03 0.36 -0.07 0.20
Bobicev [8] 0.5144 -0.23 -0.20 -0.23 0.67 -0.20 0.50 -0.43 0.86
Castillo [17] 0.4 0.02 0.03 0.03 0.53 0.00 0.36 0.00 0.00
Castro [18] 0.9 -0.03 0.00 -0.02 0.93 -0.03 1.00 -0.07 0.07
Feng [24] 0.46 0.01 0.03 0.03 0.77 0.00 0.79 0.00 0.00
Fratila [28] 0.38 0.00 0.00 0.00 0.67 0.00 0.71 0.00 0.00
Fréry [29] 0.333 -0.18 -0.13 -0.16 0.63 -0.17 0.57 -0.36 0.63
Ghaeini [31] 0.46 -0.33 -0.19 -0.34 0.80 -0.20 0.71 -0.43 0.60
Gómez-Adorno [33] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Grozea [34] 0.05 -0.02 0.00 -0.01 0.53 -0.03 1.00 -0.07 0.07
Gutierrez [35] 0.8182 -0.06 -0.01 -0.06 0.77 -0.07 0.79 -0.14 0.18
Harvey [40] 0.001 0.02 0.00 0.01 0.60 0.03 0.50 0.07 -0.14
Hürlimann [42] 0.6394 -0.08 -0.05 -0.09 0.70 -0.17 0.36 -0.14 0.40
Jankowska [43] 0.59 -0.04 0.00 -0.03 0.80 -0.07 0.64 -0.14 0.22
Jankowska [44] 0.615 -0.06 -0.03 -0.08 0.80 -0.07 0.64 -0.14 0.22
Jayapal [45] 1 0.00 0.03 0.02 0.60 0.03 0.36 0.07 -0.11
Kern [51] 0.5 0.08 -0.13 -0.02 0.57 0.00 0.07 0.00 0.00
Khonji [53] 0.444 -0.02 -0.02 -0.03 0.80 -0.03 0.93 -0.07 0.08
Kocher [58] 0.484 -0.00 0.00 -0.00 0.67 -0.03 1.00 -0.07 0.07
Layton [64] inf 0.00 -0.10 -0.02 0.53 0.00 0.00 0.00 0.00
Layton [63] 0.7057 -0.04 -0.03 -0.04 0.67 -0.03 0.29 -0.07 0.25
Ledesma [66] inf 0.00 -0.03 -0.02 0.53 0.00 0.00 0.00 0.00
Maitra [69] 0.8 0.00 0.02 0.01 0.60 -0.03 0.29 -0.07 0.25
Mayor [71] 0.1 -0.09 -0.07 -0.11 0.73 -0.07 0.79 -0.14 0.18
Mechti [74] 0.469 0.00 -0.02 -0.01 0.60 -0.07 0.50 -0.07 0.14
Modaresi [77] 0.392 -0.03 0.07 0.01 0.57 0.00 0.79 0.00 0.00
Moreau [81] 1 0.00 0.03 0.02 0.73 0.03 0.71 0.07 -0.25
Moreau [80] 0.6215 -0.07 0.00 -0.03 0.70 0.00 0.93 -0.07 0.08
Nikolov [82] 0.448 -0.10 0.00 -0.06 0.60 -0.10 0.29 -0.21 0.75
Pacheco [83] 0.7223 0.11 -0.05 0.05 0.60 0.00 0.71 0.00 0.00
Petmanson [84] 0.59 -0.48 -0.23 -0.37 0.73 -0.23 0.57 -0.50 0.88
Sari [93] 0.546 0.00 0.00 0.00 0.53 0.00 0.93 0.00 0.00
Satyam [94] 0.423 0.01 0.07 0.03 0.53 0.00 1.00 0.00 0.00
Seidman [95] 1 0.00 0.00 0.00 0.77 0.00 0.71 0.00 0.00
Solórzano [96] 0.812 -0.06 0.00 -0.03 0.57 -0.10 0.64 -0.21 0.33
van Dam [102] 1 0.00 -0.07 -0.03 0.60 -0.07 0.57 -0.07 0.13
Vartapetiance [103] inf 0.00 -0.40 -0.20 0.53 0.00 0.00 0.00 0.00
Vartapetiance [104] inf 0.00 0.00 0.00 0.53 0.00 0.00 0.00 0.00
Vilarino [107] 1 0.00 0.00 0.00 0.67 0.00 0.36 0.00 0.00
Zamani [113] 0.997 0.05 0.00 0.03 0.80 -0.03 0.64 -0.07 0.11

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] -inf -0.08 -0.07 -0.08 0.50 0.00 0.00 0.00 0.00
Bartoli [7] 0.611 0.01 0.00 0.00 0.59 -0.05 0.43 -0.10 0.23
Bobicev [8] 0.6704 -0.17 -0.11 -0.11 0.52 -0.10 0.33 -0.18 0.55
Castillo [17] 0.7 -0.01 -0.01 -0.01 0.58 -0.01 0.59 -0.02 0.03
Castro [18] 0.8 -0.03 -0.02 -0.03 0.60 -0.04 0.42 -0.07 0.17
Fréry [29] 0.5 -0.02 -0.01 -0.02 0.72 -0.02 0.80 -0.03 0.04
Gómez-Adorno [33] -inf -0.02 -0.02 -0.02 0.50 0.00 0.00 0.00 0.00
Grozea [34] 0.81 -0.04 -0.02 -0.03 0.53 -0.04 0.28 -0.07 0.25
Gutierrez [35] -inf -0.30 -0.26 -0.21 0.50 0.00 0.00 0.00 0.00
Harvey [40] 0.014 -0.01 -0.00 -0.01 0.59 -0.01 0.37 -0.01 0.03
Hürlimann [42] 0.3552 -0.29 -0.26 -0.19 0.58 -0.31 0.89 -0.54 0.61
Jankowska [43] 0.62 -0.12 -0.05 -0.08 0.55 -0.12 0.53 -0.24 0.45
Jankowska [44] 0.5 -0.08 -0.09 -0.08 0.55 -0.08 0.50 -0.16 0.32
Jayapal [45] -inf 0.00 -0.05 -0.03 0.50 0.00 1.00 0.00 0.00
Kern [51] -inf 0.05 -0.02 0.02 0.50 0.00 0.00 0.00 0.00
Khonji [53] 0.482 -0.07 -0.05 -0.07 0.62 -0.06 0.39 -0.10 0.26
Kocher [58] 0.482 -0.01 -0.01 -0.02 0.62 -0.03 0.63 -0.05 0.08
Layton [64] 1 -0.00 -0.13 -0.07 0.58 -0.01 0.72 -0.02 0.03
Layton [63] 0.7057 -0.08 -0.08 -0.09 0.61 -0.08 0.30 -0.16 0.53
Ledesma [66] 1 0.00 -0.13 -0.07 0.55 -0.13 0.40 -0.26 0.65
Maitra [69] 0.5 -0.04 -0.03 -0.04 0.57 -0.03 0.98 -0.06 0.06
Mayor [71] 0.2 -0.04 -0.01 -0.02 0.57 -0.02 0.49 -0.04 0.08
Mechti [74] 0.667 -0.05 -0.01 -0.03 0.53 -0.09 0.21 -0.11 0.52
Modaresi [77] 0.757 -0.11 -0.08 -0.10 0.63 -0.13 0.50 -0.21 0.42
Moreau [81] -inf 0.00 -0.04 -0.02 0.50 0.00 0.00 0.00 0.00
Moreau [79] 0.5177 -0.00 0.00 0.00 0.61 -0.01 0.79 -0.01 0.01
Moreau [80] 0.6246 -0.04 -0.01 -0.03 0.59 -0.07 0.22 -0.07 0.32
Nikolov [82] 0.448 -0.01 -0.01 -0.01 0.59 -0.01 0.29 -0.02 0.07
Pacheco [83] -inf -0.30 0.00 -0.15 0.50 0.00 0.00 0.00 0.00
Petmanson [84] -inf -0.19 -0.15 -0.14 0.50 0.00 0.00 0.00 0.00
Satyam [94] 0.479 -0.06 -0.06 -0.08 0.71 -0.05 0.68 -0.09 0.13
Seidman [95] -inf -0.12 -0.10 -0.09 0.50 0.00 0.00 0.00 0.00
Solórzano [96] 0.907 -0.01 0.01 -0.00 0.52 -0.03 0.09 -0.06 0.67
van Dam [102] -inf 0.00 -0.07 -0.04 0.50 0.00 0.00 0.00 0.00
Vartapetiance [103] -inf 0.00 -0.11 -0.06 0.50 0.00 0.00 0.00 0.00
Vartapetiance [104] 1 0.00 0.00 0.00 0.52 0.00 0.84 0.00 0.00
Vilarino [107] -inf 0.00 -0.01 -0.00 0.50 0.00 0.00 0.00 0.00
Zamani [113] 0.488 -0.05 -0.05 -0.05 0.58 -0.03 0.76 -0.02 0.03

PAN 2014 EN test dataset PAN 2015 test dataset
Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.418 -0.20 -0.16 -0.21 0.70 -0.19 0.81 -0.12 0.15
Bartoli [7] 0.613 -0.07 0.01 -0.03 0.62 -0.06 0.77 -0.11 0.14
Bobicev [8] 0.3405 -0.30 -0.05 -0.17 0.57 -0.20 0.42 -0.41 0.98
Castillo [17] 1 0.01 0.01 0.01 0.62 0.01 0.63 0.02 -0.05
Castro [18] 0.8 -0.18 -0.15 -0.16 0.62 -0.13 0.76 -0.25 0.33
Feng [24] 0.59 -0.05 0.00 -0.03 0.64 -0.05 0.88 -0.06 0.07
Fréry [29] 1 -0.03 -0.01 -0.02 0.61 -0.03 0.69 -0.06 0.09
Gómez-Adorno [33] 1 -0.02 -0.02 -0.02 0.57 -0.02 0.90 -0.03 0.03
Grozea [34] 0.43 -0.03 -0.04 -0.03 0.60 -0.03 0.72 -0.06 0.08
Gutierrez [35] 1 0.06 -0.01 0.02 0.56 0.03 0.41 0.01 -0.02
Harvey [40] 0.002 -0.02 -0.02 -0.02 0.55 -0.03 0.18 -0.06 0.33
Hürlimann [42] 0.4895 -0.36 -0.28 -0.27 0.61 -0.31 0.60 -0.33 0.55
Jankowska [43] 0.16 -0.14 -0.04 -0.07 0.52 -0.11 0.80 -0.21 0.26
Jankowska [44] 0.284 -0.19 -0.02 -0.09 0.56 -0.15 0.84 -0.29 0.35
Jayapal [45] 1 0.00 -0.13 -0.06 0.65 -0.13 0.46 -0.25 0.54
Kern [51] 0.31 0.05 -0.00 0.03 0.57 -0.02 0.92 -0.04 0.04
Khonji [53] 0.735 -0.05 -0.01 -0.04 0.72 -0.08 0.61 -0.11 0.18
Kocher [58] 0.45 -0.01 -0.03 -0.02 0.64 0.01 0.70 0.01 -0.03
Layton [64] -inf 0.01 -0.00 0.00 0.50 0.01 1.00 0.00 0.00
Layton [63] 1 0.00 0.00 0.00 0.51 0.00 0.98 -0.01 0.01
Ledesma [66] 1 0.00 -0.05 -0.03 0.52 -0.05 0.10 -0.10 1.00
Maitra [69] 0.64 -0.18 -0.14 -0.20 0.71 -0.19 0.65 0.29 -0.83
Mayor [71] 0.2 -0.01 -0.01 -0.01 0.61 -0.01 0.71 -0.01 0.01
Mechti [74] 0.833 0.01 0.00 0.01 0.61 0.00 0.63 0.06 -0.16
Modaresi [77] 0.395 0.05 0.04 0.06 0.72 0.04 0.68 0.07 -0.22
Moreau [81] 1 0.00 -0.01 -0.00 0.59 -0.01 0.25 -0.01 0.04
Moreau [79] 0.8037 -0.14 -0.07 -0.11 0.61 -0.13 0.42 -0.26 0.62
Moreau [80] 0.5627 -0.03 0.00 -0.02 0.63 -0.06 0.72 -0.02 0.03
Nikolov [82] 0.451 0.09 0.00 0.04 0.52 -0.03 0.06 -0.06 1.00
Pacheco [83] 0.7114 0.01 0.00 0.01 0.59 -0.06 0.26 -0.11 0.42
Petmanson [84] 0.1 -0.25 -0.08 -0.14 0.54 -0.23 0.49 -0.46 0.94
Satyam [94] 0.523 -0.10 -0.05 -0.09 0.63 -0.10 0.56 -0.20 0.36
Seidman [95] 1 0.01 0.01 0.01 0.52 0.01 0.99 0.00 0.00
Solórzano [96] 0.594 -0.01 -0.02 -0.01 0.54 -0.04 0.75 -0.08 0.11
van Dam [102] 1 0.00 -0.02 -0.01 0.52 -0.02 0.50 -0.03 0.06
Vartapetiance [103] 1 0.00 -0.07 -0.04 0.52 -0.07 0.14 -0.14 1.00
Vartapetiance [104] -inf 0.00 0.00 0.00 0.50 0.01 1.00 0.00 0.00
Vilarino [107] -inf 0.00 -0.00 -0.00 0.50 0.01 1.00 0.00 0.00
Zamani [113] 0.456 -0.03 -0.05 -0.05 0.69 -0.03 0.90 -0.03 0.03

Verifier PAN measures Section 3 Impact

Team [Reference] τ ∆AUC∆C@1∆final acc∆accrec∆rec imp

Bagnall [5] 0.562 -0.13 -0.09 -0.16 0.77 -0.12 0.70 -0.20 0.28
Bartoli [7] 0.455 0.03 0.03 0.04 0.58 0.00 0.87 0.01 -0.06
Bobicev [8] 0.6893 -0.21 -0.11 -0.18 0.67 -0.17 0.66 -0.34 0.52
Castillo [17] 0.7 0.00 0.00 0.00 0.64 0.00 0.83 0.00 -0.02
Castro [18] 0.7 -0.01 -0.01 -0.01 0.71 -0.00 0.79 -0.01 0.01
Fréry [29] 0.143 -0.00 0.01 0.00 0.55 -0.01 0.52 -0.02 0.03
Gómez-Adorno [33] 1 -0.01 -0.01 -0.01 0.53 -0.01 0.96 -0.01 0.01
Grozea [34] 0.09 -0.09 -0.06 -0.08 0.56 -0.08 0.29 -0.16 0.57
Gutierrez [35] 0.7273 -0.11 -0.09 -0.13 0.70 -0.08 0.72 -0.18 0.24
Harvey [40] 0.502 -0.00 0.01 0.00 0.62 0.00 0.70 0.01 -0.03
Hürlimann [42] 0.5238 -0.22 -0.17 -0.21 0.64 -0.18 0.56 -0.19 0.34
Jankowska [43] 0.6 -0.07 -0.05 -0.07 0.62 -0.07 0.67 -0.14 0.21
Jankowska [44] 0.407 -0.10 -0.12 -0.13 0.67 -0.06 0.83 -0.12 0.14
Jayapal [45] 1 0.00 -0.02 -0.01 0.51 -0.02 0.63 -0.03 0.05
Kern [51] -inf 0.05 -0.00 0.03 0.50 0.00 1.00 0.00 0.00
Khonji [53] 0.333 -0.06 -0.05 -0.08 0.76 -0.06 0.84 -0.10 0.12
Kocher [58] 0.5 0.01 0.00 0.00 0.70 -0.01 0.60 -0.01 0.02
Layton [64] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Layton [63] 0.2943 -0.04 0.00 -0.02 0.67 -0.04 0.37 -0.08 0.20
Ledesma [66] 1 0.00 -0.15 -0.08 0.62 -0.15 0.50 -0.31 0.61
Maitra [69] 0.42 -0.01 -0.01 -0.01 0.59 -0.00 0.82 -0.00 0.00
Mayor [71] 0.8 -0.01 0.00 -0.01 0.64 -0.01 0.45 -0.02 0.04
Mechti [74] 0.917 -0.04 -0.01 -0.02 0.51 -0.07 0.26 -0.04 0.17
Modaresi [77] 0.201 0.05 0.03 0.03 0.50 -0.00 1.00 -0.00 0.00
Moreau [81] -inf 0.00 0.01 0.00 0.50 0.00 1.00 0.00 0.00
Moreau [80] 0.5536 -0.07 -0.04 -0.07 0.70 -0.07 0.60 -0.14 0.23
Nikolov [82] 0.534 -0.02 -0.18 -0.09 0.56 -0.12 0.25 -0.25 1.00
Pacheco [83] 0.5650 -0.02 0.01 -0.00 0.71 -0.06 0.59 -0.12 0.20
Petmanson [84] 0.99 -0.00 -0.05 -0.03 0.55 -0.04 0.30 -0.08 0.27
Pimas [85] 0.108 0.00 0.00 0.00 0.51 0.00 0.56 0.00 -0.01
Posadas-Durán [86] 0.8316 -0.10 -0.01 -0.06 0.66 -0.16 0.66 -0.66 1.00
Sari [93] 0.544 0.06 0.00 0.03 0.50 0.00 1.00 0.00 0.00
Satyam [94] 0.145 -0.07 0.00 -0.04 0.72 -0.06 0.48 -0.12 0.25
Seidman [95] 1 -0.04 -0.04 -0.05 0.68 -0.04 0.42 -0.10 0.23
Solórzano [96] 0.691 0.01 0.02 0.01 0.54 -0.01 0.36 -0.02 0.07
van Dam [102] 1 0.00 -0.02 -0.01 0.59 -0.02 0.60 -0.02 0.03
Vartapetiance [103] -inf 0.00 -0.03 -0.02 0.50 0.00 1.00 0.00 0.00
Vartapetiance [104] 1 -0.01 -0.01 -0.02 0.60 -0.01 0.40 -0.03 0.07
Vilarino [107] -inf 0.00 0.00 0.00 0.50 0.00 1.00 0.00 0.00
Zamani [113] 0.761 -0.01 0.00 -0.01 0.71 -0.02 0.54 -0.01 0.02



assessor’s observation on these sample cases was that most of the paraphrased texts of
each particular approach have a very similar characteristic with respect to sensibleness
and soundness. The final decision then was to base the manual assessment on just one
random text from each year of PAN’s test datasets, excluding the original texts from
language learners (their original text quality might already be suboptimal): in-depth
manual assessment was performed on problem instances 5, 134, and 429.

The human assessor started by reading the obfuscated texts without knowing which
was the output of what approach. During this reading phase, the assessor marked up
errors (typos, grammar) and assigned school grades (on a scale from 1 (excellent) to
5 (fail)) for the sensibleness of each of the sample problem instances. As a result, the
obfuscated texts of Mansoorizadeh et al.’s approach got a grade 2 for all three cases
mainly due to the many punctuation problems where a white space was inserted before
every punctuation mark. The texts of Mihaylova et al.’s obfuscator all got a grade 4
due to the many grammatical errors, capitalizing issues (lower-case sentence starts,
capitalized words in the middle of sentences), punctuation problems (many missing
or useless punctuations), and consistent typos (“tto” and “oof”). The assessor noted
that the texts were difficult to read due to the many problems but that grade 4 was
given to show the difference to the even worse texts of Keswani et al.’s obfuscator.
For Keswani et al.’s approach, our assessor noted that the texts were impossible to
read or understand with lots of grammatical errors, capitalization problems at sentence
beginnings, etc. The assessor even wanted to stop reading before finishing the whole
text due to the “painful” experience.

After grading the sensibleness of the obfuscated texts, the assessor read the original
texts and used the visual analytics tool highlighting the textual differences in various
ways to assess the soundness of the obfuscated texts on a three-point scale as correct,
passable, or incorrect. The obfuscated texts of Mihaylova et al.’s and Keswani et al.’s
approaches were both judged “incorrect” for all three cases since they are almost im-
possible to read. Mihaylova et al.’s obfuscator might produce slightly more sound texts
than Keswani et al.’s, yet, the assessor did not want to assign a “passable” to any of these
but suggested to further differentiate the point scale as a future evaluation improvement.
Not that surprising, Mansoorizadeh et al.’s very conservative approach achieved “cor-
rect” as a score for the problem instances 134 and 429. However, some of the changes
for problem instance 5 did change the meaning a lot (“car” instead of “machine” when
a computer was meant, etc.) such that for problem instance 5, Mansoorizadeh et al.’s
approach only got a “passable” score.

5.3 Peer Evaluation Results

Three groups participated in the peer evaluation; one external group (Liebeck et al. [67])
and two of the author obfuscation task participants (Mansoorizadeh et al. and Mi-
haylova et al.).

As for the safety evaluation, all three groups employ the GLAD authorship verifica-
tion approach [42] and checked how many of its decisions are changed by obfuscation.
Interestingly, two of the peer review teams agree that Mihaylova et al.’s approach is
safest against the GLAD system while Keswani et al.’s obfuscator is ranked second;



in Mansoorizadeh et al. peer review, however, Keswani et al. is ranked before Man-
soorizadeh et al., and Mihaylova et al. is ranked third, which is claimed to have hardly
any effect. In our evaluation against many more than just one verification approach, we
agree with the former two peer reviews in that Mihaylova et al. is the safest approach
while Keswani et al.’s approach ranks second.

As for soundness, Liebeck et al. suggest an automatic measure based on approaches
submitted to the shared tasks on semantic textual similarity (STS) organized at Se-
mEval, where an optimum soundness would achieve a score of 5 and the worst sound-
ness a score of 0. In Liebeck et al.’s evaluation, all three obfuscation approaches achieve
scores above 4, where Mansoorizadeh et al. performs almost perfect and Keswani et al.
the worst. Still, given our own soundness evaluation, the scores for the approaches of
Keswani et al. and Mihaylova et al. with 4+ out of 5 seem a too optimistic and should
be much closer to 0. Similarly, also the peer review of Mansoorizadeh et al. scores
soundness from 5 down to 0 but by a manual judgment. Here, their own obfuscation ap-
proach outperforms the others by far (4.86), while Mihaylova et al. achieve a 3.93 and
Keswani et al. a 2.02; the same ordering as in Liebeck et al.’s evaluation but probably
also rather high scores for the two worse approaches. The peer review of Mihaylova et
al. is also based on manual scoring for soundness and seems to come to the conclusion
that their own approach is the best, followed by Mansoorizadeh et al.’s obfuscations.
However, this seems to be a rather biased outcome since our own manual soundness
evaluation showed the soundness of Mihaylova et al.’s obfuscation approach to be in-
ferior to Mansoorizadeh et al.’s approach.

As for sensibleness, all three peer evaluators opt for a manual analysis and rank
the obfuscations of Mansoorizadeh et al. clearly more sensible than Mihaylova et al.’s
that again are more sensible than Keswani et al.’s obfuscations. Interestingly, Man-
soorizadeh et al. employ a scale from 0–5 with 5 as most sensible, Liebeck et al. em-
ploy a three point scale, while Mihalyova et al. only have a two point scale (sensible or
not) and grade half of a sample of their own approach’s obfuscations as sensible. Just as
is the case for Mihalyova et al.’s peer review of soundness, this somewhat contradicts
our own manual sensibleness evaluation, but in sum the ordering of the approaches of
all three peer reviews is consistent with our own sensibleness grading.

Not surprisingly, the approach of Mansoorizadeh et al. that hardly changes anything
in a text, except for introducing many spaces before punctuation marks, achieves good
and very good scores for sensibleness and soundness but is the least safe of the tested
obfuscators. Although hardly being sound or sensible, the texts produced by the safest
obfuscator of Mihaylova et al. have a slightly better quality compared to the round-
trip translations produced by Keswani et al.’s obfuscator. Most of the three external
peer reviews agree with these evaluation results at least on the relative ordering of the
individual obfuscators.

6 Conclusion and Outlook

We have conducted the first large-scale evaluation of author obfuscation approaches
in terms of their safety against the state of the art in authorship verification. A total
of 44 verification approaches have been tested as to their vulnerability to obfuscation,



and we found that many of them are indeed vulnerable to a greater or lesser extent.
Moreover, for the first time, we have shown that author obfuscation technology can
take on many authorship verification approach simultaneously, which is a must if this
technology is supposed to be useful in practice. The best-performing obfuscator flips on
average about 47% of an authorship verifier’s decisions towards choosing “different au-
thor” when the opposite decision would have been correct. The obfuscation approaches
evaluated have been collected via a shared task on author obfuscation that we orga-
nized at PAN 2016; three obfuscators have been submitted which are now hosted on the
TIRA evaluation-as-a-service platform, ready for re-evaluation against new authorship
verification approaches. Furthermore, we have systematically reviewed the literature on
author obfuscation and collected and organized for the first time its evaluation method-
ology, introducing the three main performance dimensions of an author obfuscator:
safety, soundness, and sensibleness.

There are still many open challenges when it comes to evaluating author obfuscation
approaches properly and at scale, some requiring original research into new technolo-
gies that are capable of recognizing paraphrases, textual entailment, grammaticality, and
style deception. Conceivably, approaches to these problems can be devised which are
tailored to the evaluation of author obfuscation approaches and therefore exploit certain
aspect of this application domain to achieve better performance than in the general case.
We leave a more detailed investigation in this direction for future work.
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