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Abstract—Feature Selection (FS) or Attribute Reduction techniques are employed for dimensionality reduction and aim to select a subset of the original features of a data set which are rich in the most useful information. The benefits of employing FS techniques include improved data visualization and transparency, a reduction in training and utilization times and potentially, improved prediction performance. Many approaches based on rough set theory up to now, have employed the dependency function, which is based on lower approximations as an evaluation step in the FS process. However, by examining only that information which is considered to be certain and ignoring the boundary region, or region of uncertainty, much useful information is lost. This paper examines a rough set FS technique which uses the information gathered from both the lower approximation dependency value and a distance metric which considers the number of objects in the boundary region and the distance of those objects from the lower approximation. The use of this measure in rough set feature selection can result in smaller subset sizes than those obtained using the dependency function alone. This demonstrates that there is much valuable information to be extracted from the boundary region. Experimental results are presented for both crisp and real-valued data and compared with two other FS techniques in terms of subset size, runtimes, and classification accuracy.
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1 INTRODUCTION

It is often desirable to present a large number of features for a domain such that every possible aspect of that domain is represented. However, this can often result in many redundant or irrelevant features that may lead to poor results when using data mining tools for knowledge discovery. Feature selection is a process which chooses a subset of the original features present in a given data set which provides the most useful information. Following selection, the most important information of the data set should still remain. In fact, efficient FS techniques should be able to detect and ignore noisy and misleading features. As a result, the data set quality may even increase through feature selection.

Classification accuracy may be increased as a result of feature selection through the removal of noisy, irrelevant, or redundant features. Also in domains where features correspond to measurements (the water treatment plant in [28] demonstrates this well), fewer features offer advantages such as minimizing the expense and time consumed in recording such measurements. For data sets which are smaller in size, the runtimes of learning algorithms can be improved significantly. This is equally applicable to both training and application (e.g., classification) phases. Where there are fewer dimensions, identification of trends and correlations within the data becomes easier [32]. This is evident where a small number of features have an influence on data outcomes.

Methods which extract knowledge from data (e.g., rule induction) may also benefit from the use of FS and show improvement in the readability of the discovered knowledge. When induction algorithms are applied to reduced data, the resulting rules are more compact. A good feature selection algorithm will remove unnecessary attributes which may affect both rule comprehension and rule prediction performance.

The work on rough set theory (RST) [24] offers a formal methodology that can be employed to reduce the dimensionality of data sets, as a preprocessing step to assist any chosen modeling method for learning from data. It assists in identifying and selecting the most information-rich features in a data set. This is achieved without transforming the data, while simultaneously attempting to minimize information loss during the selection process. In terms of computational effort, this approach is highly efficient, and is based on simple set operations, which makes it suitable as a preprocessor for techniques that are much more complex. In contrast to statistical correlation-reduction approaches [7], RST requires no human input or domain knowledge other than the given data sets. Perhaps most importantly though, it retains the underlying semantics of the data, which results in data models that are more transparent to human scrutiny.

Most existing rough-set-based FS approaches [8], [9], [13], [14], [18], [20], [33], [37] rely on the information gathered from the lower approximation of a set to minimize data. These approaches have been adopted as the certainty that is embodied in the lower approximation is associated with greater importance in scientific analysis. Although successful, these lower approximation-based approaches
ignore the information that is contained in the boundary region, or region of uncertainty. While there are also some existing RST approaches which consider the boundary region information [4], [11], they adopt an approach which examines the upper approximation as a whole rather than examining the lower approximation and boundary region as conceptually separate entities. This paper presents a method which based on the initial work in [16], examines both the information in the lower approximation and the information contained in the boundary region for the selection of feature subsets. This can result in the selection of subsets which are smaller than those selected using the information gathered from the lower approximation alone.

The remainder of this paper is structured as follows: Section 2 summarizes the theoretical background and ideas of RSAR—as this forms the basis for the new approach—along with a look at the rough set QUICKREDUCT algorithm. Section 3 demonstrates the main contribution of the new approach with a description of the distance-metric-assisted approach to RSAR (DMRSAR). The corresponding algorithm is also presented, as well as an examination of the computational complexity of the approach. Section 4 documents the results of applying the RSAR, fuzzy-rough feature selection FRFS [12], Principal Component Analysis (PCA) [7], tolerance rough set feature selection [29], and DMRSAR approaches to a number of both crisp and real-valued data sets. These results compare the new approach with the other previously mentioned methods in terms of classification accuracies (using three different classifiers), and dimensionality reduction. Section 5 concludes the paper along with some suggestions for further development, and a discussion of future work.

2 BACKGROUND

2.1 Rough Set Attribute Reduction

The principal focus of this paper lies in distance-metric-assisted rough set attribute reduction (DMRSAR); however, an in-depth view of the current RSAR methodology is necessary to appreciate the DMRSAR approach fully.

At the heart of the RSAR approach is the concept of indiscernibility [24]. Let \( I = (\mathbb{U}, \mathbb{S}) \) be an information system, where \( \mathbb{U} \) is a nonempty set of finite objects (the universe of discourse) and \( \mathbb{S} \) is a nonempty finite set of attributes so that \( a : \mathbb{U} \rightarrow V_a \) for every \( a \in \mathbb{S} \). \( V_a \) is the set of values that \( a \) can take. For any \( P \subseteq \mathbb{S} \), there exists an associated equivalence relation \( IND(P) \):

\[
IND(P) = \{(x, y) \in \mathbb{U}^2 | \forall a \in P, a(x) = a(y)\}. \tag{1}
\]

The partition generated by \( IND(P) \) is denoted \( \mathbb{U}/IND(P) \) and is calculated as follows:

\[
\mathbb{U}/IND(P) = \otimes\{\mathbb{U}/IND(\{a\}) : a \in P\}, \tag{2}
\]
where,

\[
S \otimes T = \{X \cap Y : \forall X \in S, \forall Y \in T, X \cap Y \neq \emptyset\}. \tag{3}
\]

If \((x, y) \in IND(P)\), then \( x \) and \( y \) are indiscernible by attributes from \( P \). The equivalence classes of the \( P \)-indiscernibility relation are denoted \([x]_P\). Let \( X \subseteq \mathbb{U} \). \( X \) can be approximated using only the information contained in \( P \) by constructing the \( P \)-lower and \( P \)-upper approximations of \( X \):

\[
\text{QUICKREDUCE}(\mathbb{C}, \mathbb{D}).
\]

\( \mathbb{C} \), the set of all conditional features; \( \mathbb{D} \), the set of decision features.

\[
\begin{align*}
(1) & \quad R \leftarrow \{\} \\
(2) & \quad \textbf{do} \\
(3) & \quad T \leftarrow R \\
(4) & \quad \forall x \in (\mathbb{C} - R) \\
(5) & \quad \textbf{if} \quad \gamma_{R \cup \{x\}}(\mathbb{D}) > \gamma_T(\mathbb{D}) \\
(6) & \quad T \leftarrow R \cup \{x\} \\
(7) & \quad R \leftarrow T \\
(8) & \quad \textbf{until} \quad \gamma_R(\mathbb{D}) = = \gamma_C(\mathbb{D}) \\
(9) & \quad \textbf{return} \ R
\end{align*}
\]

Fig. 1. The QUICKREDUCT algorithm.

\[
\mathbb{P}X = \{x|[x]_P \subseteq X\}, \tag{4}
\]

\[
\mathbb{P}X = \{x|[x]_P \cap X \neq \emptyset\}. \tag{5}
\]

Let \( P \) and \( Q \) be equivalence relations over \( \mathbb{U} \), then the concepts of the positive, negative, and boundary regions can be defined:

\[
\text{POSP}(Q) = \bigcup_{X \in \mathbb{U}/Q} \mathbb{P}X, \tag{6}
\]

\[
\text{NEGP}(Q) = \mathbb{U} - \bigcup_{X \in \mathbb{U}/Q} \mathbb{P}X, \tag{7}
\]

\[
\text{BNDP}(Q) = \bigcup_{X \in \mathbb{U}/Q} \mathbb{P}X - \bigcup_{X \in \mathbb{U}/Q} \mathbb{P}X. \tag{8}
\]

By employing this definition of the positive region it is possible to calculate the rough set degree of dependency of a set of attributes \( Q \) on a set of attributes \( P \). This can be achieved as follows: For \( P, Q \subseteq S \), it can be said that \( Q \) depends on \( P \) in a degree \( k \) \((0 \leq k \leq 1)\), thus the higher the value of \( k \) the more dependent \( Q \) is upon \( P \). This is denoted \((P \Rightarrow_k Q)\) if:

\[
k = \gamma_P(Q) = \frac{|\text{POSP}(Q)|}{|\mathbb{U}|}. \tag{9}
\]

The reduction of attributes can be achieved through the comparison of equivalence relations generated by sets of attributes. Attributes are removed such that the reduced set provides identical predictive capability of the decision feature or features as that of the original or unreduced set of features, assuming of course that the data set is consistent. A reduct of set \( \mathbb{X} \) is a minimal set of attributes \( B \subseteq A \) such that \( IND_X(B) = IND_X(A) \). In other words, a reduct is a minimal set of attributes from \( A \) that preserves the partitioning of the universe and hence the ability to perform classifications as the whole attribute set \( A \) does.

The QUICKREDUCT algorithm shown in Fig. 1 searches for a minimal subset without exhaustively generating all possible subsets. The search begins with an empty subset; attributes which result in the greatest increase in the rough-set dependency value are added iteratively. This process continues until the search produces its maximum possible
dependency value for that data set \( \gamma_r(\overline{\text{ID}}) \). Note that this type of search does not guarantee a minimal subset and may only discover a local minimum.

### 2.2 Rough Set Extensions

There are a number of extensions to the rough set model. However, two approaches of note are variable precision rough sets (VPRS) [38] and the tolerance rough set model (TRSM) [29]. These particular extensions are considered important because they extend the rough set model and utilize the data of the boundary region—albeit indirectly.

#### 2.2.1 Variable Precision Rough Sets

VPRS [38] attempts to introduce an element of “fuzziness” to the rough set model and hence (although indirectly) utilize the boundary region information. The principal idea behind VPRS is to allow objects to be classified with an error smaller than a certain (manually) predefined level. However, the introduction of this threshold is contrary to the way equivalence classes are considered, and the resulting tolerance classes can be generated according to the tolerance threshold which has been specified. Again, like VPRS this threshold is human defined.

In this approach, suitable similarity relations must be defined for each feature, although the same definition can be used for all features if applicable. A standard measure for this purpose, given in [29], is

\[
SIM_a(x, y) = 1 - \frac{|a(x) - a(y)|}{a_{\text{max}} - a_{\text{min}}},
\]

where \( a \) is a considered feature, and \( a_{\text{max}} \) and \( a_{\text{min}} \) denote the maximum and minimum values of \( a \), respectively. When considering the case where there is more than one feature, the defined similarities must be combined to provide an overall measure of similarity of objects. For a subset of features, \( P \), this can be achieved in many ways; some common approaches are

\[
(x, y) \in SIM_{P, \tau} \iff \prod_{a \in P} SIM_a(x, y) \geq \tau,
\]

\[
(x, y) \in SIM_{P, \tau} \iff \sum_{a \in P} SIM_a(x, y) \geq \tau,
\]

where \( \tau \) is a global similarity threshold and determines the required level of similarity for inclusion within tolerance classes. This framework allows for the specific case of traditional rough sets by defining a suitable similarity measure (e.g., equality of feature values and (15)) and threshold (\( \tau = 1 \)). Further similarity relations are summarized in [21], but are not included here. From this, the so-called tolerance classes that are generated by a given similarity relation for an object \( x \) are defined as

\[
SIM_{P, \tau}(x) = \{ y \in U | (x, y) \in SIM_{P, \tau} \}
\]

Lower and upper approximations can now be defined in a similar way to that of traditional rough set theory:

\[
P_\beta X = \{ x | SIM_{P, \tau}(x) \subseteq X \},
\]

\[
\overline{P_\beta X} = \{ x | SIM_{P, \tau}(x) \cap X \neq \emptyset \}.
\]

The tuple \( (P_\beta X, \overline{P_\beta X}) \) is known as a tolerance rough set [29]. Using this, the positive region and dependency functions can be defined as follows:

\[
POS_{P, \tau}(Q) = \bigcup_{x \in Q} P_\beta X,
\]

\[
\gamma_{P, \tau}(Q) = \frac{|POS_{P, \tau}(Q)|}{|U|}.
\]

From these definitions, an attribute reduction method can be formulated that uses the tolerance-based degree of dependency, \( \gamma_{P, \tau}(Q) \), to measure the significance of feature subsets (in a similar way to the rough set QUICKREDUCT algorithm described in the previous section).
2.2.3 Fuzzy-Rough Approaches

Other hybrid approaches such as rough-fuzzy [23] and fuzzy-rough sets [12], [15], have been proposed in order to improve the ability to deal with uncertainty and vagueness present in data. A fuzzy-rough set [5], [36] is defined by two fuzzy sets, fuzzy lower and upper approximations, obtained by extending the corresponding crisp rough set notions. In the crisp case, elements that belong to the lower approximation (i.e., have a membership of 1) are said to belong to the approximated set with absolute certainty. In the fuzzy-rough case, elements may have a membership in the range [0, 1], allowing greater flexibility in handling uncertainty.

Let \( I = (\mathbb{U}, \mathbb{A}) \) be an information system, where \( \mathbb{U} \) is a nonempty set of finite objects (the universe) and \( \mathbb{A} \) is a nonempty finite set of attributes such that \( a : \mathbb{U} \rightarrow V_a \) for every \( a \in \mathbb{A} \). \( V_a \) is the set of values that attribute \( a \) may take. For decision systems, \( \mathbb{A} = \mathbb{C} \cup \mathbb{D} \) where \( \mathbb{C} \) is the set of input or conditional features and \( \mathbb{D} \) is the set of decision features.

Fuzzy equivalence classes [5], [6] are central to the fuzzy-rough set approach in the same way that crisp equivalence classes are extended by the inclusion of a nonempty finite set of attributes such that \( a: \mathbb{U} \rightarrow V_a \) for every \( a \in \mathbb{A} \). In the fuzzy-rough case, elements may have a membership in the range [0, 1], allowing greater flexibility in handling uncertainty.

Fuzzy equivalence classes [5], [6] are central to the fuzzy-rough set approach in the same way that crisp equivalence classes are extended by the inclusion of a nonempty finite set of attributes such that \( a: \mathbb{U} \rightarrow V_a \) for every \( a \in \mathbb{A} \). In the fuzzy-rough case, elements may have a membership in the range [0, 1], allowing greater flexibility in handling uncertainty.

The following axioms should hold for a fuzzy equivalence class \( F \):

- \( \exists x, \mu_F(x) = 1 \),
- \( \mu_F(x) \wedge \mu_S(x, y) \leq \mu_F(y) \), and
- \( \mu_S(x, y) \wedge \mu_S(y, z) \leq \mu_S(x, z) \).

Using the fuzzy similarity relation, the fuzzy equivalence class \([x]_S\) for objects close to \( x \) can be defined:

\[
\mu_{[x]_S}(y) = \mu_S(x, y).
\]

The following axioms should hold for a fuzzy equivalence class \( F \):

1. \( \exists x, \mu_F(x) = 1 \),
2. \( \mu_F(x) \wedge \mu_S(x, y) \leq \mu_F(y) \), and
3. \( \mu_S(x, y) \wedge \mu_S(y, z) \leq \mu_S(x, z) \).

The first axiom corresponds to the requirement that an equivalence class is nonempty. The second axiom states that elements in \( y \)'s neighborhood are in the equivalence class of \( y \). The final axiom states that any two elements in \( F \) are related via the fuzzy similarity relation \( S \). Obviously, this definition degenerates to the normal definition of equivalence classes when \( S \) is nonfuzzy. The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes [5].

The fuzzy lower and upper approximations are fuzzy extensions of their crisp counterparts. Informally, in crisp rough set theory, the lower approximation of a set contains those objects that belong to it with certainty. The upper approximation of a set contains the objects that possibly belong. From the literature, the fuzzy \( P \)-lower and \( P \)-upper approximations are defined as [5]

\[
\mu_{\underline{P}X}(F_i) = \inf_x \max \{1 - \mu_F(x), \mu_X(x)\}, \quad \forall i, \quad (26)
\]

\[
\mu_{\overline{P}X}(F_i) = \sup_x \min \{\mu_F(x), \mu_X(x)\}, \quad \forall i, \quad (27)
\]

where \( \mathbb{U}/P \) stands for the partition of the universe of discourse, \( \mathbb{U} \), with respect to a given subset \( P \) of features, and \( F_i \) denotes a fuzzy equivalence class belonging to \( \mathbb{U}/P \). Note that although the universe of discourse in feature reduction is finite, this is not the case in general, hence the use of \( \sup \) and \( \inf \) above. These definitions diverge a little from the crisp upper and lower approximations, as the memberships of individual objects to the approximations are not explicitly available (further discussion can be found in [10]). As a result of this, the fuzzy lower and upper approximations are redefined as [12]

\[
\mu_{\underline{P}X}(x) = \sup_{F \in \mathbb{U}/P} \min \{\mu_F(x), \inf_{y \in \mathbb{U}} \max \{1 - \mu_F(y), \mu_X(y)\}\}, \quad (28)
\]

\[
\mu_{\overline{P}X}(x) = \sup_{F \in \mathbb{U}/P} \min \{\mu_F(x), \sup_{y \in \mathbb{U}} \min \{\mu_F(y), \mu_X(y)\}\}. \quad (29)
\]

The tuple \( (P, \mathbb{P}X) \) is called a fuzzy-rough set.

For an individual feature, \( a \), the partition of the universe by \( \{a\} \) (denoted \( \mathbb{U}/IND(\{a\}) \)) is considered to be the set of those fuzzy equivalence classes for that feature. For example, if two fuzzy sets \( N_a \) and \( Z_a \) are generated for feature \( a \) during fuzzification, the partition \( \mathbb{U}/IND(\{a\}) = \{N_a, Z_a\} \). If the fuzzy-rough feature selection process is to be useful, it must be able to deal with multiple features, finding the dependency between various subsets of the original feature set. For instance, it may be necessary to be able to determine the degree of dependency of the decision feature(s) with respect to feature set \( P = \{a, b\} \). In the crisp case, \( \mathbb{U}/P \) contains sets of objects grouped together that are indiscernible according to both features \( a \) and \( b \). In the fuzzy case, objects may belong to many equivalence classes, so the cartesian product of \( \mathbb{U}/IND(\{a\}) \) and \( \mathbb{U}/IND(\{b\}) \) must be considered in determining \( \mathbb{U}/P \). In general,

\[
\mathbb{U}/P = \{a \in \mathbb{U}: \mathbb{U}/IND(\{a\})\}. \quad (30)
\]

For example, if \( P = \{a, b\} \), \( \mathbb{U}/IND(\{a\}) = \{N_a, Z_a\} \), and \( \mathbb{U}/IND(\{b\}) = \{N_b, Z_b\} \), then

\[
\mathbb{U}/P = \{N_a \cap N_b, N_a \cap Z_b, Z_a \cap N_b, Z_a \cap Z_b\}.
\]

Clearly, each set in \( \mathbb{U}/P \) denotes an equivalence class. The extent to which an object belongs to such an equivalence class is, therefore, calculated by using the conjunction of constituent fuzzy equivalence classes, say \( F_i \), \( i = 1, 2, \ldots, n \):

\[
\mu_{F_i \cap \cdots F_i}(x) = \min(\mu_{F_i}(x), \mu_{F_1}(x), \ldots, \mu_{F_n}(x)). \quad (31)
\]

3 DISTANCE MEASURE ASSISTED ROUGH SET

3.1 ATTRIBUTE REDUCTION

As discussed previously, almost all techniques for rough set attribute reduction adopt an approach to minimization that examines only the information contained within the lower approximation of a set. Currently, there are no mechanisms in rough-set-based methods to deal with the uncertainty of the boundary region. Any useful information that may be contained in the boundary region is, therefore, lost when only the lower approximation is employed for minimization.
The approach described in this section uses both the information contained in the lower approximation and the information contained in the boundary region to search for reducts. The DMRSAR [16] method uses a distance measure to determine the proximity of objects in the boundary region to those in the lower approximation and assigns a significance value to these distances.

### 3.1 Distance Metric and Mean Positive Region

The distance metric attempts to qualify the objects in the boundary region with regard to their proximity to the lower approximation. From an intuitive point-of-view, the closer the proximity of an object in the boundary region to objects of the lower approximation, the greater the likelihood that it actually belongs to the set of interest. For the method detailed here, all of the distances of objects in the boundary region are calculated. From this, the significance value for a subset can be obtained.

Since calculating the margin of the lower approximation for an \( n \)-dimensional space would involve considerable computational effort, a more pragmatic solution is employed—the mean of all object attribute values in the positive region \((POSP)_P\) or union of lower approximations is calculated. This can be defined as follows:

\[
POSP_{\text{MEAN}} = \left\{ \frac{\sum_{a \in P} a(o)}{|POSP_P|} : \forall a \in P \right\}. \tag{32}
\]

Using this definition of the mean of the \( P \) positive region, the distance function for the proximity of objects in the boundary region from the \( P \) positive region mean can be defined by

\[
d_P(POSP_{\text{MEAN}}, y), \quad y \in BND_P(Q). \tag{33}
\]

Clearly this definition only holds true if either \( POSP_{\text{MEAN}} \) or \( BND_P(Q) \) is nonempty.

The exact distance function is not defined here as a number of strategies may be employed for the calculation of the distance of objects in the boundary. In Section 3.4, a euclidean type distance metric is employed.

In order to measure the quality of the boundary region, a significance value \( \omega \) for subset \( P \) is calculated by obtaining the sum of all object distances and inverting it such that

\[
\omega_P(Q) = \left( \sum_{y \in BND_P(Q)} d_P(POSP_{\text{MEAN}}, y) \right)^{-1}. \tag{34}
\]

It is important to note that if \( POSP_P = \emptyset \) there are no certain objects from which to generate a \( POSP_{\text{MEAN}} \), in which case no distance function can be defined and hence the significance degree \( \omega_P(Q) \) is set to 0. Also, when \( BND_P(Q) = \emptyset \) there is no uncertainty about the concept being approximated and so there are no uncertain objects to measure using the distance function, in which case the significance degree \( \omega_P(Q) \) is set to its maximum value of 1.

This significance measure is used in conjunction with the rough-set dependency value to gauge the utility of attribute subsets in a similar way to that of the rough-set dependency measure. As one measure only operates on the objects in the lower approximation and the other only on the objects in the boundary, both entities are considered separately and then combined to create a new evaluation measure \( M \):

\[
M_P(Q) = \frac{\omega_P(Q) + \gamma_P(Q)}{2}. \tag{35}
\]

Obviously, if \( \gamma_P(Q) = 1 \), then the concept being approximated has no uncertainty with respect to \( P \) and by (33) \( \omega_P(Q) = 1 \) also. A mean of both values is obtained as both operate in the range \([0, 1]\) and this allows the approach to be data driven. Initial investigative work has shown that manual manipulation of the participation can affect subset selection and even improve results (see conclusion and future work section). A new feature selection mechanism can be constructed that uses both the significance value and the rough dependency value to guide the search for the best feature subset.

An alternative to the mean positive region and distance metric is another approach which uses the Hausdorff metric to calculate the distance between nonempty sets. It measures the extent to which each point in a set is located relative to those of another set. The Hausdorff metric has been applied to facial recognition [26], image processing [27], and FS [22] with much success. It can be defined as

\[
h(A, B) = \max_{a \in A} \left\{ \min_{b \in B} \{d(a, b)\} \right\}, \tag{36}
\]

where \( a \) and \( b \) are points (objects) of sets \( A \) and \( B \), respectively, and \( d(a, b) \) is any metric between these points. A basic implementation of this has been incorporated into the above framework using euclidean distance as a metric. Experimentation using this approach can be found in Section 5. The primary disadvantage to this approach, however, is the computational overhead involved in calculating the distance of all objects in the boundary region from each other. For \( n \) boundary region objects, this means that \( O(n^2) \) distance calculations must be made, unlike the mean positive region which results in \( O(n) \) distance calculations.

### 3.2 Distance Measure-Based Selection Algorithm

Fig. 2 shows a rough-set-based \( \text{DMQ} \text{U} \text{ICK} \text{REDU} \text{CT} \) algorithm based on the previously described rough-set-based algorithm in Fig. 1.

\( \text{DMQ} \text{U} \text{ICK} \text{REDU} \text{CT} \) is similar to the RSAR algorithm but uses a combined distance and rough-set dependency value of a subset to guide the feature selection process. If the
combined value $M$ of the current reduct candidate is greater than that of the previous, then this subset is retained and used in the next iteration of the loop. It is important to point out that the subset is evaluated by examining the value of $M$, termination only occurs when the addition of any remaining features results in the dependency function value $(\gamma_T)$ reaching that of the unreduced data set. The value of $M$ is, therefore, not used as a termination criterion.

The algorithm begins with an empty subset $R$. The do-until loop works by examining the combined dependency and significance value of a subset and incrementally adding a single conditional feature at a time. For each iteration, a conditional feature that has not already been evaluated will be temporarily added to the subset $R$. The combined measure of the subset currently being examined (line 6) is then evaluated and compared with that of $T$ (the previous subset). If the combined measure of the current subset is greater, then the attribute added in (line 5) is retained as part of the new subset $T$ (line 6).

The loop continues to evaluate in the above manner by adding conditional features, until the dependency value of the current reduct candidate ($\gamma_T(\mathbb{B})$) equals the consistency of the data set (1 if the data set is consistent).

### 3.3 Computational Complexity

As the DMRSAR algorithm is based on a greedy hill-climbing type of search. The computational complexity will be similar to that of other approaches which use this method. However, in addition to the factors which govern the computational complexity of the rough set QUICKREDUCT algorithm, other factors must also be taken into account. In the DMRSAR approach objects in the boundary region are also considered and this inevitably adds to the computational overhead. Furthermore, all of those objects in the lower approximation are also considered when calculating a positive region object for each concept—where the objects of the positive region are “collapsed” to form a single representative object. At this lower level, the additional factors that must be considered (also those that are not employed in the rough set case) include the calculation of the collapsed lower approximation mean, the calculation of the upper approximation, and the calculation of the distances of objects in the boundary from the collapsed lower approximation mean.

From a high level point-of-view the DMQUICKREDUCT has an intuitive complexity of $\binom{n^2 + n}{2}$ for a dimensionality of $n$. This is the number of evaluations of the dependency function and distance measure performed in the “worst case.” For instance, if the feature set consists of $\{a_1, a_2\}$, then the DMQUICKREDUCT algorithm will make three evaluations, one each for $\{a_1\}$ and $\{a_2\}$, and finally one for $\{a_1, a_2\}$ in the worst case.

In an attempt to compare the complexity of both the RSAR and DMRSAR approaches from an application viewpoint, a number of artificial data sets were generated. There are 14 data sets in total ranging from 20 to 350 attributes, and 500 to 8,000 objects. Both FS approaches were applied to these data sets and the time taken to find a reduct was recorded in each case. The results show that there is only a marginal increase in runtime for the DMRSAR approach. There is even a decrease in some cases, but this relates to the fact that DMRSAR found smaller subsets than RSAR in these particular cases. However, Figs. 3 and 4 demonstrate that for increased dimensionality and numbers of objects there is little overall difference in runtime between the approaches.

### 3.4 A Worked Example

To illustrate the operation of the new distance measure-based algorithm, a small example data set is considered, containing discrete-valued conditional and decision attributes. The data used in the experimentation section are real-valued; however, crisp data are used in this example to aid explanation of the approach. Note also for brevity, that only the selection of two subsets is shown here.

Table 1 contains seven objects. It has four crisp-valued conditional attributes and a single crisp-valued decision attribute.

If attribute $d$ is considered for selection, for example, the lower and upper approximations must first be calculated:

$$\{d\} = \{\emptyset, \{2\}, \emptyset\}.$$
Similarly, for the upper approximation:

\[
[d] = \{\{0, 3, 5\}, \{1, 2, 4, 6\}, \{0, 1, 3, 4, 6\}\}.
\]

Having calculated the upper and lower approximations for \([d]\), the positive and boundary regions can be shown to be

\[
\begin{align*}
POS_{[d]}(\{e\}) &= \bigcup\{\emptyset, \{2\}\} = \{2\}, \\
BND_{[d]}(\{e\}) &= \bigcup\{\{0, 3, 5\}, \{2\} \\
&\quad \{1, 4, 6\}, \{1, 4, 6\}\} - \{2\} \\
&= \{0, 1, 3, 4, 5, 6\}.
\end{align*}
\]

The rough-set dependency, the positive region mean, and object distances can now all be calculated. As mentioned in the previous section, there are many distance metrics which can be applied to measure the distance of the objects in the boundary from the lower approximation mean. For simplicity, a variation of Euclidean distance is used in the approach documented here, and this is defined as

\[
\delta_d(POSPMEAN, y) = \sqrt{\sum_{a \in P} f_a(POSPMEAN, y)^2},
\]

where

\[
f_a(POSPMEAN, y) = 1 \iff a(POSPMEAN) \neq a(y) = 0 \text{ otherwise}.
\]

From this, the distances of all of the objects in the boundary region in relation to the lower approximation mean can now be calculated.

As there is only a single object in the lower approximation, the mean of the lower approximation does not need to be calculated in this case. The individual distances of objects in the boundary of \([d]\) can be shown to be

\[
\begin{align*}
\text{obj } 0 \sqrt{f_0(POSPMEAN, 0)^2} &= 1, \\
\text{obj } 1 \sqrt{f_1(POSPMEAN, 1)^2} &= 1, \\
\text{obj } 3 \sqrt{f_3(POSPMEAN, 3)^2} &= 1, \\
\text{obj } 4 \sqrt{f_4(POSPMEAN, 4)^2} &= 1, \\
\text{obj } 5 \sqrt{f_5(POSPMEAN, 5)^2} &= 1, \\
\text{obj } 6 \sqrt{f_6(POSPMEAN, 6)^2} &= 1.
\end{align*}
\]

Where there is more than one object in the potential reduct lower approximation, calculating the \(POSPMEAN\) object can be achieved in the manner described in the previous section. Examine all of those attribute values for each of the objects that appear in the lower approximation of the considered subset. For example, considering the subset \([a, d]\), the lower approximation and boundary regions are

\[
\begin{align*}
POSP_{[a,d]}(\{e\}) &= \bigcup\{\emptyset, \{2\}, \{4\}\}, \\
BND_{[a,d]}(\{e\}) &= \bigcup\{\{0, 3, 5\}, \{0, 3, 5\}, \{1, 6\}, \{1, 6\}\} \\
&= \{0, 1, 3, 5, 6\}.
\end{align*}
\]

The attribute values for \([a, d]\) for objects \([2, 4]\) can be obtained by referring to Table 1:

\[
\begin{align*}
\text{for } [a]: \text{object } 2 &= \text{’1’}, \\
\quad \quad \quad \text{object } 4 &= \text{’1’}, \\
\text{for } [d]: \text{object } 2 &= \text{’1’}, \\
\quad \quad \quad \text{object } 4 &= \text{’0’}.
\end{align*}
\]

This results in \(POSP_{PMEAN} = \{1, 0, 5\}\) for \([a, d]\).

These real-valued numbers, however, are not meaningful when dealing with crisp-valued data (1 is considered as different from 1.1 as it is from 100). The strategy employed to address this problem was to examine all of the attribute values for the attribute in question and assign it a value which appears in that range of values to which it is closest in terms of magnitude. So, as the \(POSP_{PMEAN}\) value for the attribute \(a\) is an existing value, this does not need to be considered; the \(POSP_{PMEAN}\) value assigned to \(d\), however, is not in the range of values taken by the attribute \(d\). Values of 0.5 or less are considered to be closer to 0, thus approximated to ’0’, and becomes \(POSP_{PMEAN} = \{1, 0\}\).

Again by utilization of Euclidean distance and the new \(POSP_{PMEAN}\), the distances of objects in the boundary region can be calculated:

\[
\begin{align*}
\text{obj } 0 \sqrt{(f_0(POSP_{PMEAN}, 0)^2 + f_0(POSP_{PMEAN}, 0)^2)} &= 1, \\
\text{obj } 1 \sqrt{(f_0(POSP_{PMEAN}, 1)^2 + f_0(POSP_{PMEAN}, 1)^2)} &= 1, \\
\text{obj } 3 \sqrt{(f_0(POSP_{PMEAN}, 3)^2 + f_0(POSP_{PMEAN}, 3)^2)} &= 1, \\
\text{obj } 5 \sqrt{(f_0(POSP_{PMEAN}, 5)^2 + f_0(POSP_{PMEAN}, 5)^2)} &= 1, \\
\text{obj } 6 \sqrt{(f_0(POSP_{PMEAN}, 6)^2 + f_0(POSP_{PMEAN}, 6)^2)} &= 1.
\end{align*}
\]

It is perhaps worth noting at this point, that although a form of Euclidean distance is used to calculate the distance of the objects from the \(POSP_{PMEAN}\), in calculating that distance, the difference between two values is always considered in Boolean terms for crisp data. The reason for this is that the values are states rather than real-valued. This means that if the value for a particular attribute in the \(POSP_{PMEAN}\) happened to be 1 and that of the corresponding attribute value of an object in the boundary region was 1,563, the difference between these two states would be \((1 - 1,563) = 1\). For real-valued data, however, this would not be the case as the values of attributes are real numerical values.

Although the individual distances may be useful in identifying objects that are similar to those in the lower approximation, they are not individually indicative of the

<table>
<thead>
<tr>
<th>Object</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 1
Example Data Set: Crisp Attributes

<table>
<thead>
<tr>
<th>Object</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
subset goodness. A method of achieving this measure is to calculate the sum of all of the distances and invert it thus giving a significance value to each subset considered for selection. The significance value is real-valued and has membership in the range \([0, 1]\) for the purpose of dealing with crisp data.

Thus, for \(\{a, d\}\):

\[
\omega_{\{a,d\}}(e) = (1 + 1 + 1 + 1)^{-1} = 0.2.
\]

Although the significance measure alone can be used to search for subsets, the results from some initial investigation indicated that these were not of equal quality as those returned by RSAR. So, the significance value was combined with the rough-set dependency value. This results in a combined metric in which both dependency and significance have equal participation.

By calculating the change in combined significance and dependency value \((M)\) when an attribute is removed from the set of considered conditional attributes, a measure of the goodness of that attribute can be obtained. The greater the change in \(M\) the greater the measure of goodness that attribute has attached to it.

Using the previous examples of the DMRSAR method, the values for the combined metric can be calculated for all considered subsets of \(C\) using DMRSAR:

\[
\begin{align*}
M_{\emptyset}(\{e\}) & = 0.0, & M_{\{a,d\}}(\{e\}) & = 0.3910, \\
M_{\{c\}}(\{e\}) & = 0.0, & M_{\{c,d\}}(\{e\}) & = 0.3026, \\
M_{\{d\}}(\{e\}) & = 0.342, & M_{\{a,b,d\}}(\{e\}) & = 0.3026, \\
M_{\{a,d\}}(\{e\}) & = 0.2425, & M_{\{b,c,d\}}(\{e\}) & = 1.0.
\end{align*}
\]

It is obvious from the above example that the search finds a subset in the manner \(\{d\} \rightarrow \{b, d\} \rightarrow \{b, c, d\}\). As \(\{a, d\}\) and \(\{c, d\}\) and also \(\{a, b, d\}\) do not result in the same increase in combined metric these subsets are ignored.

4 EXPERIMENTATION

This section presents the results of experimental studies using both crisp-valued and real-valued data sets. The DMRSAR method is initially compared with a rough-set-based feature selection method (RSAR) [2], and PCA [7]. Additionally, DMRSAR is also compared with fuzzy-rough-set-based FS (FRFS) [12] and a tolerance rough-set-based feature selection method [29] for real-valued data. It is important to note that DMRSAR operates on discretized versions of the real-valued data sets listed. All of the data sets presented are of the same format as that used in the example of the previous section. All data have been obtained from [1] and [19]. A comparison of the RSAR, FRFS, and distance-based dimensionality reduction techniques is made based on subset size, classification accuracy, and time taken to discover subsets.

4.1 Classifiers

Three classifier learners were employed for the classification of the data, JRip, J48, and PART [34].

J48 [25] creates decision trees by choosing the most informative features and recursively partitioning the data into subtables based on their values. Each node in the tree represents a feature with branches from a node representing the alternative values this feature can take according to the current subtable. Partitioning stops when all data items in the subtable have the same classification. A leaf node is then created, and this classification assigned.

JRip [3] learns propositional rules by repeatedly growing rules and pruning them. During the growth phase, antecedents are added greedily until a termination condition is satisfied. Antecedents are then pruned in the next phase subject to a pruning metric. Once the rule set is generated, a further optimization is performed where rules are evaluated and deleted based on their performance on randomized data.

PART [35] generates rules by means of repeatedly creating partial decision trees from data. The algorithm adopts a divide-and-conquer strategy such that it removes instances covered by the current rule set during processing. Essentially, a rule is created by building a pruned tree for the current set of instances; the leaf with the highest coverage is promoted to a rule.

4.2 Comparison of DMRSAR and RSAR

In this section, DMRSAR is compared with RSAR [2]. Results are presented both in terms of subset size and classification accuracy. The data sets employed range in size from 47 to 2,000 objects and between 7 and 57 attributes. Conditional attributes and decision attributes are crisp and discrete-valued.

4.2.1 Classification Accuracy

The data presented in Table 2 show the average classification accuracy as a percentage using each of the previously described classifiers. The classification was initially performed on the unreduced data set, followed by the reduced data sets which were obtained by using the RSAR and DMRSAR dimensionality reduction techniques, respectively.

Noting the classification results, the DMRSAR approach performs very well and shows increases in classification accuracies for at least one classifier where there has been a corresponding decrease in dimensionality (e.g., credit, exactly, etc.) Notably for the exactly data set DMRSAR shows an increase of up to 30 percent while simultaneously demonstrating a reduction in dimensionality. Even where there has been a decrease in the case of some classifiers and data sets which are of similar size to those of RSAR, this decrease is insignificant. Indeed, DMRSAR may sometimes discover subsets of similar size (but contain different features) to RSAR yet demonstrate an increase in classification accuracy (e.g., derm, ionosphere, heart).

4.2.2 Subset Size and Runtimes

Table 3 shows a comparison of subset size, and runtimes for both the RSAR and DMRSAR approaches. Although it still at least equals RSAR in terms of performance. However, despite this, it does show that there are gains to be made with crisp-valued data (credit, exactly, exactly2, wq), demonstrating that there is much information contained in the boundary region.

There is little relative increase in runtimes when comparing RSAR with DMRSAR, indeed DMRSAR sometimes demonstrates a reduction in dimensionality along
with a reduction in runtime. Considering also that no runtime optimization has been performed for DMRSAR, these results are very encouraging, but also show that there is some improvement required in terms of the mean positive region calculation which would result in more accurate measurement of distances.

4.3 Comparison of DMRSAR and PCA

PCA [7] is a versatile transformation-based DR technique which projects the data onto a new coordinate system of reduced dimensions. This process of linear transformation, however, also transforms the underlying semantics or meaning of the data. This results in data that are difficult for humans to interpret, but which may still provide useful automatic classification of new data. In order to ensure that the comparison of DMRSAR and PCA is balanced, the same subset sizes discovered for each data set are also employed in the analysis of PCA. Each of the best number of transformed features are also utilized for PCA.

The results in Table 4 show that of the 15 data sets only credit, derm, and tic-tac-toe demonstrate a small decrease in classification accuracy performance when compared with DMRSAR. These decreases are small in magnitude and DMRSAR outperforms PCA in all other cases, sometimes significantly.

### Table 2

<table>
<thead>
<tr>
<th>Dataset</th>
<th>J48 Unreduced</th>
<th>J48 RSAR</th>
<th>J48 DMRSAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit</td>
<td>72.60</td>
<td>70.10</td>
<td>69.59</td>
</tr>
<tr>
<td>derm</td>
<td>95.90</td>
<td>80.32</td>
<td>82.51</td>
</tr>
<tr>
<td>derm2</td>
<td>95.25</td>
<td>94.41</td>
<td>94.41</td>
</tr>
<tr>
<td>ionosphere</td>
<td>85.21</td>
<td>88.26</td>
<td>87.39</td>
</tr>
<tr>
<td>exactly</td>
<td>85.5</td>
<td>69.4</td>
<td>98.1</td>
</tr>
<tr>
<td>exactly 2</td>
<td>74.9</td>
<td>74.9</td>
<td>73.1</td>
</tr>
<tr>
<td>heart</td>
<td>77.89</td>
<td>80.95</td>
<td>81.29</td>
</tr>
<tr>
<td>led</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>lung</td>
<td>84.38</td>
<td>84.38</td>
<td>78.12</td>
</tr>
<tr>
<td>m-of-n</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>monk3</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>soybean</td>
<td>91.35</td>
<td>89.84</td>
<td>87.59</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>92.38</td>
<td>88.10</td>
<td>87.89</td>
</tr>
<tr>
<td>vote</td>
<td>93.67</td>
<td>93.67</td>
<td>93.67</td>
</tr>
<tr>
<td>wq</td>
<td>71.07</td>
<td>64.87</td>
<td>67.37</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original number of features</th>
<th>J48 RSAR</th>
<th>J48 DMRSAR</th>
<th>Time taken to locate reduct</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit</td>
<td>21</td>
<td>9</td>
<td>8</td>
<td>0.937</td>
</tr>
<tr>
<td>derm</td>
<td>35</td>
<td>7</td>
<td>7</td>
<td>0.625</td>
</tr>
<tr>
<td>derm2</td>
<td>35</td>
<td>10</td>
<td>10</td>
<td>0.578</td>
</tr>
<tr>
<td>ionosphere</td>
<td>35</td>
<td>8</td>
<td>8</td>
<td>0.313</td>
</tr>
<tr>
<td>exactly</td>
<td>14</td>
<td>9</td>
<td>8</td>
<td>0.203</td>
</tr>
<tr>
<td>exactly 2</td>
<td>14</td>
<td>13</td>
<td>10</td>
<td>0.328</td>
</tr>
<tr>
<td>heart</td>
<td>14</td>
<td>7</td>
<td>7</td>
<td>0.188</td>
</tr>
<tr>
<td>led</td>
<td>25</td>
<td>12</td>
<td>12</td>
<td>2.168</td>
</tr>
<tr>
<td>lung</td>
<td>57</td>
<td>4</td>
<td>4</td>
<td>0.125</td>
</tr>
<tr>
<td>m-of-n</td>
<td>14</td>
<td>8</td>
<td>7</td>
<td>0.171</td>
</tr>
<tr>
<td>monk3</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>0.063</td>
</tr>
<tr>
<td>soybean</td>
<td>36</td>
<td>12</td>
<td>12</td>
<td>0.797</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>10</td>
<td>8</td>
<td>8</td>
<td>0.188</td>
</tr>
<tr>
<td>vote</td>
<td>17</td>
<td>9</td>
<td>9</td>
<td>0.157</td>
</tr>
<tr>
<td>wq</td>
<td>39</td>
<td>15</td>
<td>14</td>
<td>3.250</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(predefined) subset size</th>
<th>J48</th>
<th>J48</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit</td>
<td>8</td>
<td>71.10</td>
<td>71.00</td>
<td>72.00</td>
</tr>
<tr>
<td>derm</td>
<td>7</td>
<td>90.40</td>
<td>94.08</td>
<td>93.98</td>
</tr>
<tr>
<td>derm2</td>
<td>10</td>
<td>93.29</td>
<td>91.34</td>
<td>93.52</td>
</tr>
<tr>
<td>ionosphere</td>
<td>8</td>
<td>81.30</td>
<td>76.95</td>
<td>79.12</td>
</tr>
<tr>
<td>exactly</td>
<td>8</td>
<td>67.80</td>
<td>66.70</td>
<td>68.60</td>
</tr>
<tr>
<td>exactly 2</td>
<td>10</td>
<td>75.90</td>
<td>74.30</td>
<td>75.80</td>
</tr>
<tr>
<td>heart</td>
<td>7</td>
<td>77.89</td>
<td>79.58</td>
<td>77.21</td>
</tr>
<tr>
<td>led</td>
<td>12</td>
<td>99.38</td>
<td>98.55</td>
<td>99.38</td>
</tr>
<tr>
<td>lung</td>
<td>4</td>
<td>71.85</td>
<td>68.75</td>
<td>65.62</td>
</tr>
<tr>
<td>m-of-n</td>
<td>7</td>
<td>76.23</td>
<td>73.30</td>
<td>75.30</td>
</tr>
<tr>
<td>monk3</td>
<td>3</td>
<td>77.77</td>
<td>76.62</td>
<td>77.31</td>
</tr>
<tr>
<td>soybean</td>
<td>12</td>
<td>77.81</td>
<td>72.18</td>
<td>75.18</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>8</td>
<td>96.18</td>
<td>94.57</td>
<td>95.92</td>
</tr>
<tr>
<td>vote</td>
<td>9</td>
<td>89.00</td>
<td>89.00</td>
<td>87.67</td>
</tr>
<tr>
<td>wq</td>
<td>14</td>
<td>67.32</td>
<td>67.37</td>
<td>66.41</td>
</tr>
</tbody>
</table>
It should be emphasized, however, that while PCA might marginally outperform DMRSAR in three instances in terms of classification accuracy, the semantics of the data is irreversibly transformed following dimensionality reduction. This can have consequences where human interpretability of the data is important, which is one of the key reasons for performing feature selection tasks to begin with. As DMRSAR is a feature selection approach as opposed to a feature ranking method, a predefined threshold is not required; selection is complete as soon as the termination criterion (rough-set dependency) is fulfilled. The rough-set dependency value is integral to the selection process and as such, in contrast to PCA does not need to be predefined.

Finally, it is worth noting that PCA is selected for comparison here due to recognition of the fact that it is an established approach for dimensionality reduction.

4.4 Comparison of DMRSAR and FRFS

The real-valued data used in this section comprise of data sets which are small-to-medium in size, with between 120 and 390 objects per data set and feature sets ranging from 5 to 39. The unreduced data classification is illustrated in Table 5. The data have been discretized for use with DMRSAR as it is unable to handle real-valued data. The DMRSAR selected subsets are, however, employed when reducing and classifying the original real-valued data.

4.4.1 Classification Accuracy

It is interesting to note that where a decrease in classification accuracy is recorded for FRFS, with respect to the unreduced data the same is also true for DMRSAR. This decrease in classification accuracy is small when comparing both FRFS and DMRSAR approaches to the unreduced data. Also, when comparing classification results, where the DMRSAR approach shows a fall in classification accuracy, the corresponding reduction in dimensionality (shown in Table 5) is significantly better than that of FRFS.

4.4.2 Subset Size and Runtimes

It is clear also from the runtime figures that DMRSAR runs considerably faster than FRFS. This primarily, can be attributed to the computational complexity of FRFS which is related to the time taken in calculating fuzzy equivalence classes. Clearly, DMRSAR has a considerable advantage in this respect as the figures in Table 4 demonstrate.

The advantages of the DMRSAR method in terms of subset size are more pronounced when compared with FRFS than those for RSAR as demonstrated in Table 6. This is a strong indicator that the approach is perhaps more efficient when applied to domains where the data are real-valued; this is borne out by the marked contrast between the subset-size results obtained for both approaches. There are, however, two data sets where DMRSAR fails to outperform FRFS in terms of subset size—water 2 and water 3 (see conclusion and future work for further discussion of this). However, it should be noted that FRFS is considerably more mature and refined in terms of both research effort and development.

4.5 Comparison of TRSM and DMRSAR

In this section, an extension of the rough set model—the TRSM [29] is compared with DMRSAR. TRSM employs a similarity relation to minimize data as opposed to the indiscernibility relation used in classical rough sets. This allows a relaxation in the way equivalence classes are considered. This flexibility allows a blurring of the boundaries of the former rough or crisp equivalence classes and objects may now belong to more than one tolerance.
class, thus allowing the consideration of real-valued data. Thus, as for FRFS real-valued data are also employed for the evaluation of this approach.

The ideal tolerance threshold value can be obtained by repeated experimentation for a given data set. This is where the TRSM diverges from the approaches to which DMRSAR has been compared up until now, which have all been data driven. Further work which examines a non-data-driven feature selection approach and which utilizes the boundary region of the TRSM can be found in [17]. For the comparison of DMRSAR and TRSM, results are presented in the following sections for two different values of tolerance threshold ($\tau$)—0.90, and 0.95.

### 4.5.1 Subset Size

The subset sizes for both values of tolerance threshold are outlined in Table 7. The results demonstrate that the TRSM method can sometimes outperform both FRFS and DMRSAR in terms of subset size. However, it should be borne in mind that the TRSM is not completely data driven and much experimentation may be required before optimal results are achieved for each individual data set. Additionally, the results also demonstrate that the TRSM method does not perform consistently and in some cases returns a larger subset while simultaneously displaying a decrease in classification accuracy.

### 4.5.2 Classification Accuracy

The results presented in Tables 8 and Tables 9 show that DMRSAR when compared with TRSM performs favorably.

### 4.6 Hausdorff Metric Implementation

The Hausdorff metric approach to distance measurement has been described previously as an alternative to the mean positive region and euclidean distance-based method which was used to generate the empirical results shown above.

The DMRSAR approach was augmented with the Hausdorff metric to measure the distance between the lower approximation and the boundary region was implemented in order to investigate the performance of this method in terms of subset size and runtimes. The results of this investigation are included here in Table 10.

It is apparent that this particular implementation of the Hausdorff metric fails to capture the useful information of the boundary region in the same way that the mean positive region method does. Examining the results for subset size, it can be seen that the existing DMRSAR approach returns superior results in all cases. Perhaps

### TABLE 7

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original number of features</th>
<th>TRSM $\tau = 0.90$</th>
<th>TRSM $\tau = 0.95$</th>
</tr>
</thead>
<tbody>
<tr>
<td>water 2</td>
<td>39</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>water 3</td>
<td>39</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>cleveland</td>
<td>14</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>glass</td>
<td>10</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>heart</td>
<td>14</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>ionosphere</td>
<td>34</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>olitos</td>
<td>25</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>wine</td>
<td>13</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

### TABLE 8

<table>
<thead>
<tr>
<th>Dataset</th>
<th>JRIP</th>
<th>PART</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td>water 2</td>
<td>85.38</td>
<td>82.30</td>
<td>87.43</td>
</tr>
<tr>
<td>water 3</td>
<td>80.00</td>
<td>81.53</td>
<td>76.67</td>
</tr>
<tr>
<td>cleveland</td>
<td>54.20</td>
<td>53.87</td>
<td>52.52</td>
</tr>
<tr>
<td>glass</td>
<td>65.88</td>
<td>69.15</td>
<td>68.69</td>
</tr>
<tr>
<td>heart</td>
<td>79.25</td>
<td>75.19</td>
<td>78.88</td>
</tr>
<tr>
<td>ionosphere</td>
<td>85.65</td>
<td>86.52</td>
<td>85.21</td>
</tr>
<tr>
<td>olitos</td>
<td>70.00</td>
<td>65.83</td>
<td>61.66</td>
</tr>
<tr>
<td>wine</td>
<td>96.06</td>
<td>94.94</td>
<td>96.62</td>
</tr>
</tbody>
</table>

The results obtained for both tolerance values, show that for four of the eight data sets for $\tau = 0.9$, the TRSM performs poorly and for the remaining four data sets the results are comparable. When $\tau = 0.95$, DMRSAR outperforms TRSM in six cases. The TRSM, however, defeats DMRSAR marginally for the ionosphere data set but the corresponding subset is twice the size. The remaining data set, wine, shows a classification result that is comparable to DMRSAR.

### TABLE 9

<table>
<thead>
<tr>
<th>Dataset</th>
<th>JRIP</th>
<th>TRSM</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td>water 2</td>
<td>82.82</td>
<td>83.07</td>
<td>82.05</td>
</tr>
<tr>
<td>water 3</td>
<td>81.02</td>
<td>80.77</td>
<td>81.02</td>
</tr>
<tr>
<td>cleveland</td>
<td>50.54</td>
<td>50.84</td>
<td>54.54</td>
</tr>
<tr>
<td>glass</td>
<td>69.62</td>
<td>68.22</td>
<td>69.62</td>
</tr>
<tr>
<td>heart</td>
<td>80.38</td>
<td>78.57</td>
<td>81.48</td>
</tr>
<tr>
<td>ionosphere</td>
<td>86.08</td>
<td>87.39</td>
<td>87.39</td>
</tr>
<tr>
<td>olitos</td>
<td>64.16</td>
<td>66.67</td>
<td>64.16</td>
</tr>
<tr>
<td>wine</td>
<td>93.25</td>
<td>95.50</td>
<td>96.02</td>
</tr>
</tbody>
</table>

### TABLE 10

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DMRSAR Subset Size</th>
<th>Hausdorff Metric Subset Size</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit</td>
<td>8</td>
<td>10</td>
<td>41.64</td>
</tr>
<tr>
<td>derm</td>
<td>7</td>
<td>32</td>
<td>19.343</td>
</tr>
<tr>
<td>derm2</td>
<td>10</td>
<td>32</td>
<td>18.437</td>
</tr>
<tr>
<td>ionosphere</td>
<td>8</td>
<td>28</td>
<td>7.000</td>
</tr>
<tr>
<td>exactly</td>
<td>8</td>
<td>13</td>
<td>17.422</td>
</tr>
<tr>
<td>exactly2</td>
<td>10</td>
<td>13</td>
<td>19.250</td>
</tr>
<tr>
<td>Heart</td>
<td>7</td>
<td>10</td>
<td>1.734</td>
</tr>
<tr>
<td>LED</td>
<td>12</td>
<td>13</td>
<td>566.05</td>
</tr>
<tr>
<td>lung</td>
<td>4</td>
<td>5</td>
<td>0.484</td>
</tr>
<tr>
<td>m-of-n</td>
<td>7</td>
<td>9</td>
<td>22.03</td>
</tr>
<tr>
<td>monk3</td>
<td>3</td>
<td>6</td>
<td>0.422</td>
</tr>
<tr>
<td>soybean</td>
<td>12</td>
<td>19</td>
<td>23.518</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>8</td>
<td>8</td>
<td>5.859</td>
</tr>
<tr>
<td>vote</td>
<td>9</td>
<td>9</td>
<td>3.205</td>
</tr>
<tr>
<td>wq</td>
<td>14</td>
<td>27</td>
<td>57.031</td>
</tr>
</tbody>
</table>
even more apparent is the results for the runtimes with the LED data set taking 566 s to run. This was to be expected as there are a large number of distance calculations performed even for small data sets (exponential $O(n^2)$ for $n$ upper approximation objects).

5 Conclusion and Future Work

Comparison of DMRSAR with FRFS has shown that the DMRSAR method is a good starting point for further work based on the distance metric for exploring the boundary region of rough sets. The subset size results show that there is still some additional optimization required in order to equal FRFS. Classification accuracy results have been shown to be very similar to those of FRFS, and in some cases the DMRSAR method has even shown an increase while simultaneously demonstrating a reduction in dimensionality. Where a decrease has been observed in relation to FRFS, it has been small and, as discussed previously, the actual decrease is not significant. It is perhaps worth noting that FRFS is a state-of-the-art approach when considering real-valued data and much research effort has been invested in refining its performance.

Additional comparison with a TRSM-based feature selection method has demonstrated that while this method may sometimes marginally outperform DMRSAR, it requires an additional thresholding value. In order to determine the optimal value, however, repeated experimentation is required for each data set. DMRSAR requires no such thresholding value and relies only on the information in the data.

The experimental evaluation emphasizes how much useful information is contained in the boundary region of a rough set. However, it is clear from the results obtained in the previous section that an increase in the efficiency of the DMRSAR algorithm is highly desirable and will lead to further increases in performance. The experimental work detailed in this paper did not take advantage of any optimizations that are expected to reflect this.

Future work would include a reevaluation of how the mean positive region is calculated. Implementation of a more accurate calculation of the lower approximation boundary would mean that distances of objects in the boundary region could be more accurately measured. Other aspects of the DMRSAR approach which require investigation include the current distance metric. For the worked example described in this paper, a euclidean distance metric is employed. Metrics such as Mahalanobis distance, ellipsoid distance, and others could also be considered.

It is also expected that a more thorough investigation of the Hausdorff metric and methods of implementation would improve both performance and runtimes. Indeed a fuzzy-Hausdorff version of the distance metric may be useful in dealing with real-valued data as this would reflect the continuous nature of the data.

The significance measure which is employed for DMRSAR is quite basic, and considers the boundary region as a single significance value which is expressed as membership value of a unary fuzzy set. By redefining this as a number of fuzzy sets, the boundary region could be quantified more accurately by expressing membership in terms of weights of objects in the boundary in relation to distance from the mean positive region. Apart from the use of extra fuzzy sets, the way in which objects in the boundary are correlated is another area which is worthy of investigation. By examining the correlation of objects and their individual distances, it may be possible to qualify the individual objects and their information value.

In the DMRSAR approach described in Section 3.4, both the dependency measure and the significance value (distance measure) are allowed equal weighting as part of the combined evaluation metric. However, by assigning different weights to each of these metrics, more or less significance can be placed on either measure. Some initial work has been undertaken in this area which indicates that further improvements in performance in terms of subset size and classification accuracy can be obtained through the adoption of such a strategy. A more thorough investigation would explore the level of participation of each evaluation metric and ascertain the effect this has on performance.

Given that the extension of RSAR for the consideration of objects in the boundary region has shown to be successful, additional work in the form of an investigation of the boundary region of tolerance rough sets [17] has also been carried out.

Other areas of application which are currently being investigated include classification and the use of the boundary region of fuzzy-rough sets.
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