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• Recommender system helps us to obtain information/products 
that interest us more.



• A Triple combines two entities with one relation, e.g. :

• Knowledge Graph (KG), composed of countless triples, is a well-
structured data form and has already used in recommender 
system, question answering, etc.

(𝑀𝑖𝑐ℎ𝑎𝑒𝑙 𝐽𝑎𝑐𝑘𝑠𝑜𝑛, 𝐵𝑜𝑟𝑛_𝑖𝑛, 𝐼𝑛𝑑𝑖𝑎𝑛𝑎)



And what will happen with:

Recommender system + Knowledge Graph?

We give a toy example:

• One day, Tom listened to song “Billie Jean”.

• Then, Tom was recommended a song “Scream”.

• Tom did like “Scream”!

• Why?

• To explain this, we draw a music field Knowledge 
Graph, as shown in right side:



• Three extracted paths explain the recommend reason.

• Explainability is significantly enhanced compared with Collaborative 

Filtering (similar users tend to like similar items).



However, there are still two questions:

• Q1: How to extract paths from 
Knowledge Graph quickly and 
accurately?

• Q2. Which path here accounts 
for “Tom likes Scream”more?



To solve these, we introduce meta path. 

Path:

Meta path:

• A Meta Path can represent a series of paths with the same structure.



• Q1: How to extract paths from 
Knowledge Graph quickly and 
accurately?

• Q2. Which path here accounts 
for “Tom likes Scream”more?

With meta path, here comes our solutions:

Meta-path-aided
Path Extraction 

Algorithm

Meta-path-based
Entropy Encoder



Overall framework of our proposed model:

Name: Path-enhanced Recurrent Network (PeRN)



Some explanations of this model:

• PeRN is an end-to-end recommendation model.

• Path Extraction Algorithm is used in “Extract Path” step.

• Meta path is abstracted from path.

• (𝑇𝑜𝑚, 𝑆𝑐𝑟𝑒𝑎𝑚) here is defined as an user-item interaction.



Methodology

•Path Extraction Algorithm

•Recurrent Network Encoder

•Entropy Encoder

•Weighted Pooling Layer

•Optimization



Path Extraction Algorithm

Some explanations:

• This algorithm is meta-path-aided.

• This algorithm mainly uses the idea 

of bi-directional search.

• We regard paths over six hops as 

noise.

• if 𝒑𝒍 𝒔𝒂𝒕𝒊𝒔𝒇𝒊𝒆𝒔 𝒎𝒑 indicates the 

condition when meta path of 𝑝𝑙 is 

same as 𝑚𝑝.



Recurrent Network Encoder

Some explanations:

• An n-hop path is composed of n 

triples.

• The format of embedded vector is 

(𝑒𝑛𝑡𝑖𝑡𝑦, typeof(𝑒𝑛𝑡𝑖𝑡𝑦), 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛), 

so an n-hop path will be 

embedded to n+1 vectors.

• Two fully-connected layers and 

activation function:

𝑠 = 𝑊2
𝑇ReLU(𝑊1

𝑇ℎ)



Entropy Encoder

𝑤𝑖 =
Gain(𝐷, 𝐸𝑔 = 𝑚𝑝𝑖)

σ
𝑗=1
|𝑀𝑃_𝑘|

Gain(𝐷, 𝐸𝑔 = 𝑚𝑝𝑗)

Some explanations:

• 𝑤𝑖 is designed for weighting different paths in one user-item interaction. 

• Each path in one user-item interaction holds its own weight 𝑤.

• In one user-item interaction 𝑎𝑘 = (𝑢, 𝑖),  there might be 𝑛 paths which can be 
abstracted to 𝑚 meta paths (𝑛 ≥ 𝑚). The type of meta path can be seen as a 
feature in 𝑎𝑘.

• Gain(𝐷, 𝐸𝑔 = 𝑚𝑝𝑖) indicates the information gain from feature 𝐸𝑔 (the type of 
meta path) to 𝐷 (if this path is “right”) .



Weighted Pooling Layer

ෞ𝑦𝑘 = 𝜎(෍

𝑖=1

𝑃𝑘

𝑤𝑖 𝑠𝑖)

Some explanations:

• 𝑃𝑘 is the path set of user-item interaction 𝑎𝑘 .

• 𝑤𝑖 and s𝑖 is the weight and score of i-th path in 𝑃𝑘. 

• 𝜎 indicates sigmoid activation function.



Optimization

𝐿 = −෍

𝑎∈𝐴

(𝑦log ො𝑦 + 1 − 𝑦 log(1 − ො𝑦))

𝐿2 regularization is conducted here, which is omitted for simplicity.



Experiments

•Dataset Description

•Bi-classification Task

•Top-k Task

•Explainability Analysis



Dataset Description

KKBox: A music recommendation dataset 

from Kaggle.

IM-1M: A movie recommendation 

dataset from IMDb and MovieLens-1M.



Both music and movie field knowledge graphs are manually constructed.

Here shows the schema graphs of KKBox and IM-1M knowledge graphs.



Bi-classification Task



Top-k Task (on dealing cold-start issue)

PcKG: Percentage of interactions used to complete Knowledge Graph



Explainability Analysis
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