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\textbf{Abstract}

Recently, multimodal optimization problems (MMOPs) have gained a lot of attention from the evolutionary algorithm (EA) community since many real-world applications are MMOPs and may require EAs to present multiple optimal solutions. In this paper, a memetic algorithm that hybridizes particle swarm optimization (PSO) with a local search (LS) technique, called memetic PSO (MPSO), is proposed for locating multiple global and local optimal solutions in the fitness landscape of MMOPs. Within the framework of the proposed MPSO algorithm, a local PSO model, where the particles adaptively form different species based on their indices in the population to search for different sub-regions in the fitness landscape in parallel, is used for globally rough exploration, and an adaptive LS method, which employs two different LS operators in a cooperative way, is proposed for locally refining exploitation. In addition, a triggered re-initialization scheme, where a species is re-initialized once converged, is introduced into the MPSO algorithm in order to enhance its performance of solving MMOPs. Based on a set of benchmark functions, experiments are carried out to investigate the performance of the MPSO algorithm in comparison with some EAs taken from the literature. The experimental results show the efficiency of the MPSO algorithm for solving MMOPs.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Hard optimization problems, such as constrained optimization problems [5,23], multi-objective optimization problems [7,34,40], and dynamic optimization problems [3,12,38], have always gained a lot of attention due to their universality in scientific and engineering applications. It is noticeable that many real-world optimization problems are multimodal optimization problems (MMOPs) and may require a solving algorithm to provide multiple optimal solutions in the search space. For example, multiple objects always need to be mapped simultaneously in the machine vision application [4]. For this kind of MMOPs, a solving algorithm is required to obtain all global optima and even locate all, or as many as possible, local optima.

In recent years, investigating the performance of evolutionary algorithms (EAs) for MMOPs has attracted a growing interest from the EA community. However, MMOPs pose serious challenges to traditional EAs since the population tends to converge to a single solution. In order to address this problem, a number of approaches have been developed into EAs for solving MMOPs recently. For example, the \textit{niche} or \textit{speciation} techniques have been developed to first distribute the individuals on multiple different peaks in the solution space and then allow EAs to exploit those peaks simultaneously.
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Over the years, a class of hybrid EAs, called memetic algorithms (MAs), have been widely applied for many complex optimization problems, such as scheduling problems [10,20], combinatorial optimization problems [8,35,31], and multi-objective optimization problems [19]. MAs combine EAs with local search (LS) methods and hence are also referred to as genetic local search. In the framework of MAs, LS operators are used to execute further exploitation for the individuals generated by common EA operations (e.g., crossover, mutation, etc.), which is helpful to enhance EA’s capacity of solving complicated problems. However, most problems for which MAs have been applied are unimodal problems. MAs have been rarely considered in multimodal environments. Obviously, it is easy to hybridize LS methods with EAs for MMOPs. Therefore, it becomes an interesting research topic to evaluate the performance of MAs for MMOPs.

Similar to EAs, particle swarm optimization (PSO) is also an iterative, population-based optimization technique, which draws its inspiration from the simulation of social behavior of a group of fishes or birds. Due to its features of easy-to-implement and robust adaptability, PSO has been widely applied for many optimization problems [6,9,36]. In the general PSO model, each individual (called particle) in the population accomplishes its update based on the best solution (termed as pbest) it has found so far, and the best solution (termed as gbest) its neighbors have found so far. The principle behind PSO is that each particle owns the learning ability from itself (pbest) and its best neighbor (gbest). How to choose gbest to guide the moving of each particle in the search space is a critical issue. Based on the learning approaches of particles, PSO comes with two versions, i.e., the global version and the local version. In the global PSO model, all particles learn from the best particle in the whole population while in the local version each particle learns from the best particle in its neighborhood. It is obvious that a proper neighborhood topology structure can ensure different particles in the population converge into different optima in the solution space. This property leads to the application of PSO for MMOPs in recent years [14,22].

In this paper, we propose a new memetic PSO (MPSO) algorithm that combines PSO and a LS method for optimization problems with many optima. In the proposed MPSO algorithm, a special PSO neighborhood structure, where the particles are located on a ring-shaped topology and adaptively form different species based on their indices in the population, is proposed for locating multiple optima, and an adaptive LS operator, which employs two different LS methods in an adaptive cooperation fashion, is used for enhancing the exploitation capacity of the proposed algorithm. In addition, a triggered re-initialization scheme is also integrated into the MPSO algorithm in order to further improve its performance for solving those problems with many optima. Extensive experiments are carried out on a set of benchmark multimodal functions in order to examine the major features of the proposed algorithm and compare its performance with some peer algorithms.

The rest of this paper is organized as follows. In Section 2, the basic principle of PSO is introduced and then relevant work on PSO for MMOPs is reviewed briefly. In Section 3, the proposed MPSO algorithm is described in detail. Section 4 presents the experimental results and analyses. Finally, Section 5 concludes this paper with discussions on the future work.

2. Related work

In this section, we describe the basic principle of PSO and then give a brief review on related work on PSO for MMOPs.

2.1. Principles of PSO

PSO is a stochastic optimization method where a population of individuals (particles) move through the search space [17]. The rules, which govern the movement of particles, are inspired by the social interaction among a school of fishes or a flock of birds in nature. In a PSO model, a particle can be represented by its position and its velocity. At every iteration, each particle in the population can accomplish its updating based on its current velocity and position, the best position found so far by itself, and the best position found so far by any of its neighbors, which can be described as follows:

\[
\begin{align*}
\vec{v}_i(t + 1) &= \omega \vec{v}_i(t) + c_1 \xi (\vec{p}_i(t) - \vec{x}_i(t)) + c_2 \eta (\vec{g}_i(t) - \vec{x}_i(t)), \\
\vec{x}_i(t + 1) &= \vec{x}_i(t) + \vec{v}_i(t + 1),
\end{align*}
\]

where \(\vec{v}_i(t)\) and \(\vec{x}_i(t)\) represent the velocity and position of particle \(i\) in the \(j\)th dimension at iteration \(t\), respectively, \(\vec{p}_i(t)\) is the position in the \(j\)th dimension of the best solution (pbest) found so far by particle \(i\), \(\vec{g}_i(t)\) is the position in the \(j\)th dimension of the best solution (gbest) found so far by the neighbors of particle \(i\), \(\omega\) is the inertia weight that controls the degree a particle's previous velocity will be kept, \(c_1\) and \(c_2\) denote the cognitive and social learning factors, respectively, and \(\xi\) and \(\eta\) are random variables uniformly distributed in the range \([0, 1]\).

Based on the approach of choosing gbest, PSO can be classified into two versions, global and local. In the global version of PSO algorithms, all particles in the population "share" the same gbest (the best fitness solution found so far by them). As a result, the population can converge quickly into one optimum in the search space. On the contrast, the local version of PSO only allows each particle to choose its gbest from its neighbors, which only comprise part of the whole population, in a given distance space. Therefore, the particles in the population may converge into multiple different optima eventually in the local PSO model. It is obvious that the local PSO model can adapt to the multimodal optimization domain more easily than the global version can do.
In the local PSO model, it is very important to design the neighborhood topology structure, i.e., how to determine the neighbors of a particle. One straightforward approach is to define the local neighborhood according to the real distance between the particles in the solution space, which can be translated into the Hamming distance for the genotype with a binary representation or the Euclidean distance for the genotype with a real-coded representation. If the distance between two particles is lower than a given threshold, they are regarded as neighbors to each other. Obviously, this approach is time-consuming because the distance between a particle and other particles always requires to be re-calculated when it chooses its neighbors. Another approach is to identify the neighboring particles using their indices in the population. The particles are often located on a ring-shaped topology, i.e., the particle with index 1 (\(\tilde{x}_1\)) is the immediate neighbor of the particle with index \(N (\tilde{x}_N)\) where \(N\) is the population size. If \(r_s\) is the neighborhood’s radius, particle \(i\) is neighbored by the particles with indices from \(((i - r_s)\%N)\) to \(((i + r_s)\%N)\), where “%” is the modulo operation.

However, there is a well-known problem in the simple local PSO model: it cannot perform an efficient exploitation to locate the optima with a higher accuracy, although it is capable of detecting the regions of different optima in the search space. Hence, it becomes an interesting research issue to investigate the hybridization of the local PSO model and LS techniques for solving MMOPs, which is the major research topic of this paper.

2.2. PSO for MMOPs

Over the past decades, optimization of multimodal functions has been studied widely by EA researchers \([13,30,32]\) and a lot of strategies, such as the niches technique and the species mechanism, have been introduced into EAs for these problems. However, it is noticeable that most work on MMOPs has focused on genetic algorithms (GAs) \([18,21,33,37]\). Only in very recent years, PSO has been applied in the multimodal optimization domain \([27]\).

The initial work on PSO for MMOPs was reported by Kennedy \([16]\), where a \(k\)-means clustering algorithm is used to identify the centers of different clusters of particles in the population, and then these cluster centers are used to substitute the personal best (\(pbest\)) or the neighborhood best (\(gbest\)) for each particle. Brits et al. \([1]\) introduced a \(n\)best PSO, where the neighborhood of a particle is defined as its \(n\) closest particles in the population according to the Euclidean distance, while the \(gbest\) of each particle is defined as the average of the positions of its \(n\) closest neighbors. The disadvantage in the above two early works is that the best neighbor \(gbest\) of a particle is not always the best fitness particle in its neighborhood, which may mislead its evolution progress.

The niche technique is a common strategy for EAs for MMOPs. Brits et al. \([2]\) introduced the niche technique into the PSO algorithm, where a subswarm can be created with a particle and its closest neighbor from the main swarm if that particle’s fitness shows very little change over a number of iterations, and the subswarms thus generated are used to locate multiple optima in parallel in the search space. The subswarms can merge together, or absorb particles from the main swarm and accomplish their training according to the guaranteed convergence PSO model, while the main swarm can be trained based on the cognitive only PSO model. Zhang et al. \([39]\) proposed an adaptive sequential niche PSO (ASNPSO) algorithm for MMOPs. In ASNPSO, multiple subswarms are created to detect multiple optimal solutions sequentially and the particles in the subswarm that runs later need to modify their fitness based on a penalty function once they are determined to locate one of the achieved optima in order to avoid all subswarms from converging to one or several certain optimal solutions. A hill valley function is designed to determine whether or not two points of the search space belong to a peak of the multimodal function through calculating the fitness of several interior sample points between these two points. The disadvantage of this algorithm is that the hill valley detection may consume too many additional evaluations. The authors used a sample array with the size of five in their experiments, which means that one hill valley detection may require five fitness evaluations additionally.

Recently, a species mechanism, which was proposed by Li et al. \([18]\) for improving the performance of genetic algorithms (GAs) for MMOPs, has also been extended into PSO. Parrott and Li \([25]\) proposed a species-based PSO (SPSO) algorithm, where a species can be constructed with its species seed, i.e., the fittest particle in the species, and all particles that fall within a preset Euclidean distance from the species seed. At each iteration step of running SPSO, different species seeds can be identified to form multiple species to search for multiple optima in parallel and then used as the \(gbest\) for the particles in different species accordingly. In addition, a scheme of removing redundant duplicate particles in a species is also designed for further improving the performance of SPSO.

3. The proposed MPSO algorithm

In this section, we describe three major operations of the proposed MPSO algorithm in detail, including the new local PSO model, the adaptive LS method, and the triggered re-initialization scheme.

3.1. PSO topology structure

The local PSO model is considered for MMOPs in this paper since the local version can adapt better to these problems than the global one (see Section 2.1). However, how to choose the \(gbest\) for each particle in the population is a major question to answer in the local PSO model.
Parrott and Li [25] defined the local neighborhood in the Euclidean distance space, where the particle with the best fitness is firstly selected as the species seed, and then all particles that fall within a given radius measured in the Euclidean distance from the species seed are classified into the same species, and finally all members in the same species choose the species seed as their \( g_{best} \). The course is iterated until all particles in the population are identified (either as a species seed or a species member). It is easy to see that many evaluations of the Euclidean distance are required during this identification course. Petalas et al. [26] arranged all particles in the population on a ring topology and decided the neighbors of each particle according to a neighborhood radius measured by the population index distance between two particles. The \( g_{best} \) of each particle can be determined by the fittest particle among its neighbors. Although this scheme seems very simple, the interaction among the particles may eventually lead to the population converging into a few optima or even only one optimum, which is not expected when solving MMOPs.

Inspired by the aforementioned works, a robust algorithm of choosing \( g_{best} \) for each particle in the population is proposed in this paper, where the particles adaptively form multiple different species based on their population indices, and then the species seed (the best fitness particle in the species) is chosen as the \( g_{best} \) of each member in the species accordingly.

The choice algorithm is performed at each iteration step, as shown in Fig. 1, where \( S_0 \) denotes the set of solutions achieved by the MPSO algorithm so far (see the detailed discussion in the next section), \( S \) denotes the set of species seeds, \( r_s \) is a parameter of controlling the size of a species, and \( r_0 \) is a parameter of checking whether a particle locates in an achieved optimum. At the beginning, all achieved solutions in \( S_0 \) are first copied into the set \( S \) and the status of each particle in the population \( P \) is initially set as \( unprocessed \). The best unprocessed particle \( \tilde{x}_0 \) is first selected from \( P \) to check whether it will be chosen as a species seed or not. If \( \tilde{x}_0 \) falls within the radius \( r_0 \) from any solution \( \tilde{s} \) in \( S \), it cannot become a species seed and will be re-initialized immediately with a random position and velocity; otherwise, \( \tilde{x}_0 \) will be chosen as a new species seed and added into \( S \), and a new species will be constructed by all unprocessed particles whose indices are within the range \([k - r_s, k + r_s]\).

It is easy to understand that the above choice algorithm aims at forming multiple species, which can explore different regions of the search space in parallel, according to the indices of particles in the population. Fig. 2 provides an example to illustrate how this algorithm works. In this case, a population consists of six particles, among which \( s_1 \), \( s_2 \), and \( s_3 \) are the first, second, and third fittest particles, respectively. Two species, dominated by \( s_1 \) and \( s_3 \), respectively, will be constructed after the choice algorithm is applied, while \( s_2 \) cannot be chosen as a species seed since the distance between \( s_2 \) and \( s_1 \) is shorter than \( r_0 \), which means that \( s_2 \) may be located in the same peak as \( s_1 \). Note also that particle \( p \) only belongs to the species dominated by \( s_1 \), which means that a particle can only be dominated by the fitter species seed in order to avoid the interaction between two different species if they have their radii overlapped.

The aforementioned species construction method is expected to decrease the number of Euclidean distance calculations. In the neighborhood scheme of the local PSO model that computes all distances among the particles at each iteration, the number of Euclidean distance calculations is \((s_{\text{size}} - 1)!\) where \( s_{\text{size}} \) denotes the size of the whole swarm in this paper,

```
Procedure Algorithm of choosing gbest:
begin
    \( S := S_0; \)
    set seed := true;
    set the status of each particle in \( P \) as unprocessed;
    while (there are unprocessed particles in \( P \)) do
        get the best unprocessed particle \( \tilde{x}_k \in P; \)
        for each species seed \( s \in S \) do
            if \( d(\tilde{x}_k, \tilde{s}) < r_0 \) then
                initialize \( \tilde{x}_k \) randomly;
                set the status of \( \tilde{x}_k \) as processed;
                set seed := false;
                break;
            end if
        end for
        if (seed = true) then
            \( S := S \cup \{\tilde{x}_k\}; \)
            for each unprocessed particle \( \tilde{x} \) with an index in \([k - r_s, k + r_s]\) do
                set \( \tilde{x}_k \) as \( \tilde{x} \)'s \( g_{best} \);
                set \( \tilde{x} \)'s status as processed;
            end for
        end if
    end while
end
```

Fig. 1. Pseudo-code for the algorithm of choosing \( g_{best} \) for each particle.

Denotations:
- \( S \): the set of selected species seeds;
- \( S_0 \): the set of solutions achieved by the algorithm so far;
- \( P \): the current population;
- \( d(\tilde{x}, \tilde{y}) \): the Euclidean distance between two particles \( \tilde{x} \) and \( \tilde{y} \);
- \( r_s \): a parameter of controlling the size of a species;
- \( r_0 \): a parameter of checking whether a particle locates in an achieved optimum.
and in the species method in SPSO [25], the maximal number of Euclidean distance calculations is \((s_{\text{size}}/C0)_1\)!, while the corresponding number is \((s_{\text{size}}/C0)_{2/C3}/r_1_{/C0}\) in our proposed species method considering that there is always a species with the size of \(2 + r_1 + 1\) dominated by the fittest particle in the population to be constructed when our proposed species method is applied in each iteration. In the example of Fig. 2, the number of Euclidean distance calculations is 3 using our proposed method, while it is at least 5 using the species method in SPSO [25].

3.2. Local search

In the above local PSO model, multiple species are used to explore different regions in the search space during the iterative process of the algorithm. Obviously, the species should be constructed as many as possible in order to ensure that each optimal solution in MMOPs is achieved by the algorithm. This means that the parameter \(r_1\) cannot be set to a very large value. However, it is also noticeable that the smaller the size of a species, the less efficient its exploitation of achieving the optima with a high accuracy. To enhance the exploitation capacity of the aforementioned local PSO model, LS methods are used to improve the quality of species seeds at each iteration.

The hybridization of EAs and LS (i.e., MA) has been widely investigated by the EA community in recent years. In MAs, EA operations are used for global rough exploration and LS methods are used for local refining exploitation. The LS procedure in the context of PSO can be regarded as the particle making one iterative local move, while the moving from the current solution to a candidate solution will be accepted if the candidate solution has a better fitness.

Here, two different LS operators are considered in our proposed algorithm, which are described as follows.

1. Cognition-Based Local Search (CBLS): This LS operator is designed according to a special PSO model. Kennedy [15] introduced two special PSO models, which are defined by omitting or restricting components of the velocity formula. Dropping the social component results in the \textit{cognition-only model}, whereas dropping the cognitive component defines the \textit{social-only model}. It is clear that the cognition-only model can help enhance the exploitation capacity of a particle to its own best \(pbest\), which is the main motivation of designing the CBLS operator. The CBLS procedure, assuming a maximization problem, can be expressed by the pseudo-code shown in Fig. 3, where \(ls_{\text{num}}\) denotes the step size of an LS operation and \(\tilde{p}\) denotes the \(pbest\) of a selected particle \(\tilde{x}\).

2. Random Walk with Direction Exploitation (RWDE): This LS operator is an iterative, stochastic optimization method that generates a sequence of approximations of the optimizer [26]. Rather than directing the moving of a particle by its \(pbest\) in the CBLS operator, the particle always assumes a random vector as its search direction at each LS step when RWDE is applied. The RWDE procedure is outlined in Fig. 4, where \(\beta\) denotes a prescribed scalar step length.

From the pseudo-codes in Figs. 3 and 4, it can be seen that the two LS operators adopt different moving ways respectively. The CBLS operator can direct a particle’s search towards its \(pbest\), which is based on the idea that \(pbest\) may be closer to the optimum. The RWDE operator aims to execute an efficient random search around the current solution through decreasing the step length gradually.

It has been reported in the literature [24,28] that the effect of LS is problem-dependent, that is, a single LS operator makes MAs efficient for some classes of problems, or even only improves the performance of MAs in several iterative steps during the running. Therefore, an adaptive LS method, where CBLS and RWDE are both employed to work together to accomplish a shared optimization goal in an efficient cooperation fashion, is proposed in the proposed MPSO algorithm, which is illustrated in Fig. 5.
In this adaptive LS method, the particle that is selected for local improvement first requires to check the Euclidean distance between its $p_{best}$ and itself. If the distance is less than a preset constant, the RWDE operation will be applied on it; otherwise, the CBLS operation will be executed on it. It is easy to understand that CBLS actually becomes a random search when the particle approaches too closely to its $p_{best}$ according to the pseudo-code in Fig. 3. In addition, the LS operation is also executed by a probability $p_{ls}$ in this adaptive LS strategy. Ideally, $p_{ls}$ should be set to a very large value if the LS operation can improve the performance of individuals significantly, while it should become very small if LS is not very helpful.

In this paper, we propose a robust scheme to decide the value of $p_{ls}$. Let $n_v(t)$ and $n_{T}(t)$ denote the actual number of valid local moving steps and total local moving steps carried out during iteration $t$, respectively. Then, the value of $p_{ls}(t)$ is calculated as follows:

$$
\text{sign}(t) = \begin{cases} 
1, & \frac{n_v(t)}{n_{T}(t)} < \delta \\
0, & \frac{n_v(t)}{n_{T}(t)} = \delta \\
-1, & \frac{n_v(t)}{n_{T}(t)} > \delta 
\end{cases}
$$

Fig. 3. Pseudo-code for the CBLS method.

Fig. 4. Pseudo-code for the RWDE method.

Fig. 5. Pseudo-code for the adaptive LS method.
\[
\beta(t) = \min \left\{ p_{max}^\beta, \max \left\{ \frac{p_{sign}(t) \cdot p_b(t-1)}{p_{max}}, p_{min}^\beta \right\} \right\}
\]

where \(\delta \in (0, 1)\) is a preset constant that acts as the threshold of changing \(p_b\): decreasing, increasing, or neither, \(\beta \in (0, 1)\) controls the decreasing or increasing speed of \(p_b\), and \(p_{max}\) and \(p_{min}\) are predefined maximal and minimal value of \(p_b\), respectively. From these formula, it can be seen that this adaptive scheme is designed to avoid executing too many useless LS operations.

### 3.3. Triggered re-initialization

Based on the design of the PSO neighborhood topology structure in Section 3.1, the population can be divided into a number of species to locate multiple optima in parallel. Obviously, the number of species, whose value is dependent on the swarm size and the species size, is expected to be larger than the number of optima in the search space in order to ensure the algorithm to find all optimal solutions. However, this expectation cannot be achieved since the number of optima is always unknown in advance, while the algorithm parameters need to be predefined. Once there are numerous optima in the fitness landscape, it is obvious that this local PSO model cannot ensure obtaining all optimal solutions.

To address this problem, with the inspiration of re-initialization for converged population in EAs \cite{11}, a triggered re-initialization scheme is proposed for MPSO and discussed in this section. In this scheme, each species will be checked whether it has converged into one optimum at each iteration. If a species converges into one optimum, the re-initialization of that species will be triggered and its species seed will be copied into a solution set, i.e., \(S_0\) in Fig. 1, as an achieved solution. This strategy seems similar to the sequential niche technique in \cite{39} except that it employs the re-initialization mechanism, rather than the penalty function, in order to keep the algorithm from exploiting the achieved optima.

The next question to be answered is how to design the triggered condition. Here, a fitness based diversity index \(\xi\) is used to judge whether a species converges into one optimal solution or not. Let \(f_{seed}\) and \(f_{ave}\) denote the best and average fitness among the fitness values of a species, respectively. The index \(\xi\) can be calculated as follows:

\[
\xi = \min \left\{ \frac{f_{ave} - f_{best}}{f_{best}}, 1 \right\}
\]

Obviously, \(\xi\) can be regarded as a measurement of the convergence degree of a species. If \(\xi \to 1\), the species is far from converged, while the species is approaching convergence if \(\xi \to 0\). The triggered re-initialization of a species can be designed using the index \(\xi\). If the value of \(\xi\) corresponding to a species is lower than a certain threshold \(\theta\), this species will be re-initialized and the species seed is copied into \(S_0\) as an achieved solution.

Another problem that follows when this triggered re-initialization scheme is integrated into our algorithm is that the triggered generator may mistake a non-optimal solution as an optimum in some cases. In the proposed PSO model, species can be constructed adaptively, which means that different species can contain different number of individuals at each iteration. When there is only one individual in one species, the value of \(\xi\) is always equal to 0. It is obvious that such species cannot achieve one optimal solution. Therefore, only a full species, where there are the maximum allowable number \((2 \cdot r_k + 1)\) of individuals, will be checked to see whether it will be re-initialized or not at each iteration.

Based on the above discussion, an adaptive LS method, where \(CBLS\) and \(RWDE\) are employed in a cooperative fashion, and a triggered re-initialization scheme, which enables the algorithm to achieve the optima sequentially, are integrated into the local PSO model with the neighborhood topology structure described in Section 3.1 to solve MMOPs in this paper. The proposed MPSO algorithm is summarized in Fig. 6.

### 4. Experimental study

In this section, we first introduce ten test functions that are well studied in the literature and then examine the performance of MPSO in comparison with some peer algorithms on these test functions.
4.1. Test functions

The ten test functions that are widely used in the literature to examine the performance of algorithms on locating multiple global and local optima are described as follows:

Test Problem 1. The problem is defined as

\[ F_1(x) = \sin^6(5\pi x), \]

where \( 0 \leq x \leq 1 \) and there are five global maxima at \( x = 0.1, 0.3, 0.5, 0.7, \) and \( 0.9 \), respectively.

Test Problem 2. The problem is defined as

\[ F_2(x) = \exp \left( -2 \log(2) \times \left( \frac{x - 0.1}{0.8} \right)^2 \right) \times \sin^6(5\pi x), \]

where \( 0 \leq x \leq 1 \) and there are one global maximum at \( x = 0.1 \) and four local maxima at \( x = 0.3, 0.5, 0.7, \) and \( 0.9 \), respectively.

Test Problem 3. The problem is defined as

\[ F_3(x) = \sin^6(5\pi(x^{1/4} - 0.05)), \]

where \( 0 \leq x \leq 1 \) and there are five global maxima at \( x \approx 0.08, 0.25, 0.45, 0.68, \) and \( 0.93 \), respectively.

Test Problem 4. The problem is defined as

\[ F_4(x) = \exp \left( -2 \log(2) \times \left( \frac{x - 0.08}{0.854} \right)^2 \right) \times \sin^6(5\pi(x^{1/4} - 0.05)), \]

where \( 0 \leq x \leq 1 \) and there are one global maximum at \( x \approx 0.08 \) and four local maxima at \( x \approx 0.25, 0.45, 0.68, \) and \( 0.93 \), respectively.

Test Problem 5. The problem is defined as

\[ F_5(x, y) = 200 - (x^2 + y - 11)^2 - (x + y^2 - 7)^2, \]

where \( -6 \leq x, y \leq 6 \) and there are four global maxima at \( (x, y) = (3.0, 2.0), (x, y) \approx (-3.78, -3.28), (x, y) \approx (3.58, -1.85), \) and \( (x, y) \approx (-2.81, 3.13) \), respectively.

Test Problems 6–8 (Shekel Functions). The problem is defined as

\[ S_{4n} = -\sum_{i=1}^{n} \cos(x - a_i) + c_i^{-1}, \]

where \( x = \{x_1, x_2, x_3, x_4\} \) with \( x_j \in (0, 10), j = 1, \ldots, 4, a = \{4.0, 4.0, 4.0, 4.0\}, \{1.0, 1.0, 1.0, 1.0\}, \{8.0, 8.0, 8.0, 8.0\}, \{6.0, 6.0, 6.0, 6.0\}, \{3.0, 7.0, 3.0, 7.0\}, \{2.0, 9.0, 2.0, 9.0\}, \{5.0, 5.0, 3.0, 3.0\}, \{8.0, 1.0, 8.0, 1.0\}, \{6.0, 2.0, 6.0, 2.0\}, \{7.0, 3.6, 7.0, 3.6\} \), and \( c = \{0.1, 0.2, 0.2, 0.4, 0.4, 0.6, 0.3, 0.7, 0.5, 0.5\} \). Three functions are tested in this paper, denoted \( S_{4,5}, S_{4,7}, \) and \( S_{4,10} \), where there are five, seven, and ten minima, respectively.

Test Problem 9 (Shubert Function). The problem is defined as

\[ F_9(x, y) = \left( \sum_{i=1}^{5} j \cos((j + 1)x + j) \right) \times \left( \sum_{i=1}^{5} j \cos((j + 1)y + j) \right), \]

where \(-10 < x, y < 10\) and there are eighteen global minima.

Test Problem 10 (Foxhole Function). The problem is defined as

\[ F_{10}(x, y) = 500 - \frac{1}{0.002 + \sum_{i=0}^{5} (x - a(i))^6 + (y - b(i))^6}, \]

where \(-65.536 \leq x, y \leq 65.536, a(i) = 16((i \mod 5) - 2), b(i) = 16((i/5) - 2)\), and there are 25 global maxima.

4.2. Experimental setup

Experiments were carried out to compare the proposed algorithm with several state-of-the-art algorithms on the test functions described above. The following abbreviations represent these algorithms considered in this paper.

- MSPO: our proposed algorithm which hybridizes the adaptive LS method and the triggered re-initialization scheme into the local PSO model described in Section 3.1;
- ASNPo: the PSO algorithm proposed by Zhang et al. [39], where the sequential niche technique and multi-swarm scheme are hybridized for MMOPs;
• SPSO: the species-based PSO algorithm proposed by Parrott and Li [25], where species can be constructed in the Euclidean distance space.
• RWMPSO: the memetic PSO algorithm proposed by Patalas et al. [26], where the neighborhood topology is used, similar to the PSO structure described in Section 3.1, and the RWDE operations are applied to refine the best particle and some particles selected by probability from the swarm.

The following parameters are used for all algorithms: the cognitive and social learning factors $c_1$ and $c_2$ were both set to 1.4962, the inertia weight $ω$ was set to 0.72984, and the velocity of a particle was always confined within the range $[-V_{\text{max}}, V_{\text{max}}]$, where $-V_{\text{max}}$ and $V_{\text{max}}$ are the lower and upper bounds of the velocity of a particle. The population size in MPSO, SPPO, and RWMPSO was set to 30 for the first five test functions F1–F5, to 50 for the following three test functions F6–F8, and to 100 for the last two functions F9 and F10. The size of each subswarm in ASPSO was set to 10 for all test functions. The special parameters in the MPSO algorithm were set as follows: $r_1 = 2$ is num = 5, $r_1 = 0.01$, $p_{\text{max}}^{\text{ms}} = 1.0$, $p_{\text{min}}^{\text{ms}} = 0.1$, $β = 0.5$, and $θ = 0.000001$. The value of $r_0$ was set normally to half of the distance between two closest optima (the similar setting was also used in [25]), considering that the exact number of optima and the distances between them are known.

Since it is always assumed that the global and local optima of all test functions are known a priori, the performance of an algorithm is evaluated by the following two measurements.

(1) **Accuracy:** In order to examine the accuracy of an algorithm, that is, how close the fittest solutions achieved by the algorithm are to all known optima, each algorithm was run for a fixed number of evaluations (the number of fitness evaluations is considered as the time measurement of an algorithm in this paper). Note that each known optimum corresponds only to a different solution which is the fittest particle among $S$ in the final iteration of the algorithm. More mathematically, accuracy can be calculated by taking the average of the relative fitness differences between all known optima to their closest achieved solutions as follows:

$$\text{accuracy} = \frac{1}{|S'|} \sum_{i=1}^{S'} \frac{|f(s_i) - f(s_i)|}{f(s_i)},$$

where $S'$ denotes the set of all known optima and $|S'|$ returns the number of known optima. The pair of $s_i$ and $s_i$ denote that for each optimum $s_i \in S'$, there is correspondingly a closest solution $s_i \in S$ to $s_i$, where $S$ represents the set of solutions achieved by the algorithm. Obviously, $s_i$ can be identified from $S$ via checking whether the distance between $s_i$ and any solution of $S$ is lower than a preset radius. If $s_i$ is not achieved by the algorithm (which means it is not within $r_0$ of any solution of $S$ in this paper), $f(s_i)$ is simply set to 0. Since both global and local optima are considered in this study, the relative fitness difference $\left(\frac{|f(s_i) - f(s_i)|}{f(s_i)}\right)$, rather than the absolute difference $\left(|f(s_i) - f(s_i)|\right)$, is used in order to normalize this measurement into the same level for either global or local optima.

(2) **Convergence Speed:** In order to examine the convergence speed of an algorithm, that is, how fast an algorithm can achieve all optima, each algorithm was run until all optima were achieved at the expected level of accuracy. The speed measurement is defined by the number of evaluations required to achieve the expected accuracy. In this study, one optimum $s_i \in S'$ is said to be found when there exists one solution $s_i \in S$ that falls within the distance radius $r_0$ from $s_i$ and $\left|\frac{f(s_i) - f(s_i)}{f(s_i)}\right|$ is lower than a preset accuracy acceptance threshold $ε$. If all optima could not be found until the maximum number of evaluations allowed was reached, the maximum allowable number of evaluations was recorded.

In addition, we also measure the performance of algorithms in terms of the success rate, which is defined as the proportion of the achieved optima in relation to all known optima, in this study.

### 4.3. Basic experimental results and analysis

In the basic experimental study, we compare the capability of the four peer algorithms in locating multiple optima. In particular, MSPO, ASPSO, SPPO, and RWMPSO were executed 30 independent runs with the same random seeds and the experimental results are reported via averaging across the total 30 runs. To measure the performance of algorithms, the expected accuracy (i.e., the accuracy threshold) $ε$ was set to 0.0001 and the maximum allowable number of evaluations was set to 30,000 for the first five test functions F1–F5, to 50,000 for the following three test functions F6–F8, and to 100,000 for the last two functions F9 and F10 for all algorithms. The experimental results with respect to the accuracy performance and the success rate are presented in Tables 1 and 2, respectively. In Table 1, the $t$-test column denotes the corresponding statistical results of comparing the PSO algorithm with the corresponding peer algorithm by the one-tailed $t$-test with 58 degrees of freedom at a 0.05 level of significance, considering that the sample size of the experimental results is 30 for both compared algorithms and the statistical results obey the $t$ distribution. The $t$-test result is shown as ‘‘s+” or ‘‘+” when PSPO is significantly better than, or insignificantly better than the corresponding algorithm, respectively. From Tables 1 and 2, several results can be observed and are analyzed below.
Firstly, a prominent result is that MPSO outperforms SPSO, ASNPSO, and RWMPSO on all test functions. For example, MPSO can always achieve all global and local optima on all functions, while SPSO can find all global optimal solutions on several test functions (e.g., F1, F3, F5, and F6), ASNPSO cannot achieve all optima on the last five functions, and RWMPSO can only achieve all optima on F6. In addition, MPSO can always locate the achieved optima with the highest accuracy on all test functions, i.e., the accuracy performance of MPSO is significantly better than the peer algorithms, as shown from the t-test results in Table 1. In MPSO, the proposed topology structure, where multiple species can be constructed adaptively according to the indices of particles in the population at each iteration, can help the algorithm explore different areas in the search space efficiently and the proposed adaptive LS method, which employs two different LS operators in a cooperative fashion, can execute a robust exploitation to each species seed. In addition, the triggered re-initialization scheme can provide MPSO the capacity of exploring new optima and prevent MPSO from re-exploring the achieved optima. The experimental results of MPSO for the test functions validate our expectation of the proposed algorithm for MMOPs.

The good performance of MPSO over SPSO, ASNPSO, and RWMPSO can be further observed in the experimental results with respect to the convergence speed, as shown in Table 3, where “–” means a corresponding algorithm did not achieve all optima before the maximum number of allowable evaluations was reached on a test problem. MPSO is able to achieve all optima (either global or local) in the expected accuracy using the least number of evaluations for all test problems. For example, the average number of evaluations required by MPSO is 1324, 1828, 1269, 1686, 1679, 14,472, 23,594, and 25,836 for F1, F2, F3, F4, F5, F6, F7, and F8, respectively. In contrast, SPSO requires 2143, 3524, 2330, 2532, 2892, 15,746, 28,096, and 42,851 evaluations for F1, F2, F3, F4, F5, F6, F7, and F8, respectively. ASNPSO requires 15,948, 19,465, 16,680, 14,451, 29,860, and 29,860 evaluations for F1, F2, F3, F4, F5, and F6, respectively. RWMPSO requires 25,836, 31,745, 21,354, and 18,131 evaluations for F1, F2, F3, and F4, respectively.

### Table 1
Experimental results with respect to the accuracy of MSPO and peer algorithms on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>MPSO (%)</th>
<th>SPSO (%)</th>
<th>ASNPSO (%)</th>
<th>RWMPSO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>92.00</td>
</tr>
<tr>
<td>F2</td>
<td>100.00</td>
<td>97.33</td>
<td>100.00</td>
<td>20.00</td>
</tr>
<tr>
<td>F3</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>83.33</td>
</tr>
<tr>
<td>F4</td>
<td>100.00</td>
<td>99.33</td>
<td>100.00</td>
<td>20.00</td>
</tr>
<tr>
<td>F5</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>81.67</td>
</tr>
<tr>
<td>F6</td>
<td>100.00</td>
<td>100.00</td>
<td>79.33</td>
<td>100.00</td>
</tr>
<tr>
<td>F7</td>
<td>100.00</td>
<td>96.05</td>
<td>63.33</td>
<td>5.56</td>
</tr>
<tr>
<td>F8</td>
<td>100.00</td>
<td>95.00</td>
<td>51.00</td>
<td>4.00</td>
</tr>
<tr>
<td>F9</td>
<td>100.00</td>
<td>97.22</td>
<td>82.22</td>
<td>5.56</td>
</tr>
<tr>
<td>F10</td>
<td>100.00</td>
<td>85.47</td>
<td>71.47</td>
<td>4.00</td>
</tr>
</tbody>
</table>

### Table 2
Experimental results with respect to the success rate of MSPO and peer algorithms on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>MPSO (%)</th>
<th>SPSO (%)</th>
<th>ASNPSO (%)</th>
<th>RWMPSO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>92.00</td>
</tr>
<tr>
<td>F2</td>
<td>100.00</td>
<td>97.33</td>
<td>100.00</td>
<td>20.00</td>
</tr>
<tr>
<td>F3</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>83.33</td>
</tr>
<tr>
<td>F4</td>
<td>100.00</td>
<td>99.33</td>
<td>100.00</td>
<td>20.00</td>
</tr>
<tr>
<td>F5</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>81.67</td>
</tr>
<tr>
<td>F6</td>
<td>100.00</td>
<td>100.00</td>
<td>79.33</td>
<td>100.00</td>
</tr>
<tr>
<td>F7</td>
<td>100.00</td>
<td>96.05</td>
<td>63.33</td>
<td>5.56</td>
</tr>
<tr>
<td>F8</td>
<td>100.00</td>
<td>95.00</td>
<td>51.00</td>
<td>4.00</td>
</tr>
<tr>
<td>F9</td>
<td>100.00</td>
<td>97.22</td>
<td>82.22</td>
<td>5.56</td>
</tr>
<tr>
<td>F10</td>
<td>100.00</td>
<td>85.47</td>
<td>71.47</td>
<td>4.00</td>
</tr>
</tbody>
</table>

### Table 3
Experimental results with respect to the convergence speed of MSPO and peer algorithms on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>MPSO Conv. speed</th>
<th>SPSO Conv. speed</th>
<th>t-Test</th>
<th>ASNPSO Conv. speed</th>
<th>t-Test</th>
<th>RWMPSO Conv. speed</th>
<th>t-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>1324</td>
<td>2143</td>
<td>+</td>
<td>15,948</td>
<td>+</td>
<td>25,836</td>
<td>+</td>
</tr>
<tr>
<td>F2</td>
<td>1828</td>
<td>3524</td>
<td>+</td>
<td>19,465</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F3</td>
<td>1269</td>
<td>2330</td>
<td>+</td>
<td>16,680</td>
<td>+</td>
<td>31,745</td>
<td>+</td>
</tr>
<tr>
<td>F4</td>
<td>1686</td>
<td>2532</td>
<td>+</td>
<td>14,451</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F5</td>
<td>1679</td>
<td>2892</td>
<td>+</td>
<td>29,860</td>
<td>+</td>
<td>21,354</td>
<td>+</td>
</tr>
<tr>
<td>F6</td>
<td>14,472</td>
<td>15,746</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>18,131</td>
<td>+</td>
</tr>
<tr>
<td>F7</td>
<td>23,594</td>
<td>28,096</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F8</td>
<td>42,213</td>
<td>42,851</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F9</td>
<td>44,086</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>F10</td>
<td>30,950</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
42,213 on the first eight functions, respectively, when the expected accuracy threshold \( \epsilon \) was set to 0.0001. The \( t \)-test results, which also denote the corresponding statistical results of comparing MPSO with the corresponding peer algorithms by the one-tailed \( t \)-test with 58 degrees of freedom at a 0.05 level of significance, show that the results of MPSO are significantly better than the corresponding results of the three peer algorithms on the first eight functions, respectively. For the last two functions, only MPSO can achieve all optimal solutions successfully before the maximum number of allowable evaluations was reached, while the other three algorithms failed to do so.

Secondly, SPSO exhibits a good performance in achieving the global optima on most test functions, but performs worse in locating the local optima. SPSO can find all optima successfully on F1, F3, F5, F6, and F7, while the success rate is 97.33% on F2 and 99.33% on F4, respectively, which means that SPSO cannot locate some local optima with the lower fitness accurately. The reason lies in that the species in SPSO are constructed in an imbalanced way, that is, different species may have different number of members. In SPSO, the species seeds are determined in turn according to the decreasing order of fitness, and then each species consists of all the non-dominated particles in the population that fall within a predefined radius from the species seed. It is easy to see that the species dominated by the species seeds with the higher fitness always compose of much more members than those dominated by the lower fitness species seeds, which is the reason that the local optima with the lower fitness cannot be achieved by SPSO accurately. However, the size of the species in MPSO, constructed based on the index of particles in the population, is limited by the species radius \( r_s \), and the particles are initialized when they are determined to approach very closely to the achieved optima located by the existing species. This mechanism enables the algorithm to make a balance of exploitation among different species as much as possible. The experimental results indicate the efficiency of the MPSO algorithm for locating both global and local optima.

In addition, when SPSO is applied for the test functions with numerous optima, the species cannot locate all optima due to the limitation of the population size. For example, the success rate of SPSO is 97.22% on F9 and 85.47% on F10, respectively (see Table 2) and SPSO cannot achieve all optima in the expected accuracy when evaluating its convergence speed (see Table 3). These experimental results show the necessity and effect of the triggered re-initialization scheme for MMOPs.

Thirdly, ASNPSO performs a little poorly in the experiments, although it can locate all of the global and local optima with the success rate of 100.00% on the first five test functions. This happens because the hill valley detection in ASNPSO, which is a special operator to check whether a particle locates one of the achieved peaks (or optima), consumes too many evaluations considering that the time is measured in terms of evaluations in our experiments. This is further validated by the experimental results in Table 3, where ASNPSO always requires much more evaluations than MPSO and even SPSO in order to achieve all optima on the first five functions. Actually, ASNPSO may even locate all optima for the last five functions if the maximum allowable number of evaluations was set to a very large value. The similar results were reported in Zhang et al. [39].

Finally, RWMPSO performs the worst in the experiments, where it only achieves several optima or even only one single optimum on most test functions. The reason lies in that its population would converge into a few optima or even one optimum gradually due to the interaction among particles, which indicates that our proposed local topology structure is a good choice when PSO is applied for solving those problems with multiple optima.

### 4.4. Experimental study on the effect of major operators in MPSO

As discussed before, MPSO hybridizes a local PSO model where the particles can form different species based on their population indices, an adaptive LS method which employs two different LS methods for refining the quality of species seeds in a cooperative fashion with a probability, and a triggered re-initialization scheme that re-initializes all particles in a converged population indices, an adaptive LS method which employs two different LS methods for refining the quality of species seeds in a cooperative fashion with a probability, and a triggered re-initialization scheme that re-initializes all particles in a converged species randomly and stores the species seed in a solution set as an achieved optimum. The following sets of experiments were carried out to examine the effect of these major components upon the performance of MPSO and analyze the sensitivity of some key parameters in the three major components on five test functions F1, F2, F5, F6, and F10.

#### 4.4.1. The effect of the parameter \( r_s \)

In the basic experiments in Section 4.3, RWMPSO fails to locate multiple optima, while MPSO can achieve all optima on the test functions. This means that a proper local topology structure is helpful for PSO in multimodal environments. Obviously, the parameter \( r_s \) plays a very important role in the proposed PSO model. In this set of experiments, we investigate the effect of \( r_s \) on the performance of MPSO. MPSO was run 30 times with \( r_s \) set to the values in \( \{ 1, 2, 5, 10, s._{\text{size}}/2 \} \), respectively, on the five test functions. The other parameters were set to the same values as those in the basic experiments. The experimental results with respect to the accuracy and success rate performance measures are shown in Tables 4 and 5, respectively.

From Table 4, it can be seen that the setting of \( r_s \) significantly affects the performance of MPSO. On all test functions, MPSO can find quite a few optima when \( r_s \) is set to a too large value, while it can find multiple optima when \( r_s \) is set to a small value. This is easy to understand. The smaller the value of \( r_s \), the more the number of species. It is obvious that the number of species can affect the algorithm’s capability of exploring multiple sub-regions where the optima are located in the fitness landscape. This is the reason why MPSO can achieve all optima with the success rate of 100% on all test functions when \( r_s = 1 \) and \( r_s = 2 \), while it failed when \( r_s \) was set to 5, 10, and \( s._{\text{size}}/2 \), respectively. However, when \( r_s \) was set to a too small value, the size of each species also becomes very small, which can induce the algorithm not to make a sufficient exploitation in the searching regions where the species locate. As shown in Table 5, MPSO can locate the optima with a much
happens because the LS operation in MPSO_p is executed by a probability means that MPSO_p requires less evaluations to achieve all optima in the expected accuracy level than MPSO_d does. This efficient local refinement. In the experiments, MPSO_0 always performs the best on all test functions. F1, F2, and F6, but is beaten by MPSO_2 on F5 and F10. Thirdly, the cooperative mechanism can help MPSO execute more optima more accurately, which can be shown from the results that all MPSO algorithms always perform better than LPSO on parameter \( p_{ls} \) scheme, respectively. In MPSO_d, the LS operation is always executed for each species seed at each iteration, that is, the probabilistic execution of LS, where MPSO_p and MPSO_d denote MPSO with the probabilistic scheme and the deterministic time in terms of evaluations. The following set of experiments was carried out in order to examine the effect of the probabilistic scheme is to reduce the number of useless LS operations given that the LS operation may consume many computation time in terms of evaluations. The experimental results show that this probability-based scheme is able to enhance the capability of LS efficiently. From Table 7, it can be seen that MPSO_p always performs better than MPSO_d in terms of the convergence speed, which means MPSO_p requires less evaluations to achieve all optima in the expected accuracy level than MPSO_d does. This happens because the LS operation in MPSO_p is executed by a probability \( p_{ls} \), whose value can vary according to the measured ratio of valid LS operations \( n_v \) to total LS operations \( n_T \). If the ratio \( \frac{n_v}{n_T} \) is greater than a given threshold, which means that LS is beneficial, the value of \( p_{ls} \) is increased; otherwise, LS is executed in the low level of efficiency and the value of \( p_{ls} \) is decreased. The experimental results show that this probability-based scheme is able to enhance the capability of LS effectively. In addition, MPSO_p outperforms LPSO on all test functions, which indicates that LS does help the algorithm locate the optimum more quickly.

Table 4
Experimental results with respect to the accuracy performance of MPSO with different values of \( r_s \) on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>( r_s = 1 )</th>
<th>( r_s = 2 )</th>
<th>( r_s = 5 )</th>
<th>( r_s = 10 )</th>
<th>( r_s = \frac{s_{size}}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>6.10E−12</td>
<td>7.86E−16</td>
<td>1.47E−01</td>
<td>6.00E−01</td>
<td>7.87E−01</td>
</tr>
<tr>
<td>F2</td>
<td>2.90E−11</td>
<td>1.57E−13</td>
<td>9.99E−17</td>
<td>5.33E−02</td>
<td>2.52E−15</td>
</tr>
<tr>
<td>F5</td>
<td>1.35E−09</td>
<td>3.70E−14</td>
<td>1.78E−06</td>
<td>5.42E−01</td>
<td>5.33E−01</td>
</tr>
<tr>
<td>F6</td>
<td>1.45E−05</td>
<td>1.34E−09</td>
<td>9.48E−10</td>
<td>3.42E−01</td>
<td>5.34E−01</td>
</tr>
<tr>
<td>F10</td>
<td>4.44E−11</td>
<td>5.08E−13</td>
<td>2.78E−01</td>
<td>6.40E−01</td>
<td>8.73E−01</td>
</tr>
</tbody>
</table>

Table 5
Experimental results with respect to the success rate of MPSO with different values of \( r_s \) on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>( r_s = 1 )</th>
<th>( r_s = 2 )</th>
<th>( r_s = 5 )</th>
<th>( r_s = 10 )</th>
<th>( r_s = \frac{s_{size}}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>100.00</td>
<td>100.00</td>
<td>84.00</td>
<td>40.00</td>
<td>21.00</td>
</tr>
<tr>
<td>F2</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>94.67</td>
<td>100.00</td>
</tr>
<tr>
<td>F5</td>
<td>100.00</td>
<td>100.00</td>
<td>99.17</td>
<td>45.83</td>
<td>46.67</td>
</tr>
<tr>
<td>F6</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>62.00</td>
<td>44.00</td>
</tr>
<tr>
<td>F10</td>
<td>100.00</td>
<td>100.00</td>
<td>68.53</td>
<td>34.27</td>
<td>12.67</td>
</tr>
</tbody>
</table>

Table 6
Experimental results with respect to the accuracy of MPSO with different LS operators on the test functions.

<table>
<thead>
<tr>
<th>Funct.</th>
<th>LPSO</th>
<th>MPSO_0</th>
<th>MPSO_1</th>
<th>MPSO_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>3.13E−14</td>
<td>7.86E−16</td>
<td>2.41E−15</td>
<td>6.84E−15</td>
</tr>
<tr>
<td>F2</td>
<td>1.10E−12</td>
<td>1.57E−13</td>
<td>2.54E−13</td>
<td>2.78E−13</td>
</tr>
<tr>
<td>F5</td>
<td>4.07E−12</td>
<td>3.70E−14</td>
<td>1.10E−12</td>
<td>6.57E−14</td>
</tr>
<tr>
<td>F6</td>
<td>1.91E−07</td>
<td>1.34E−09</td>
<td>4.57E−09</td>
<td>2.68E−08</td>
</tr>
<tr>
<td>F10</td>
<td>1.89E−12</td>
<td>5.08E−13</td>
<td>8.89E−13</td>
<td>1.41E−13</td>
</tr>
</tbody>
</table>

4.4.2. The effect of different LS operators

Based on the results of the basic experiments, MPSO can always locate the optima with a higher accuracy than the other peer algorithms due to the effect of the proposed LS method. In the following set of experiments, we further investigate the performance of MPSO with different LS operators on the five test functions. In order to make a convenient description of the experimental results, MPSO_0, MPSO_1, and MPSO_2 are used to denote MPSO with both CBLS and RWDE operators, MPSO with only the CBLS operator, and MPSO with only the RWDE operator, respectively, while LPSO denote MPSO without any LS operator. In all algorithms investigated in this set of experiments, the LS operator was always executed by a probability, which can be adjusted according to the same way in the basic experiment. The relevant parameters were set to the same values as those used in the basic experiments. The experimental results with respect to the accuracy performance are presented in Table 6.

From Table 6, the following results can be observed. Firstly, the proper LS technique does help the algorithm achieve the optima more accurately, which can be shown from the results that all MPSO algorithms always perform better than LPSO on the test functions. Secondly, the effect of LS operators is problem-dependent. For example, MPSO_1 outperforms MPSO_2 on F1, F2, and F6, but is beaten by MPSO_2 on F5 and F10. Thirdly, the cooperative mechanism can help MPSO execute more efficient local refinement. In the experiments, MPSO_0 always performs the best on all test functions.

Another feature in our proposed LS method is that the LS operation is executed by a probability. Obviously, the purpose of this scheme is to reduce the number of useless LS operations given that the LS operation may consume many computation time in terms of evaluations. The following set of experiments was carried out in order to examine the effect of the probabilistic execution of LS, where MPSO_p and MPSO_d denote MPSO with the probabilistic scheme and the deterministic scheme, respectively. In MPSO_d, the LS operation is always executed for each species seed at each iteration, that is, the parameter \( p_{ls} \) is fixed to 1.0. The experimental results with respect to the convergence speed measurement are shown in Table 7.

From Table 7, it can be seen that MPSO_p always performs better than MPSO_d in terms of the convergence speed, which means that MPSO_p requires less evaluations to achieve all optima in the expected accuracy level than MPSO_d does. This happens because the LS operation in MPSO_p is executed by a probability \( p_{ls} \), whose value can vary according to the measured ratio of valid LS operations \( n_v \) to total LS operations \( n_T \). If the ratio \( \frac{n_v}{n_T} \) is greater than a given threshold, which means that LS is beneficial, the value of \( p_{ls} \) is increased; otherwise, LS is executed in the low level of efficiency and the value of \( p_{ls} \) is decreased. The experimental results show that this probability-based scheme is able to enhance the capability of LS effectively. In addition, MPSO_p outperforms LPSO on all test functions, which indicates that LS does help the algorithm locate the optimum more quickly.
4.4.3. The effect of the triggered re-initialization scheme

From the basic experimental results, the triggered re-initialization scheme can help enhance the performance of MPSO on the test functions with numerous optima. The final set of experiments were carried out in order to examine the effect of this scheme upon the performance of MPSO on the test functions. The experimental results with respect to the accuracy and success rate measures are shown in Table 8, where MPSO_r and MPSO_non denote MPSO with and without the triggered re-initialization scheme, respectively.

From Table 8, it can be observed that MPSO_non cannot achieve all optima on F6 and F10, which indicates the validity of the proposed triggered re-initialization scheme. It is also noticeable that MPSO_non outperforms MPSO_r with a higher accuracy level on F1 and F5. This happens because the species construction method ensures that particles in the population distribute to each sub-region that only covers one single optimum, when the fitness landscape of a function has a few optima.

5. Conclusions

In this paper, a memetic PSO algorithm is proposed and experimentally investigated for multimodal optimization problems. In the proposed MPSO algorithm, a local version of PSO, where the species can be constructed according to the indices of particles in the population and used for locating multiple global and local optima in parallel, is hybridized with an adaptive LS method, which employs two different LS operations in a cooperative fashion. To further enhance the performance of MPSO for MMOPs with numerous optima, a triggered re-initialization scheme, where a converged species is re-initialized in order to enable the algorithm to search for new optima in the search space sequentially, is also integrated into the proposed MPSO algorithm.

In order to validate the proposed MPSO algorithm for MMOPs, experiments were carried out to investigate the performance of MPSO on a set of benchmark MMOPs in comparison with three state-of-the-art algorithms from the literature. From the experimental results, the following conclusions can be drawn on the test MMOPs.

First, a proper neighborhood topology structure enables the local PSO model to locate multiple optimal solutions in the search space simultaneously. For all test multimodal functions, MPSO always achieves all global and local optima with the success rate of 100%.

Second, LS is helpful to improve the performance of MPSO for MMOPs, but it is also problem-dependent. In the experiments, MPSO always performs much better than LPSO, while MPSO_1 outperforms MPSO_2 on F1, F2, and F5 and MPSO_2 performs better than MPSO_1 on F6 and F10. Therefore, the proposed adaptive LS method can help MPSO execute a robust local refinement since it employs multiple LS operators in a cooperative way.

Third, the triggered re-initialization scheme is beneficial to enhance the performance of MPSO in solving MMOPs with numerous optima. Comparing with the other three peer algorithms, only MPSO can successfully locate all optima on F9 and F10 in the expected accuracy level.

Generally speaking, the experimental results indicate that our proposed MPSO algorithm, which combines the above three schemes, seems a good optimizer for MMOPs.

For the future work, it is straightforward to examine the performance of the MPSO algorithm in comparison with other existing EAs or MAs for MMOPs. Another interesting research work is to extend the results in this paper to other EAs, e.g., differential evolution (DE) [29], and examine the performance of the obtained algorithms for MMOPs.
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