1. Introduction

An image, captured in bad weather, often yields low contrast due to the presence of haze in the atmosphere, which attenuates scene radiance. Low contrast images degrade the performance of various image processing and computer vision algorithms. Dehazing is the process of removing haze from hazy images and enhancing the image contrast. Histogram equalization or unsharp masking can be employed to enhance the image contrast by stretching the histogram [1]. However, these methods do not consider that the haze thickness is proportional to object depths, which are locally different in an image. Thus, they cannot compensate the contrast degradation in a hazy image adaptively. More sophisticated dehazing algorithms first estimate object depths in a scene. Several dehazing algorithms have been proposed to estimate object depths using multiple images or additional information. For example, object depths are estimated from two images, which are captured in different weather conditions [2,3] or with different degrees of polarization [4,5]. Also, Kopf et al. [6] employed the prior knowledge of the scene geometry for dehazing. These algorithms can estimate scene depths and remove haze effectively, but require multiple images or additional information, which limits their applications.

Recently, single image dehazing algorithms have been developed to overcome the limitation of multiple image dehazing approaches. These algorithms make use of strong assumptions or constraints to remove haze from a single image. Tan [7] maximized the contrast of a hazy image, assuming that a haze-free image has a higher contrast ratio than the hazy image. Tan’s algorithm, however, tends to overcompensate for the reduced contrast, yielding halo artifacts. Fattal [8] decomposed the scene radiance of an image into the albedo and the shading, and then estimated the scene radiance based on independent component analysis (ICA), assuming that the shading and the object depth are locally uncorrelated. It can remove haze locally but cannot restore densely hazy images. Kratz and Nishino [9] estimated the albedo and the object depth jointly by modeling a hazy image as a factorial Markov random field (FMRF). Tarel and Hautiere [10] estimated the atmospheric veil, which is the map of blended atmospheric light, and refined the veil using the median filter. He et al. [11] estimated object depths in a hazy image based on the dark channel prior, which assumes that at least one color channel should have a small pixel value in a haze-free image. They also applied an alpha matting scheme to refine the object depths. Ancuti et al. [12] significantly reduced the complexity of He et al.’s algorithm by modifying the block-based approach to a layer-based one. In addition, He et al.’s algorithm has been adopted and improved in many algorithms [13–16].

For video dehazing, Tarel et al. [17] focused on car vision. They partitioned a hazy video sequence into dynamically varying objects and a planar road, and then updated the scene depths only
for the objects using the still image dehazing scheme in [10]. Also, Zhang et al. [18] estimated an initial depth map for each frame of a video sequence, using the algorithm in [11], and then refined the depth map by exploiting spatial and temporal similarities. Oakley and Bu [19] assumed the all pixels in an image had similar depths and subtracted the same offset value from all pixels. Their algorithm is computationally simple, but it cannot adaptively remove haze when a captured image has variable scene depths.

The existing dehazing algorithms often exhibit overstretched contrast [7,9–11] or cannot remove dense haze [8] because of incorrect estimation of scene depths. To overcome these drawbacks, the contrast enhancement should be controlled more adaptively. Furthermore, the conventional video dehazing algorithms suffer from huge computational complexity [18] or low quality restored videos [19]. Therefore, an efficient real-time video dehazing algorithm is required for a wide range of practical applications.

In this work, we propose a fast dehazing algorithm for images and videos based on the optimized contrast enhancement. The proposed algorithm is based on our preliminary work on static image dehazing [20] and video dehazing [21]. We increase the contrast of a restored image to remove haze. However, if the contrast is over-stretched, some pixel values are truncated by overflow or underflow.

The rest of the paper is organized as follows. Section 2 describes the haze model, which is employed in this work. Section 3 proposes the static image dehazing algorithm, and Section 4 describes the video dehazing algorithm. Section 5 presents experimental results. Finally, Section 6 concludes this work.

2. Haze modeling

The observed color of a captured image in the presence of haze can be modeled, based on the atmospheric optics [2], as

\[
I(p) = t(p)J(p) + (1 - t(p))A, \tag{1}
\]

where \[J(p) = (J_r(p), J_g(p), J_b(p))^T\] and \[I(p) = (I_r(p), I_g(p), I_b(p))^T\] denote the original and the observed \(r, g, b\) colors at pixel position \(p\), respectively, and \[A = (A_r, A_g, A_b)^T\] is the global atmospheric light that represents the ambient light in the atmosphere. Also, \(t(p) \in [0, 1]\) is the transmission of the reflected light, which is determined by the distance between the scene point and the camera. Since the light traveling a longer distance is more scattered and attenuated, \(t(p)\) is inversely proportional to the scene depth, and we have

\[
t(p) = e^{-\alpha d(p)}, \tag{2}
\]

where \(d(p)\) is the scene depth from the camera at pixel position \(p\), and \(\alpha\) is the attenuation coefficient determined by weather conditions and commonly assumed to be 1 in typical haze conditions [2]. From (1), note that the scene radiance \(J(p)\) is attenuated with \(t(p)\). On the other hand, the atmospheric light \(A\) is weighted by \((1 - t(p))\) and plays a more important role, if the scene point is farther from the camera.

3. Static image dehazing

Fig. 1 shows the block diagram of the proposed static dehazing algorithm. First, we determine the atmospheric light for an input hazy image. Then, we assume that scene depths are similar within an image block and find the optimal transmission for each block to maximize the contrast of the restored image. Moreover, we also minimize the information loss due to the truncation of pixel values, while enhancing the contrast. Then, we refine the block-based transmission values into the pixel-based ones by employing an edge preserving filter and shiftable windows. Finally, given the transmission map and the atmospheric light, we restore the scene radiance from the input hazy image.

3.1. Atmospheric light estimation

The atmospheric light \(A\) in (1) is often estimated as the brightest color in an image, since a large amount of haze causes a bright color. However, in such a scheme, objects, which are brighter than the atmospheric light, may lead to undesirable selection of the atmospheric light. To estimate the atmospheric light more reliably, we exploit the fact that the variance of pixel values is generally low in hazy regions, e.g., sky. In addition, we propose a hierarchical searching method based on the quad-tree subdivision. More specifically, as illustrated in Fig. 2, we first divide an input image into four rectangular regions. We then define the score of each region as the average pixel value subtracted by the standard deviation of the pixel values within the region. Then, we select the region with the highest score and divide it further into four smaller regions. We repeat this process until the size of the selected region is smaller than a pre-specified threshold. For example, in Fig. 2, the red block is finally selected. Within the selected region, we choose the color vector, which minimizes the distance \([I_r(p), I_g(p), I_b(p) - (255, 255, 255)]\), as the atmospheric light. By minimizing the distance from the pure white vector (255, 255, 255), we attempt to choose the atmospheric light that is as bright as possible.
3.2. Optimal transmission estimation

We assume that scene depths are locally similar, as done in many dehazing algorithms [8,11,17], and find a single transmission value for each block of size \(32 \times 32\). Then, for each block with the fixed transmission value \(t\), the haze equation in (1) can be rewritten as

\[
J(p) = \frac{1}{t} (I(p) - A) + A.
\]

(3)

After estimating the atmospheric light \(A\), the restored scene radiance \(J(p)\) depends on the selection of the transmission \(t\). In general, a hazy block yields low contrast, and the contrast of a restored block increases as the estimated \(t\) gets lower. We attempt to estimate the optimal \(t\) so that the dehazed block has the maximum contrast.

Let us first review and discuss the three quantitative definitions of the contrast of a restored block. For simplicity, we define the contrast for one color channel.

- **Mean squared error (MSE) contrast**: The MSE contrast, \(C_{\text{MSE}}\), represents the variance of pixel values [22], which is given by

\[
C_{\text{MSE}} = \frac{1}{N} \sum_{p=1}^{N} (J_c(p) - \bar{J}_c)^2,
\]

(4)

where \(c \in \{r, g, b\}\) is the color channel index, \(\bar{J}_c\) is the average of \(J_c(p)\), and \(N\) is the number of pixels in a block. From (3), \(C_{\text{MSE}}\) of the restored block can be rewritten as

\[
C_{\text{MSE}}(t) = \frac{1}{t^2} \left( \frac{1}{N} \sum_{p=1}^{N} (I(p) - A)^2 \right) + \frac{A}{t},
\]

(5)

The maximum contrast occurs when the above equation is minimized. Thus, we need to estimate the transmission \(t\) to minimize the MSE contrast for a particular color channel.

**Fig. 2.** Atmospheric light estimation. By recursively dividing an image into four smaller regions and selecting the region with the highest score, we determine the region that is hazed most densely and then choose the atmospheric light within the region. In this example, the red block is the selected region. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Fig. 3.** Comparison of the dehazing results using the three definitions of contrast. (a) Input hazy images. The dehazed images and the corresponding transmission maps obtained by employing (b) the MSE contrast, (c) the Michelson contrast, and (d) the Weber contrast, respectively. In the transmission maps, yellow and red pixels represent near and far scene points, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
where \( l \) is the average of \( I_c(p) \) in the input block. Note from (5) that the MSE contrast is a decreasing function of \( t \).

**Michelson contrast:** The Michelson contrast, \( C_{\text{Michelson}} \), is typically used for periodic patterns and textures [23]. It is a measure of the difference between the maximum and the minimum values

\[
C_{\text{Michelson}} = \frac{J_c \max - J_c \min}{J_c \max + J_c \min},
\]

where \( J_c \max \) and \( J_c \min \) denote the maximum and the minimum values of \( J_c \(p \). \( C_{\text{Michelson}} \) is also inversely proportional to \( t \), since it can be rewritten as

\[
C_{\text{Michelson}} = \frac{I_c \max - I_c \min}{I_c \max + I_c \min - 2A_x + 2A_y t},
\]

where \( I_c \max \) and \( I_c \min \) denote the maximum and the minimum values of \( I_c \(p \).

**Weber contrast:** The Weber contrast, \( C_{\text{Weber}} \), is defined as the normalized difference between the background color \( J_{\text{background}} \) and the object color \( J_{\text{object}} \) [22], given by

\[
C_{\text{Weber}} = \frac{J_c \text{object} - J_c \text{background}}{J_c \text{background}}.
\]

The Weber contrast is widely used to model the human visual system. In practice, we regard each pixel value as an object color and the average pixel value as the background color. Then, we can derive

\[
C_{\text{Weber}} = \frac{\sum_{p=1}^{N} (I_c(p) - J_c)}{N J_c},
\]

which has a similar form to the MSE contrast in (4).

Any of these three definitions can be employed to measure the contrasts of restored blocks and dehaze an image. Fig. 3 shows dehazed images and the corresponding transmission maps when we employ the three definitions of contrast, respectively. We see that any of these three definitions can be employed to measure the contrasts of restored blocks and dehaze an image. However, when a block contains dense haze, it has a relatively narrow range of input values. Thus, even though it is assigned a small value of \( t \), most of its pixel values be-

long to \([x, \beta] \) and are not truncated. On the contrary, a block with no haze exhibits a broad range of input values and should be assigned a large \( t \) to reduce the information loss due to the truncation. Fig. 5 shows examples of restored images according to different values of \( t \). It is observed that, as \( t \) gets smaller, more pixel values are truncated in the restored images.

Thus, we should not only enhance the contrast but also reduce the information loss. To this end, we design the contrast cost and the information loss cost and then minimize the two cost functions simultaneously. First, we define the contrast cost, \( E_{\text{contrast}} \), by taking the negative sum of the MSE contrasts for three color channels of each block \( B \).

\[
E_{\text{contrast}} = - \sum_{c \in \{r, g, b \}} \sum_{p \in B} \frac{(J_c(p) - J_c)^2}{N_B} = - \sum_{c \in \{r, g, b \}} \sum_{p \in B} \frac{(I_c(p) - J_c)^2}{t^2 N_B}
\]

where \( J_c \) and \( I_c \) are the average values of \( J_c \(p \) and \( I_c \(p \) in \( B \), respectively, and \( N_B \) is the number of pixels in \( B \). Note that, by minimizing \( E_{\text{contrast}} \), we can maximize the MSE contrasts. Second, we define the information loss cost \( E_{\text{loss}} \) for block \( B \) as the squared sum of truncated values,

\[
E_{\text{loss}} = \sum_{c \in \{r, g, b \}} \sum_{p \in B} \left\{ \left( \min(0, J_c(p)) \right)^2 + \left( \max(0, J_c(p) - 255) \right)^2 \right\}
\]

where \( h_c(i) \) is the histogram of input pixel value \( i \) in color channel \( c \), and \( \alpha_c \) and \( \beta_c \) denote the intercepts at which the truncation occurs, as illustrated in Fig. 4. In (11), the terms \( \min(0, J_c(p)) \) and \( \max(0, J_c(p) - 255) \) denote truncated values due to the underflow and the overflow, respectively. We rewrite the squared sum of the truncated values as (12) using the histogram. It is noted that the histogram uniformness term in our previous work in [20] plays a similar role as the information loss cost. However, the histogram uniformness term may yield incorrect results when a haze-free region has a non-uniform histogram. Last, for block \( B \), we find the optimal transmission \( t^* \) by minimizing the overall cost function

\[
E = E_{\text{contrast}} + \lambda \cdot E_{\text{loss}},
\]

where \( \lambda \) is a weighting parameter that controls the relative importance of the contrast cost and the information loss cost.

Fig. 4. An example of the transformation function. Input pixel values are mapped to output pixel values according to the transformation function, depicted by the black line. The red regions represent the information loss due to the truncation of output pixel values. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
A large value of $\lambda_t$ in (13) reduces the information loss. In the extreme case of $\lambda_t = \infty$, the optimal transmission value should not yield any information loss, i.e.,
\[
\min_{c \in \{r,g,b\}} \min_{p \in \mathbb{B}} f_c(p) \geq 0. \tag{14}
\]
\[
\max_{c \in \{r,g,b\}} \max_{p \in \mathbb{B}} f_c(p) \leq 255. \tag{15}
\]
These inequalities, together with the relation in (3), impose two constraints for the transmission $t$, given by
\[
t \geq \min_{c \in \{r,g,b\}} \min_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{-A_c} \right\}, \tag{16}
\]
\[
t \geq \max_{c \in \{r,g,b\}} \max_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{255 - A_c} \right\}. \tag{17}
\]
The two constraints can be combined into a single constraint
\[
t \geq \max \left\{ \min_{c \in \{r,g,b\}} \min_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{-A_c} \right\}, \ \max_{c \in \{r,g,b\}} \max_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{255 - A_c} \right\} \right\}. \tag{18}
\]
Notice that $E_{\text{contrast}}$ is an increasing function of $t$. Therefore, the optimal transmission $t^*$ is determined as the smallest value satisfying the constraint in (18). In other words,
\[
t^* = \max \left\{ \min_{c \in \{r,g,b\}} \min_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{-A_c} \right\}, \ \max_{c \in \{r,g,b\}} \max_{p \in \mathbb{B}} \left\{ \frac{I_c(p) - A_c}{255 - A_c} \right\} \right\}. \tag{19}
\]

It is worthy to point out that the first constraint in (16) is the same constraint that is employed as the dark channel prior in the He et al.’s algorithm [11]. Using this constraint, [11] provides faithful dehazing results, provided that objects are rarely brighter than the atmospheric light. However, when some objects are brighter than the atmospheric light, [11] fails to estimate the transmission correctly. In contrast, the proposed algorithm employs the additional constraint in (17), which prevents the overflow of restored pixel values. Therefore, the proposed algorithm can estimate the transmission more reliably. Moreover, by controlling $\lambda_t$ in (13), the proposed algorithm can strike a balance between the contrast enhancement and the information loss.

### 3.3. Transmission refinement

In Section 3.2, we assumed that all pixels in a block have the same transmission value. However, scene depths may vary spatially within a block, and the block-based transmission map usually yields blocking artifacts. Therefore, by using an edge preserving filter, we refine the block-based transmission map, alleviate the blocking artifacts, and enhance the image details. Edge preserving filtering attempts to smooth an image, while preserving the edge information [1,24,25]. In this work, we adopt the guided filter [25], which assumes that the filtered transmission $t(q)$ is an affine combination of the guidance image $I(q)$ as follows.
\[
t(q) = s^t I(q) + \psi, \tag{20}
\]
where $s = (s_r, s_g, s_b)^T$ is a scaling vector and $\psi$ is an offset. The scaling vector and the offset are determined for each local window of size $41 \times 41$. For a window $W$, the optimal parameters, $s^*$ and $\psi^*$, are obtained, by minimizing the difference between the initial transmission $t(q)$ found in Section 3.2 and the filtered transmission $t(q)$, using the least squares method:
\[
(s^*, \psi^*) = \arg \min_{s, \psi} \sum_{q \in W} (t(q) - \tilde{t}(q))^2. \tag{21}
\]
The window slides pixel by pixel over the entire image, and multiple windows overlap at each pixel position. Therefore, at each pixel position, we can determine the final transmission value as the average of all associated refined transmission values. We call this approach as the centered window scheme.

The centered window scheme reduces blocking artifacts by averaging the refined transmission values of overlapping windows. However, the averaging process may cause blurring in the final transmission map, especially around object boundaries across which depths change abruptly. The blurring in the transmission map, in turn, yields halo artifacts in the dehazed image. To overcome this problem, we employ the shiftable window scheme, instead of the centered window scheme. Note that shiftable windows were used for improving the stereo matching performance [26]. As illustrated in Fig. 6(a), the centered window scheme overlays a window on each pixel so that the window is centered at the pixel. In this example, the window contains multiple objects with different depths, leading to unreliable depth estimation. On the other hand, in the shiftable window scheme in Fig. 6(b), for each pixel, we shift the window within a search range and select the optimal shift position that minimizes the variance of pixel values within the window. Thus, in general, optimal windows are selected at smooth regions and do not contain strong edges. Then, similarly to the centered window scheme, we refine the transmission values of the optimal windows via (20) and determine the final transmission value at each pixel as the average of all associated refined values. Notice that, even though a shiftable window is selected for each pixel, the number of overlapping windows varies according to the pixel position. This is because windows at smooth regions are selected more frequently than those at edge regions. The shiftable window scheme hence can reduce the contributions of unreliable transmission values derived from edge regions, thereby alleviating blurring artifacts.
The dehazing algorithm in Section 3 provides good results on static images. However, when applied to each frame of a hazy video sequence independently, it may break temporal coherence and produce a restored video with severe flickering artifacts. Moreover, its high computational complexity prohibits real-time applications, such as car vision or video surveillance. In this section, we propose a fast and temporally coherent dehazing algorithm for video sequences.

4.1. Temporal coherence

Let us first consider the relationship between the transmission values of consecutive image frames. The transmission values change due to camera and object motions. As an object approaches the camera, the observed radiance gets closer to the original scene radiance. On the contrary, when an object moves away from the camera, the observed radiance becomes more similar to the atmospheric light. Thus, we should modify the transmission value of a scene point adaptively according to its brightness change.

In the proposed video dehazing algorithm, we first convert a video sequence into the YUV color space. We then process only the luminance (Y) component, without modifying the chrominance (U, V) components, to reduce the computational complexity. We empirically observe that dehazing results using the Y component only are comparable to those obtained in the RGB color space. Also, notice that the U and V components are less affected by haze than the Y component. Thus, if all Y, U, V components are used for the transmission estimation in the same way as the R, G, B components are used, the estimation becomes unreliable and the dehazing results are degraded severely. Therefore, the U and V components should not be used in the transmission estimation and the dehazing.

Let \( f_Y^k(p) \) and \( f_Y^{k-1}(p) \) be the Y components of the scene radiance and the observed radiance, respectively, at pixel \( p \) in the \( k \)th image frame. We assume that the original radiance of a scene point is the same between two consecutive image frames. Specifically,

\[
J_Y^{k-1}(p) = f_Y^{k-1}(p). \tag{22}
\]

We also assume that the luminance \( A_Y \) of the atmospheric light is the same for an entire video sequence. However, when a scene change occurs, \( A_Y \) may vary substantially and it should be newly estimated. Thus, in practice, we can employ a scene change detection algorithm, e.g. [27], and estimate the atmospheric light again after each scene change. From (1), we can easily obtain the relationship between the transmission \( t_k(p) \) in the current frame and the transmission \( t_{k-1}(p) \) in the previous frame,

\[
t_k(p) = t_k(p) / t_{k-1}(p). \tag{23}
\]

where \( \tau_k(p) \) is the temporal coherence factor, which corrects the transmission according to the change in the observed scene radiances, given by

\[
\tau_k(p) = \frac{f_Y^k(p) - A_Y}{f_Y^{k-1}(p) - A_Y}. \tag{24}
\]

In (23), we compare two pixels at the same position in the \( k \)th frame and the \( (k-1) \)th frame. However, an object may move and the same scene point may be captured at different pixel positions. To address this issue, the position of a moving object can be tracked, e.g., using the block matching method [1] or the optical flow estimation [28]. However, conventional motion estimation schemes demand high computational complexity in general, when the size of the searching window increases. Therefore, to achieve fast computation, we do not estimate motion vectors explicitly. Instead, we employ a simple probability model, based on the differential image between the two frames, which is given by

\[
w_k(p) = \exp \left( -\frac{(f_Y^k(p) - f_Y^{k-1}(p))^2}{\sigma^2} \right), \tag{25}
\]

where \( \sigma \) controls the variance of the probability model. In this work, \( \sigma \) is empirically selected as 10. Note that \( w_k(p) \) gets larger as \( f_Y^k(p) \) becomes more similar to \( f_Y^{k-1}(p) \). Thus, \( w_k(p) \) represents the likelihood that the two pixels are the matching ones. Then, we define the temporal coherence factor \( \tau_k \) for block \( B \) as

\[
\tau_k = \frac{\sum_{p \in B} w_k(p) \tau_k(p)}{\sum_{p \in B} w_k(p)}. \tag{26}
\]

In other words, the pixel-based factor \( \tau_k(p) \) is multiplied by a larger weight \( w_k(p) \) in the computation of the block-based factor \( \tau_k \), when \( f_Y^k(p) \) and \( f_Y^{k-1}(p) \) are more likely to come from the same scene point. For each block, we define a temporal coherence cost by taking the squared difference between the transmission \( t_k \) in the current
frame and its estimation \( t_k t_{k-1} \) using the previous frame. However, the squared difference cannot reflect the similarity between the corresponding blocks in the current and previous frames exactly, when a scene change occurs or a new object appears. In such cases, \( t_k \) may be far from its estimation \( t_k t_{k-1} \). Hence, we introduce an additional weight

\[
W_k = \frac{1}{N_g} \sum_{p \in B} W_k(p),
\]

(27)

which represents the block similarity between the two frames. Then, we define the temporal coherence cost \( E_{\text{temporal}} \) as

\[
E_{\text{temporal}} = W_k (t_k - t_{k-1})^2.
\]

(28)

4.2. Cost function optimization

For video dehazing, we reformulate the overall cost in (13) by adding the temporal coherence cost \( E_{\text{temporal}} \) in (28), i.e.,

\[
E = E_{\text{contrast}} + \lambda E_{\text{loss}} + \lambda \tau E_{\text{temporal}},
\]

(29)

where \( \lambda \tau \) is a weighting parameter. As \( \lambda \tau \) gets larger, we emphasize the temporal coherence more strongly and alleviate flickering artifacts more effectively. However, a large \( \lambda \tau \) may fix the optimal transmission value for each block over all frames, causing blurring artifacts and degrading the qualities of restored frames. Therefore, \( \lambda \tau \) should be determined by considering the tradeoff between flickering artifacts and the qualities of individual frames.

Note that we first find the optimal transmission \( t_0 \) for each block in the first frame by minimizing the cost function in (13), since there is no previous frame. Then, for subsequent frames, we obtain the optimal transmission \( t_k \) of each block by minimizing the augmented cost function in (29).

4.3. Fast transmission refinement

For fast dehazing of a video sequence, we reduce the complexity for computing pixel-based transmission values. Only the lumi-
The transmission component is used to compute the pixel-based transmission values via

\[ t(q) = s_Y I_Y(q) + w \]  

(30)

where the optimal parameters \( s_Y \) and \( w \) are obtained by

\[ (s_Y^*, w^*) = \arg \min_{s_Y, w} \sum_{q \in W} (t(q) - t(q))^2. \]  

(31)

This least squares optimization computes only two parameters, as compared with four parameters in (21). It, however, still requires high complexity to compute the least squares for the window around each pixel. Therefore, we sample the evaluation points using the partially overlapping sub-block scheme in [29] and employ centered windows, instead of shiftable windows, for video dehazing. The partially overlapping scheme may cause blocking artifacts. To alleviate those artifacts, we use a Gaussian window: pixels around the window center have higher weights, whereas pixels farther from the center have lower weights. Then, we obtain the final optimal transmission value for each pixel, by computing the Gaussian weighted sum of the transmission values associated with the overlapping windows. Also, to further reduce the complexity, the proposed algorithm downsamples an input image when computing the transmission.

Fig. 8. Dehazing results of the proposed algorithm on the “Cones,” “Forest,” “House,” “Town,” and “Plain” images: (a) the hazy images, (b) the estimated transmission maps, in which yellow and red pixels correspond to near and far scene points, respectively, and (c) the dehazed images. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
5. Experimental results

5.1. Static image dehazing

We evaluate the performance of the proposed static image dehazing algorithm on hazy “Cones,” “Forest,” “House,” “Town,” and “Plain” images in Fig. 8(a). “Cones” and “House” images were used in [8], and the others were collected from flicker.com. Fig. 8(b) shows the restored dehazed images, where yellow and red pixels represent near and far scene points, respectively. Fig. 8(c) shows the estimated transmission maps, where yellow and red pixels represent near and far scene points, respectively. Fig. 8(c) shows the estimated transmission maps, where yellow and red pixels represent near and far scene points, respectively. Fig. 8(c) shows the estimated transmission maps, where yellow and red pixels represent near and far scene points, respectively. Fig. 8(c) shows the estimated transmission maps, where yellow and red pixels represent near and far scene points, respectively.

Fig. 9 compares the dehazing results according to the variation of the parameter \( k \) in (13). As shown in Fig. 9(a), with a small value of \( k_1 = 1 \), the restored images have significantly increased contrast, but they lose information and contain unnaturally dark pixels due to the truncation of pixel values. On the contrary, with a large value of \( k_1 = 8 \), we can prevent the information loss but cannot remove haze fully. In general, \( k_1 = 5 \) strikes a balance between the information loss prevention and the haze removal effectively. Therefore, we fix \( k_1 \) to 5 in all experiments, unless otherwise specified.

We also compare the performance of the proposed algorithm with those of the conventional algorithms on the “Newyork1,” “Newyork2,” and “Mountain” images in Figs. 10–12, respectively. These images were used in [10]. The level control method and the histogram equalization, which are available in the Photoshop techniques, are implemented without the fast transmission refinement step. Consequently, the proposed algorithm provides higher quality transmission maps in Fig. 13(c). On the other hand, the proposed algorithm estimates the atmospheric light more reliably within the lower areas, thus providing stronger scene radiance and lower contrast. We see in Fig. 8(c) that the lowered contrast in the upper areas is restored in the dehazed images. On the other hand, pixel values in the lower areas are not much influenced by haze. In these lower areas, by employing the information loss cost, the proposed algorithm provides transmission values reliably even for complex scenes, such as the “House” and “Town” images.

Fig. 9 compares the dehazing results according to the variation of the parameter \( k_1 \) in (13). As shown in Fig. 9(a), with a small value of \( k_1 = 1 \), the restored images have significantly increased contrast, but they lose information and contain unnaturally dark pixels due to the truncation of pixel values. On the contrary, with a large value of \( k_1 = 8 \), we can prevent the information loss but cannot remove haze fully. In general, \( k_1 = 5 \) strikes a balance between the information loss prevention and the haze removal effectively. Therefore, we fix \( k_1 \) to 5 in all experiments, unless otherwise specified.

Next, in Fig. 13, we compare the proposed algorithm with He et al.’s algorithm [11] in more detail. In this test, to assess only the information loss cost without the effects of the contrast cost, we set \( k_1 = \infty \) in (13) in the proposed algorithm. As shown in Fig. 13(b), He et al.’s algorithm estimates the atmospheric light from the brightest areas in the hazy images, and it thus removes the shadow of the cloud in Fig. 12(g). On the other hand, the proposed algorithm attempts to prevent the overflow, as well as the underflow, of pixel values during the dehazing procedure, as mentioned in Section 3.2. Therefore, the proposed algorithm can suppress most of the artifacts occurred in the conventional dehazing algorithms.

We evaluate the performance of the proposed video dehazing algorithm on the “Riverside,” “Intersection,” and “Road View” sequences in Figs. 14–16. We set the parameter \( \tau_T \) in (29) to 1 to strike a balance between flickering and blurring. We implement the proposed video dehazing algorithm in two different versions. First, it is implemented without the fast transmission refinement techniques, i.e., the partially overlapping sub-block scheme with the centered Gaussian windows and the downsampled computation of the transmission, in Section 4.3. Second, it is implemented with those techniques. Also, for comparison, we provide the results of the proposed static image dehazing algorithm and Zhang et al.’s
Fig. 10. Comparative results of the proposed algorithm and the conventional algorithms on the "Newyork1" image. (a) The input hazy image. The dehazed images obtained by (b) the level control method, (c) the histogram equalization method, (d) Tan’s algorithm [7], (e) Fattal’s algorithm [8], (f) Tarel et al.’s algorithm [10], (g) He et al.’s algorithm [11], and (h) the proposed algorithm.

Fig. 11. Comparative results of the proposed algorithm and the conventional algorithms on the "Newyork2" image. (a) The input hazy image. The dehazed images obtained by (b) the level control method, (c) the histogram equalization method, (d) Tan’s algorithm [7], (e) Fattal’s algorithm [8], (f) Tarel et al.’s algorithm [10], (g) He et al.’s algorithm [11], and (h) the proposed algorithm.
Fig. 12. Comparative results of the proposed algorithm and the conventional algorithms on the “Mountain” image. (a) The input hazy image. The dehazed images obtained by (b) the level control method, (c) the histogram equalization method, (d) Tan’s algorithm [7], (e) Fattal’s algorithm [8], (f) Tarel et al.’s algorithm [10], (g) He et al.’s algorithm [11], and (h) the proposed algorithm.

Fig. 13. The comparison of the proposed algorithm with He et al.’s algorithm [11]. (a) The input hazy images. (b) The dehazed images and (c) the transmission maps obtained by He et al.’s algorithm. The red areas in (b) represent the top 0.1% of the brightest pixels in the dark channels, in which the highest pixel values are selected as the atmospheric light. (d) The dehazed images and (e) the transmission maps obtained by the proposed algorithm. The red rectangular areas in (d) are selected to determine the atmospheric light. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 14. Video dehazing on the “Riverside” sequence. (a) The input hazy sequence. The dehazed sequences by (b) the static image dehazing algorithm, (c) Zhang et al.’s algorithm [18], (d) the proposed algorithm without the fast transmission refinement, and (e) the proposed algorithm with the fast transmission refinement. The frame numbers of the left, middle, and right columns are 10, 12, and 14, respectively.
Fig. 15. Video dehazing on the “Intersection” sequence. (a) The input hazy sequence. The dehazed sequences by (b) the static image dehazing algorithm, (c) Zhang et al.’s algorithm [18], (d) the proposed algorithm without the fast transmission refinement, and (e) the proposed algorithm with the fast transmission refinement. The frame numbers of the left, middle, and right columns are 7, 8, and 14, respectively.
The static image dehazing algorithm is applied to each frame of the hazy sequences independently. It causes flickering artifacts in Figs. 14(b), 15(b) and 16(b), due to the variations of the estimated atmospheric light among frames. The small differences in the atmospheric light are amplified with low transmission values, which severely change the color tones of restored frames. On the contrary, Zhang et al.’s algorithm and the proposed video dehazing algorithm yield temporally coherent dehazing results by suppressing flickering artifacts. However, Zhang et al.’s algorithm is essentially based on He et al.’s static image dehazing algorithm [11]. Therefore, it may cause the overflow of pixel values. We see that the proposed algorithm removes haze more effectively and naturally than Zhang et al.’s algorithm, especially in Figs. 14 and 15. Also, note that the proposed algorithm with the fast refinement techniques provides faithful output images in Figs. 14(e), 15(e) and 16(e), whose qualities are comparable to those of the images in Figs. 14(d), 15(d) and 16(d) without the fast techniques.

Zhang et al.’s algorithm demands high memory and computational complexities, since it uses the information in at least three frames to estimate the transmission map of a frame. On the contrary, the proposed algorithm requires only the information in the previous frame. We test the complexity of the proposed algorithm using a personal computer with an Intel Core i5-2500K processor and 4 GB memory. When the proposed algorithm is
implemented without the fast refinement techniques, it provides the processing speeds of 7.5, 7.6, and 8.1 frames per second (fps) on “Riverside,” “Intersection,” and “Road View,” respectively. We improve the speeds by employing the fast refinement techniques. Moreover, we use parallel programming tools, SIMD [31] and OpenMP [32], for faster computation. We use the SIMD in the transmission refinement step, by performing the computation for four pixels in parallel, and apply the OpenMP to restore pixel values using four processor cores in parallel. Consequently, the proposed algorithm with the fast transmission refinement achieves real-time video dehazing and performs at 31.8, 36.8, and 46.1 fps on “Riverside,” “Intersection,” and “Road View,” respectively. However, this complexity is still too high to be employed in applications with limited computing resources, such as car vision. Further complexity reduction is one of the future research issues.

Next, we quantitatively show how the proposed video dehazing algorithm suppresses flickering artifacts by employing the temporal coherence cost in the optimization. Fig. 17 plots the MSE between two consecutive frames in the “Riverside” and “Road View” sequences. When the static image dehazing algorithm is independently applied to each frame, the MSE curves experience relatively large fluctuations as compared with the input hazy sequences, especially between 35–45 frames in Fig. 17(a) and 5–10 frames and 35–45 frames in Fig. 17(b). These fluctuations are caused by abrupt changes in color tones between consecutive frames, which result in flickering artifacts. On the other hand, the video dehazing algorithm alleviates the fluctuations and reduces the flickering artifacts efficiently.

We also quantify the flickering artifacts based on the sensitivity model of flickering perception [33]. The original flicker sensitivity function in [33] measures the flickering of a temporal sinusoidal signal, and it cannot be directly applied to assess the flickering in a dehazed video. Thus, similarly to [34], we modify their sensitivity function as follows. At each pixel position, we extract a temporal sequence of pixel values through a video clip, filter the sequence based on the human perception model as in [33], and then compute the temporal standard deviation of the filtered sequence. A smaller temporal deviation indicates less flickering artifacts in general. Hence, we employ the average temporal deviation over all pixel positions as a measure of flickering artifacts. Table 1 compares the average temporal deviation measurements. Note that the proposed video dehazing algorithm exhibits smaller average temporal deviations than the static image dehazing algorithm.

We make the dehazing results available as video clips at our project website,1 so that the reduction of flickering artifacts can be assessed subjectively. Moreover, we provide more dehazing results on other images and videos on the website. These experimental results also confirm that the proposed algorithm is a promising technique for dehazing.

### 6. Conclusions

In this work, we proposed a dehazing algorithm based on the optimized contrast enhancement. The proposed algorithm first selects the atmospheric light in a hazy image using the quadtree-based subdivision. Then, since a hazy image has low contrast, the proposed algorithm determines transmission values, which are adaptive to scene depths, to increase the contrast of the restored image. However, some pixels in the restored image can be saturated, resulting in information loss. To overcome this issue, we incorporated the information loss cost into the optimized transmission computation. We also extended the static image dehazing algorithm to the real-time video dehazing algorithm, by employing the temporal coherence cost. Experimental results demonstrated that the proposed algorithm is capable of removing haze effectively and restoring images faithfully, as well as achieving real-time processing.
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