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Abstract

In order to improve profitability, freight forwarding companies try to organize their operational transportation planning systematically, considering not only their own fleet but also external resources. Such external resources include vehicles from closely related subcontractors, autonomous common carriers on the transportation market, and cooperating partners in horizontal coalitions. In this paper, the transportation planning process of freight forwarders is studied and the benefit of including external resources is analyzed. By introducing subcontracting, the conventional routing of own vehicles is extended to an integrated operational transportation planning, which simultaneously constructs fulfillment plans with overall lowest costs using the own fleet and subcontractors’ vehicles. This is then combined with planning strategies, which intend to increase the profitability by exchanging requests among members in horizontal coalitions. Computational results show considerable cost reduction using the proposed planning approach.
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1. Introduction

The increasing pressure on modern freight forwarding companies to improve profitability has strongly influenced their fleet management and transportation planning strategies. In order to utilize resources more efficiently, it is no longer sufficient for forwarders to optimize the usage of their internal resources, but they also have to improve the management of external relations with other carriers. Forwarders can fulfill their acquired customer requests by applying the following options: (1) keeping the execution in-house using their own fleet (self-fulfillment), (2) forwarding requests to other carriers (subcontracting), and (3) exchanging requests with partners in horizontal cooperation (collaborative planning). Using all three options may result in considerable cost-savings. However, due to the high
heterogeneity of these different options, forwarders have to apply new planning approaches to realize the embedded potential. In this paper, we study the operational transportation planning under consideration of all three fulfillment options.

Besides self-fulfillment, forwarders can subcontract some requests to subcontractors in vertical cooperation and to common carriers to reduce their fleet size. Due to the high fixed costs of vehicles, many forwarders strongly downsize their own fleet. This enables them to do “cherry-picking”, i.e., assigning the most profitable tours to their own vehicles and filling the gap between the own fleet capacity and customer demands by using capacities of other carriers. As a consequence, the process of forwarding requests to subcontractors has to be integrated into the traditional vehicle routing and scheduling. Krajewska and Kopfer (2009) refer to this extension as the integrated operational transportation planning (IOTP).

In addition to subcontracting, the operational efficiency can be improved further by building up horizontal coalitions enabling collaborative planning. According to Stadtler (2009), collaborative planning can be understood as a joint decision making process for aligning plans of individual coalition members with the aim of achieving coordination in light of information asymmetry. Wang and Kopfer (2013) refer to the joint decision making process for fulfilling transportation requests in a horizontal coalition as collaborative transportation planning (CTP). CTP aims to reach a reallocation of requests among the coalition members through request exchange, with total costs less than the sum the partners’ individual costs would be without cooperation.

The main difference between the cooperation in IOTP and CTP is that CTP is performed on the basis of an equal partnership, while in IOTP the players are in a hierarchical relation with the forwarder being the client of the carriers who act as subcontractors. In IOTP, forwarders plan independently for their internal and external capacities without explicitly coordinating with their subcontractors. In CTP, all partners plan for themselves (i.e., for their own fleet and, if applicable, for their subcontractors either) and try to harmonize their plans with those of other coalition members.

Although both approaches, IOTP and CTP, have been investigated in literature, a systematical integration of both approaches into vehicle routing strategies has not been discussed yet. In this paper, we study how the operational planning of the forwarders should be performed taking subcontracting and collaborative request exchange into account. The purpose is to develop an appropriate mechanism to realize the cost-saving potential at the highest level, which is embedded in the integration of IOTP and CTP.

The remainder of this paper is organized as follows. Related literature is reviewed in Sect. 2. Different planning strategies are formally described in Sect. 3. The solution approaches for the IOTP problem are presented in Sect. 4 and integrated into a collaborative planning framework in Sect. 5. Sect. 6 shows the computational results. Sect. 7 concludes this paper.
2. Literature review

2.1. Combining vehicle routing and subcontracting

The idea of using external resources for the fulfillment of transportation requests is not new in transportation planning. Due to the high fixed costs related to trucks and the low profit margin, forwarders have to keep a very high utilization rate of their own fleet to generate acceptable profits. Introducing subcontracting enables forwarders to do “cherry-picking” for their reduced fleet and thus to ensure a high utilization rate of own vehicles, even in case of strongly fluctuating demands on transportation volume.

“Cherry-picking” is often performed by forwarders in practice in spite of the fact that it implements a sequential planning approach, which may lead to inferior solutions regarding the total fulfillment costs. Thus, simultaneous planning approaches have been proposed in transportation planning literature. The resulting planning problems, i.e., variations of the IOTP, have attracted interest of researchers for some decades.

Ball et al. (1983) investigate the problem of simultaneously generating routes for own vehicles and subcontracting requests singly to common carriers. The underlying routing problem can be seen as a multi-depot full-truckload (FTL) pickup and delivery problem (PDP). Klincewicz et al. (1990) study a variation of the IOTP which is based on the vehicle routing problem (VRP) with stochastic customer demands. The whole area to be served is divided into several sectors assigned either to own vehicle routes or to common carriers. A static and deterministic version of this problem on the operational level is proposed and solved many years later by Chu (2005), who discusses the problem where only a fixed number of heterogeneous trucks with limited capacity are available in the own fleet and the demands of customers are known. After that, this problem and its variation with a homogeneous fleet are investigated in Bolduc et al. (2007), Bolduc et al. (2008), and Côté and Potvin (2009). Based on the analysis of a German mid-sized freight forwarder, Krajewska and Kopfer (2009) introduce a variation of the IOTP while considering several different tariff structures for freight charges, and propose a tabu search heuristic to solve this problem.

2.2. Integrating Collaborative Transportation Planning

Small and mid-sized forwarders face greater difficulties in taking advantage of both economy of scope and economies of scale due to their relatively limited business size. The commonly estimated achievable cost reduction through CTP amounts to 5-15% (Cruijssen and Salomon, 2004; Krajewska et al., 2008). The attained cost-savings represent the joint benefits of the coalition that cannot be achieved individually. They can then be shared among the coalition members.

In order to exploit the cost-saving potential embedded in CTP, appropriate request exchange mechanisms, which are simple and implementable, yet effective in terms of generating high joint benefits have to be developed. Such mechanisms must be able to deal with distributed information and decision-making competences (Wang and Kopfer, 2013). Some approaches have been proposed in literature to tackle this challenging task. These approaches differ not only in the solution methodologies but also in the scenarios (e.g. underlying routing problems) where CTP is applied.
Krajewska and Kopfer (2006) propose a request exchange mechanism using a combinatorial auction (CA), which is based on the idealized assumption that the fulfillment costs for any bundle of requests can be exactly evaluated. Schwind et al. (2009) propose two auction mechanisms for a scenario with several warehouses supplying single commodity goods to customers, which can be modeled as the VRP with time windows (VRPTW) (Cordeau et al., 2002). Due to the characteristics of the VRP, only requests located between neighboring profit centers are exchanged. For the PDP however, it is impossible to simply choose candidate requests for exchange on the basis of their geographical locations. Berger and Bierwirth (2010) deal with the CTP of a coalition, where each member has to solve a PDP without capacity restriction. Schönberger (2005) proposes a CA-based approach for a similar problem, in which also time windows of requests have been considered. Özener et al. (2011) solve the CTP problem by using bilateral exchanges for forwarders doing FTL business. Wang and Kopfer (2013) propose a route-based request exchange mechanism for the exchange of less-than-truckload (LTL) requests. The basic routing problem is the pickup and delivery problem with time windows (PDPTW) with a fixed homogeneous fleet.

The approaches proposed by Berger and Bierwirth (2010) and Özener et al. (2011) depend on the calculation of the marginal cost for each single request. The basic idea is to choose those requests with the highest marginal costs and offer them for exchange. If an exchange resulting in a better solution for all parties is found, it will be accepted and the exchange process continues. Otherwise the process ends. This idea suffers from the fact that the underlying process resembles a hill-climbing strategy, which does not accept any declined solution and thus cannot escape from local optima. The mechanisms in Berger and Bierwirth (2010) realize an average cost-saving potential of 18.2 to 64.8% for different test sets and the approach in Özener et al. (2011) of 30% in the test setting relevant for CTP as discussed in this paper.

Schönberger (2005) and Wang and Kopfer (2013) solve the CTP problem by following the decomposition principle proposed by Dantzig and Wolfe (1960). This decomposition scheme is suitable for decentralized decision making (with distributed information) since each member decides for his part without regard to whether it is feasible for any other part (Dantzig and Wolfe, 1960), and without having to expose private information. In both approaches, the CTP problems are decomposed into several subproblems reflecting the routing decisions of the participants and a coordinating problem. Schönberger (2005) assumes an extremely high price level for forwarding requests to common carriers and tries to increase the degree of self-fulfillment. Wang and Kopfer (2013) use an iterative route generation process and realize almost the complete cost-saving potential which is determined by solving the centralized problem using effective heuristics for vehicle routing.

3. Extending operative transportation planning

In this section, the operative transportation planning problems are formally described. We begin with the PDPTW as the initial situation and extend it gradually to the combined collaborative integrated planning.
3.1. From PDPTW to “Cherry-picking”

Suppose that there exists a horizontal coalition of \( m \) independent freight forwarders. Each member \( i \) comes along with a request portfolio \( R_i \) containing \( n_i \), \( i = 1, \ldots, m \), LTL requests. Each request \( r \in R_i \) with load \( l_r \geq 0 \) must be transported from its pickup location to a delivery location. Let \( P_i = R_i = \{1, \ldots, n_i\} \) be the set of pickup nodes and \( D_i = \{n_i + 1, \ldots, 2n_i\} \) the set of delivery nodes. The origin-destination pair of request \( r = u \in P_i \) is \((u, n_i + u)\). Let \( l_u = l_r \) and \( l_{n_i+u} = -l_r \). Each forwarder \( i \) has its own fleet \( K_i^1 \) available on the first mode, i.e., self-fulfillment (SF). Each vehicle \( k \in K_i^1 \) has the capacity \( Q_k \), a fixed cost \( \alpha_k \), and a variable cost rate \( \beta_k \) for each delivery unit. All vehicles are stationed at the depot \( o_i \). Let \( o_i \) denote the start depot and \( o'_i \) denote the end depot which is a duplicate of \( o_i \). Member \( i \)'s PDPTW can be defined on a graph \( G_i = (V_i, A_i) \), where \( V_i = P_i \cup D_i \cup \{o_i, o'_i\} \) is the node set and \( A_i = V_i \times V_i \) is the edge set. For each edge \( (u, v) \in A_i \), a distance \( d_{uv} \) and a travel time \( d'_{uv} \) are given. The service at node \( u \in V_i \) must be started within a time window \([b_u, e_u]\), and the duration of the service is given by \( s_u \). The binary variable \( x_{wuvk} \), \( (u, v) \in A_i \), \( k \in K_i^1 \), is one if vehicle \( k \) travels over edge \((u, v)\). If vehicle \( k \) serves node \( u \), \( T_{uk} \) defines the time when the service starts and \( L_{uk} \) the load after the service is completed. The PDPTW can be modeled based on Desaulniers et al. (2002) and Ropke and Pisinger (2006) as follows.

\[
\min C_i = \sum_{k \in K_i^1} \alpha_k + \sum_{k \in K_i^1} \sum_{(u,v) \in A_i} \beta_k d_{uv} x_{wuvk} \tag{1}
\]

subject to

\[
\sum_{k \in K_i^1} \sum_{v \in V_i} x_{wuvk} = 1 \quad \forall u \in P_i \tag{2}
\]

\[
\sum_{v \in V_i} x_{wuvk} - \sum_{v \in V_i} x_{v,n_i+u,k} = 0 \quad \forall k \in K_i^1, u \in P_i \tag{3}
\]

\[
\sum_{v \in V_i} x_{wuvk} = \sum_{u \in V_i} x_{wuk} \quad \forall k \in K_i^1 \tag{4}
\]

\[
\sum_{u \in V_i} x_{wuk} = 0 \quad \forall k \in K_i^1, v \in V_i \tag{5}
\]

\[
x_{wuvk}(T_{uk} + s_u + d'_{uv} - T_{vk}) \leq 0 \quad \forall k \in K_i^1, (u, v) \in A_i \tag{6}
\]

\[
b_u \leq T_{uk} \leq e_u \quad \forall k \in K_i^1, u \in V_i \tag{7}
\]

\[
0 \leq L_{uk} \leq L_{uk} \leq T_{uk} \leq T_{uk} \quad \forall k \in K_i^1, u \in P_i \tag{8}
\]

\[
x_{wuvk}(L_{uk} + l_v - L_{vk}) = 0 \quad \forall k \in K_i^1, (u, v) \in A_i \tag{9}
\]

\[
l_u \leq L_{uk} \leq Q_k \quad \forall k \in K_i^1, u \in P_i \tag{10}
\]

\[
0 \leq L_{n_i+u,k} \leq Q_k - l_u \quad \forall k \in K_i^1, u \in P_i \tag{11}
\]

\[
x_{wuvk} \in \{0, 1\} \quad \forall k \in K_i^1, (u, v) \in A_i \tag{12}
\]
Suppose that the forwarder $i$ downsizes its own fleet and subcontracts a subset of the acquired requests to external carriers. Krajewska and Kopfer (2009) identify three modes of subcontracting. The first two modes are applied to subcontractors who are frequently engaged by the forwarder and are nearly exclusively employed by him. Complete vehicle routes starting from and ending at the forwarder’s depot are outsourced to these subcontractors. A subcontractor’s vehicle will be paid either on a tour basis (TB) or on a daily basis (DB) for executing a route. The payment for mode TB is calculated by multiplying the route length with an agreed cost rate per distance unit, which is higher than the corresponding cost rate of an own vehicle to compensate subcontractors’ fixed costs. For mode DB, a predefined flat-rate is paid to a subcontractor for a complete day, without violating the agreed limits for travel distance of the route. For these two modes TB and DB, it is necessary that forwarders plan these routes in advance which they pay for because the freight to be paid depends on the characteristics of the planned routes. The third mode is applied when requests are shifted to common carriers. In this case, an individually agreed charge will be paid to a subcontractor for fulfilling a request or a bundle of requests.

Let $K^2_i$ and $K^3_i$ denote the sets of vehicles hired on modes TB and DB, respectively. The set of vehicles available for forwarder $i$ is $K_i = \bigcup_{g=1}^{3} K^g_i$. Let $\text{pay}_r$ denote the customer payment for request $r$. The binary variable $z^s_r = 1$, $r \in R_i$, indicates that request $r$ should be selected for self-fulfillment.

“Cherry-picking” can be modeled as a two-phase optimization problem. First, requests that may result in highest payoffs are selected for the own fleet. The remaining requests are then assigned to subcontractors. In the first phase, the objective function of the model (1)-(13) is replaced by

$$\max \sum_{r \in R_i} \text{pay}_r z^s_r - \sum_{k \in K^1_i} \alpha_k - \sum_{k \in K^1_i} \sum_{(u,v) \in A_i} \beta_k d_{uv} x_{uvk}$$

As $R_i = P_i$, we can use index $u$ instead of $r$. The selection of requests for self-fulfillment causes that (2) is replaced by

$$\sum_{k \in K^1_i} \sum_{v \in V_i} x_{uvk} = z^s_u \quad \forall u \in P_i$$

Assume that the set of not assigned requests in the first phase is $R_{i,\text{sub}} \subset R_i$. Define the graph $G_{i,\text{sub}} = (V_{i,\text{sub}}, A_{i,\text{sub}})$ in analogy to $G_i$ according to $R_{i,\text{sub}}$. Suppose that the charge of outsourcing a request $r \in R_{i,\text{sub}}$ to a common carrier is $\gamma_r$. The binary variable $z^d_k$, $k \in K^3_i$, indicates if a vehicle of mode DB is used. The binary variable $z^c_r$, $r \in R_{i,\text{sub}}$, indicates if request $r$ should be given to a common carrier. The customers’ payments will be held by the forwarder and the objective in this phase is to minimize the total subcontracting costs.

$$\min \sum_{k \in K^2_i} \sum_{(u,v) \in A_{i,\text{sub}}} \beta_k d_{uv} x_{uvk} + \sum_{k \in K^3_i} \alpha_k z^d_k + \sum_{r \in R_{i,\text{sub}}} \gamma_r z^c_r$$

Constraint (2) has to be reformulated as

$$\sum_{k \in K^1_i \cup K^3_i} \sum_{v \in V_{i,\text{sub}}} x_{uvk} + z^c_u = 1 \quad \forall u \in P_{i,\text{sub}}$$
and the following two constraints must be added into the model (3)-(13).

\[
\sum_{v \in P_{i_{sub}}} x_{ovk} = z_{d_k}^k \quad \forall k \in K_i^3
\]  

(18)

\[
\sum_{(u,v) \in A_{i_{sub}}} x_{uvk} \leq RL_k \quad \forall k \in K_i^3
\]  

(19)

Equation (18) ensures that a vehicle \( k \in K_i^3 \) will be paid if it is used. Constraint (19) restricts the maximal route length for \( k \in K_i^3 \) to \( RL_k \).

3.2. Integrated operational transportation planning

Although “cherry-picking” can help achieve a very high profitability of the own vehicles, it may result in expensive routes for subcontracting and thus lead to inferior solutions compared to the IOTP which simultaneously minimizes the total fulfillment costs of all four modes. The IOTP problem consists of two strongly interdependent subproblems. The first one is the mode-selection problem, which assigns requests to different modes. The second one is the routing problem, which has to be solved for modes \( SF, TB, \) and \( DB \). As the customer payments are constant, the problem of IOTP aims at minimizing the total fulfillment costs and can be modeled as

\[
\min C_i = \sum_{k \in K_i^1} \alpha_k + \sum_{k \in K_i^1 \cup K_i^2} \sum_{(u,v) \in A_i} \beta_k d_{uv} x_{uvk} + \sum_{k \in K_i^3} \alpha_k z_{d_k}^k + \sum_{r \in R_i} \gamma_r z_{r}^c
\]  

(20)

subject to constraints (3)-(13) and (17)-(19) by replacing \( P_{i_{sub}} \) and \( V_{i_{sub}} \) with \( P_i \) and \( V_i \), respectively.

3.3. Combining integrated and collaborative transportation planning

Suppose now that the \( m \) independent members of the coalition want to reduce their total costs by exchanging requests. It is assumed that all requests \( R_i, i = 1, \ldots, m \), can be offered for exchange in the coalition and fulfilled by any available vehicle of any partner in the coalition.

The request portfolio \( R_i \) of each forwarder \( i \) can be divided into two parts. The first part is the set of requests \( R_i^0 \subseteq R_i \) that have been offered but not transferred to other partners. The transferred requests constitute the set \( R_i^- = R_i \setminus R_i^0 \). The new request portfolio after the exchange is \( R_i' = R_i^0 \cup R_i^+ \), while \( R_i^+ \) is the set of requests acquired from other partners. The execution costs for the new request portfolio \( R_i' \) according to a plan \( \Pi_i' \) are denoted as \( C_i' \). The CTP can be modeled as the following optimization problem

\[
\min TC_{CTP} = \sum_{i=1}^{m} C_i'
\]  

(21)

subject to

\[
R_h \cap R_i' = \emptyset \quad \forall h, i = 1, \ldots, m, h \neq i
\]  

(22)

\[
\bigcup_{i=1}^{m} R_i^- = \bigcup_{i=1}^{m} R_i^+
\]  

(23)
In order to evaluate the efficiency of a CTP approach, two reference scenarios, isolated planning and centralized planning, are defined.

In the scenario of isolated planning, each member $i$ has to fulfill his customer requests either by using his own vehicles or by subcontracting. An execution plan $\Pi_i$ with total costs $C_i$ as defined in (20) can be obtained by solving the IOTP problem. The total costs of all coalition members are then given by the sum of costs of all partners’ individual plans $TC_{IP} = \sum_{i=1}^{m} C_i$.

In the scenario of centralized planning, a notional planning authority would plan for the entire coalition. This planning authority must have the access to all private information and the decision-making competences. Let $R = \bigcup_{i=1}^{m} R_i$ be the set of all customer requests and $K = \bigcup_{i=1}^{m} K_i$ the set of all available vehicles of the coalition. Specifically, $K^g = \bigcup_{i=1}^{m} K_i^g$, $g = 1, 2, 3$. The IOTP for the centralized planning can be defined on a new graph $G = (V, A)$ with $V = \bigcup_{i=1}^{m} V_i$ and $A = V \times V$. The objective function minimizes the total fulfillment costs $TC_{CP}$ for the entire coalition. Similar to (20), it can be defined as

$$\min TC_{CP} = \sum_{k \in K^1} \alpha_k + \sum_{k \in K^1 \cup K^2} \sum_{(u, v) \in A} \beta_k d_{uv} x_{uvk} + \sum_{k \in K^3} \alpha_k z_{k}^{uv} + \sum_{r \in R} \gamma_r z_{k}^{r}$$ (24)

4. Solution approaches for the isolated and centralized planning

In order to solve the IOTP for both isolated and centralized planning, two heuristics have been developed. The first one is an adaptive large neighborhood search (ALNS) heuristic, which is based on the ALNS proposed in (Ropke and Pisinger, 2006) for the PDPTW. The second approach improves the solution quality further. The IOTP problem is modeled as a set partitioning problem (SPP) or a set covering problem (SCP). Then, the heuristic iteratively searches for promising partial solutions using the ALNS and recombines them into better solutions finally.

4.1. Adaptive large neighborhood search

The ALNS proposed by Ropke and Pisinger (2006) is embedded in a simulated annealing (SA) metaheuristic, while in each iteration a removal and an insertion operator are chosen and used. The removal or insertion operators are selected based on a probability vector which is altered and adapted to the current situation during the search process.

In the ALNS proposed in Ropke and Pisinger (2006), two kinds of insertion operators and three removal operators are used. The first insertion operator is called basic greedy heuristic. For all requests not scheduled in any route, this operator evaluates the insertion cost, $\Delta c_{rk}$, defined as the increment of route cost after request $r$ is inserted into route $k$ at the best possible position. The request with the minimum $\Delta c_r = \min_{k \in K} \{\Delta c_{rk}\}$ is then inserted at its best position overall. The other insertion operators called regret heuristics additionally estimate the consequential cost of not inserting a request in the current iteration. The request with the highest consequential cost is then inserted. The three removal operators are worst removal, Shaw removal, and random removal. Worst removal iteratively removes the request with the highest marginal cost, that is the cost difference with and without
this request. Shaw iteratively removes some similar requests at a time. Random removal randomly chooses requests and removes them from vehicle routes.

In order to make the heuristic suitable for IOTP, we modified the heuristic. Instead of calculating the insertion cost \( \Delta c_{rk} \), the cost-savings \( \gamma_r - \Delta c_{rk} \) that is achievable by inserting request \( r \) into route \( k \) is calculated. Here, cost-savings refer to the amount of cost that can be reduced if a request is inserted into a route instead of being forwarded to a common carrier. Requests with positive cost-savings are automatically considered as candidates for insertion. But also requests with negative cost-savings can be inserted into routes if \( \Delta c_{rk} - \gamma_r \leq \zeta T_{it} \) is applicable, where \( \zeta \) is a threshold parameter and \( T_{it} \) is the SA temperature in iteration \( it \). At the beginning of the search process, \( T_{it} \) is large and the heuristic tries to insert all requests into vehicle routes. In later phases, \( T_{it} \) becomes much smaller and the heuristic becomes more selective. Requests will only be (re-)inserted into vehicle routes if the insertion will reduce the overall objective value (at least at the moment when the insertion is done).

For the vehicles paid on mode \( DB \), the cost function for the search process has to be changed. Otherwise the insertion cost for any request in an empty route would be the flat-rate, and after that, the insertion cost would be zero. We thus calculate a fictive variable cost for this mode by dividing the flat-rate by a route length that is slightly shorter than the maximum agreed route length and use it for calculating insertion costs.

### 4.2. Heuristic II: An iterative approach

In this section, a sophisticated approach, given by HII, is proposed. It uses the ALNS heuristic iteratively to find efficient vehicle routes and recombines them to generate IOTP solutions. In general, HII is similar to the column generation technique used for solving vehicle routing problems.

The IOTP problem can be modeled as an SPP. Let \( \Omega^1, \Omega^2, \) and \( \Omega^3 \) represent the sets of feasible routes for modes \( SE, TB, \) and \( DB \), respectively. \( \Omega^i = \bigcup_{g=1}^{3} \Omega^g_i \) represents all feasible routes on all modes. Denote the costs of a route \( j \in \Omega_i \) as \( c_j \). For own vehicles, only the variable costs are considered. If a route can be executed on more than one mode, it will be represented as different routes in \( \Omega_i \), because the route costs may vary o different modes. \( f^g_j \in \{0,1\}, g = 1,2,3 \), specifies the mode of route \( j \). \( a_{rj} = 1 \) indicates that a request \( r \) is served in route \( j \) and \( a_{rj} = 0 \) otherwise. The binary variable \( y_j, j \in \Omega_i \), indicates if a route is chosen for request fulfillment. Furthermore, we also use \( \gamma_r \) to denote the charge for outsourcing request \( r \in R_i \) to a common carrier and \( z^c_r = 1 \) to indicate this. The IOTP problem can be defined as to choose some requests for outsourcing and to choose a set of vehicle routes for the execution of the rest of requests in such a way, that the total fulfillment costs are minimized. This decision problem, which is the so-called master problem, can be modeled as follows

\[
\min \ C_i = \sum_{k \in K^i_1} \alpha_k + \sum_{j \in \Omega_i} c_j y_j + \sum_{r \in R_i} \gamma_r z^c_r 
\]

subject to

\[
\sum_{j \in \Omega_i} a_{rj} y_j + z^c_r = 1 \quad \forall r \in R_i
\]
\[ \sum_{j \in \Omega_i} f_j^g y_j \leq |K_i^g| \quad \forall g = 1, 2, 3 \] (27)
\[ y_j \in \{0, 1\} \quad \forall j \in \Omega_i \] (28)

The objective function (25) minimizes the total costs including the fixed costs of the own fleet, the total costs of routes, and the charges for outsourcing requests to common carriers. Constraint (26) ensures that every request must be executed by exactly one route or alternatively be outsourced to a common carrier. Constraint (27) is the fleet size restriction. This model is valid for a single forwarder. The model for the coalition’s centralized planning can be derived by considering all requests, routes and vehicles of all members.

The problem of finding feasible routes is defined as the subproblem. As it is impossible and not necessary to enumerate all feasible routes, only a subset \( \Omega_i' \subset \Omega_i \) will actually be generated. To improve the solutions obtained by using \( \Omega_i' \), an iterative process is applied, in which only promising routes that can improve the objective value are searched and added into \( \Omega_i' \). In particular, HII starts with solving the IOTP problem heuristically using the ALNS heuristic. The routes in the best solutions found by ALNS are recorded to generate a meaningful \( \Omega_i' \).

In each iteration of the iterative process, the master problem is relaxed to a linear programming (LP) problem by relaxing \( y_j \in \Omega_i' \) to a continuous variable and the relaxed problem is solved. The objective function value of this relaxed problem can be improved by adding new columns, i.e., vehicle routes, with negative reduced costs into \( \Omega_i' \). A common way to find new routes is to solve the problem of minimizing \( \bar{c}_k \). However, HII uses two options to find a set of complimentary routes at a time, even if some of them may have non-negative reduced costs.

Option one is to solve the IOTP problem using the ALNS heuristic with the objective of minimizing the total reduced costs of all its routes.

\[ \min \sum_{k \in K_i} \bar{c}_k = \sum_{k \in K_i} c_k - \sum_{k \in K_i, r \in R_i} \pi_r a_{rk} - \sum_{g=1}^3 \sum_{k \in K_i} \sigma_g f_k^g \] (29)

The first term on the right-hand-side calculates the total route costs of the solution. The second term sums up the \( \pi_r \) values for those requests chosen for the vehicles and can be rewritten as \( \sum_{r \in R_i} \pi_r (1 - z_r^c) \), while \( z_r^c = 1, r \in R_i \) indicates that request \( r \) is outsourced to a common carrier and \( z_r^c = 0 \) that it is planned in some vehicle route. As the last term is a constant, (29) is equivalent to

\[ \min \sum_{k \in K_i} c_k - \sum_{r \in R_i} \pi_r (1 - z_r^c) = \sum_{k \in K_i} c_k + \sum_{r \in R_i} \pi_r z_r^c - \sum_{r \in R_i} \pi_r \] (30)

We can omit the constant term \( \sum_{r \in R_i} \pi_r \) again, and reformulate this objective function by
substituting the total route costs in a more concrete form

$$\min \sum_{k \in K_1^i \cup K_2^i} \sum_{(u,v) \in A_i} \beta_k d_{uv} x_{uvk} + \sum_{k \in K_3^i} \alpha_k z_{k}^d + \sum_{r \in R_i} \pi_r z_r^c$$

(31)

This is the same objective function as (20), except that the constant term of fixed costs $$\sum_{k \in K_1^i} \alpha_k$$ is omitted and the charge for common carriers is replaced by the dual variable $$\pi$$. That is why we can directly use the ALNS heuristic to generate new routes. Since the IOTP problem with heterogeneous fleet is solved here, we denote the heuristic using this option as $HII-HET$.

Instead of solving the IOTP problem for the entire fleet $$K_i$$, the second option is to solve several subproblems for every vehicle mode, i.e., for the vehicle sets $$K_g^i$$, $$g = 1, 2, 3$$, respectively. Thus, each IOTP instance solved here has a homogeneous fleet. We denote this variation as $HII-HOM$.

As both options solve the corresponding subproblems in a heuristic manner, a set of different sub-optimal solutions can be obtained. The routes in these solutions are then added into $$\Omega_i'$$. The iterative process of generating new routes ends when some stopping criterion is satisfied.

After the route generation process, the master problem is solved again while the constraint (26) is replaced by

$$\sum_{j \in \Omega_i} a_{rj} y_j + z_r^c \geq 1 \quad \forall r \in R_i$$

(32)

(25), (32), (27), and (28) constitute the SCP-based model of the master problem. A feasible solution to this model may be infeasible to the original problem since some requests may be assigned more than once. More precisely, some requests may be assigned to more than one vehicle. In this case, the solution to the SCP-based model will be repaired. The solution repair routine first removes all requests that have been assigned to several vehicles from the related routes. Then it tries to reinsert them into vehicle routes at the best position while keeping the remaining part of the result unchanged.

The entire heuristic consists of 5 steps:

**Step 1**: Solve the original IOTP problem using ALNS and record the best $$\theta$$ solutions found. Add all routes derived from the recorded solutions into $$\Omega_i'$$.  

**Step 2**: Solve the LP relaxation of the master problem. Check whether the objective value has been improved more than $$\epsilon\%$$. If so, go to Step 3, otherwise go to Step 5.

**Step 3**: Substitute $$\gamma_r$$ with $$\pi_r$$ for all $$r \in R_i$$. Add the fixed terms into the IOTP model. Solve the IOTP problem with updated values using ALNS and record the best $$\theta$$ solutions found. Add all routes derived from the recorded solutions into $$\Omega_i'$$.  

**Step 4**: Check if the given number of maximal iterations has been reached. If so, go to Step 5, otherwise go back to Step 2.  

**Step 5**: Solve the SCP-based model of the master problem. Repair the solution using ALNS if necessary.
Each time when the ALNS is used, up to \( \theta \) best solutions found during the search process are recorded. Subsequently, each route in these solutions is reviewed for feasibility in other fulfillment modes. A route may be added into \( \Omega'_i \) more than once with different route costs calculated for different modes. This operation can be understood as a special form of the swap operator, which changes two vehicle routes of different types. Our tests show that it can lead to considerable improvements, especially for HII-HET.

Further mentionable is that in Step 2, the SCP-based model of the master problem can also be used by replacing (26) with (32). Computational results show no difference in performance between the two formulations.

5. Solution approach for collaborative planning

In this section, the iterative heuristic approach HII is adjusted to a heuristic for CTP. This approach represents an extension of the route-based request exchange mechanism proposed for CTP in Wang and Kopfer (2013) by considering a heterogeneous fleet and subcontracting. The collaborative problem can be considered as \( m \) IOTP problems that have to be solved by individual members of the coalition and a coordinating problem in form of an SPP or an SCP that has to be solved by an “agent” who technically could just be a computer.

The whole process begins with a preprocessing phase, in which participating forwarders propose their customer requests for exchange in a request pool. After that, all partners solve their individual IOTP problems and the resulting costs are denoted as internal price \( C_i \). The generated routes are reported to the agent in form of request bundles. For each bundle, the route cost is revealed to the agent as the cost of this bundle but the concrete order of customer nodes in the corresponding route needs not to be reported. The agent solves the coordinating problem for the entire coalition by choosing the most promising bundles, i.e., by solving the SPP or SCP, to minimize the total costs of the coalition. In order to improve the solution quality, the agent solves the LP-relaxed SPP and sends the dual values associated with the requests and vehicles back to the members so that they can generate new routes, and thus, bundles using the feedback information. When a fairly well improved solution (compared to the isolated scenario) is found, the chosen bundles are declared as winning bundles and their costs will be paid by the agent. Finally, the difference between the total internal prices paid to the agent and the total costs of winning bundles paid by the agent will be determined as joint benefits of the coalition. The major difference between this approach and the HII presented in Sect. 4.2 is that the IOTP problems in the collaborative scenario are solved simultaneously by all partners, who only generate routes for their own disposable vehicles.

5.1. Preprocessing

In this step, all members initially offer their request portfolios \( R_i, \ i = 1, \ldots, m \), for exchange. As a result, \( R = \bigcup_{i=1}^{m} R_i \) is the entire set of requests in the request pool. For each request \( r \in R \), the information about the pickup and delivery locations, the time windows,
and the load to be transported is also transferred to the agent and are generally accessible. However, the customer payments remain concealed.

After that, collaborating partners have to specify the internal prices for their own request sets $R_i$ by solving their individual IOTP problems. The sum of internal prices of the request portfolios of all partners corresponds to the total fulfillment costs of the isolated planning $TC_{IP}$. The internal prices are only necessary for the decision of the coalition on the acceptance of CTP solutions if $TC_{CTP} \leq TC_{IP}$, and for the determination of the collaborative profit $TC_{IP} - TC_{CTP}$. Apart from that they remain concealed.

5.2. Route generation process

The first step of applying the decomposition scheme proposed by Dantzig and Wolfe (1960) is to generate a meaningful set of columns, i.e., vehicle routes in our case. This step is called initial route generation and is similar to Step 1 of HII in Sect. 4.2. After that, the iterative process of route generation starts and it is similar to Steps 2 and 3 of HII.

5.2.1. Initial route generation.

Purpose of this step is to generate a meaningful set of vehicle routes to start the iterative process of route generation. One strategy to achieve this is to encourage each partner to do “cherry-picking” for his own vehicles and available subcontractors, while leaving the remaining requests to common carriers. Thus the objective function for initial route generation can be defined as maximizing the reduction of external freight charges for subcontracting requests to common carriers by “cherry-picking”.

$$\max \sum_{r \in R} \gamma_r (1 - z^c_r) - \left( \sum_{k \in K^1_i} \alpha_k + \sum_{k \in K^1_i \cup K^2_i} \sum_{(u,v) \in A} \beta_k d_{uv} x_{uv} + \sum_{k \in K^3_i} \alpha_k z^d_k \right)$$ (33)

The first term calculates the amount of freight charges for the requests chosen for the fleet in case they are outsourced to common carriers. The rest part calculates the route costs for fulfilling these requests with available vehicles. Their difference is then the reduction of external freight charges through “cherry-picking”. This is equivalent to

$$\min \sum_{k \in K^1_i} \alpha_k + \sum_{k \in K^1_i \cup K^2_i} \sum_{(u,v) \in A} \beta_k d_{uv} x_{uv} + \sum_{k \in K^3_i} \alpha_k z^d_k + \sum_{r \in R} \gamma_r z^c_r - \sum_{r \in R} \gamma_r$$ (34)

This objective function (34) is actually the same as (20) because the last term in (34) $\sum_{r \in R} \gamma_r$ is a constant term and can be ignored. The only difference is that the request set $R_i$ is substituted by the entire request set $R$ of the whole coalition. We can use the ALNS heuristic presented in Sect. 4.1 to solve this problem. Again, we record the best solutions found during the search process for the route generation.

As we want to guarantee that the winning bundles chosen by the agent do not exceed the fleet capacities available to the forwarders, each partner has to report the maximum number of winning bundles he is able to fulfill on each single mode ($SF$, $TB$, $DB$). Additionally, we split the modes into vehicle types because the fleet of a single mode could be heterogeneous as well. All vehicles of a single type are identical with respect to capacity and cost parameters.
If a route is feasible for one vehicle of a specific type, then it is feasible for all vehicles of that type at the same cost.

5.2.2. Temporary winner determination.

After all members have submitted their bundles, the agent temporarily solves the current winner determination problem (WDP). The idea is almost the same as solving the master problem (25)-(28).

Suppose a set \( R = \{1, \ldots, n\} \) with \( n \) requests is offered for exchange. Each member \( i \) has submitted \( \omega_i \) bundles. For each single request \( r \in R \), a single-request bundle with its outsourcing price \( \gamma_r \) as its bundle cost is also added into the bundle set. The cost of a bundle \( c_j \) is identical to the route cost if it is derived from a vehicle route or to the outsourcing price if it is a single-request bundle. The total number of bundles is \( \omega = \sum_{i=1}^{\omega} \omega_i + n \). Let \( a_{rj} = 1 \) indicate that request \( r \in R \) is contained in bundle \( j \) and \( a_{rj} = 0 \) otherwise. Denote the number of all vehicle types reported by all carriers as \( \tau \). Let \( f_{gj} = 1 \) represent that bundle \( j \) is proposed for type \( g \), \( g = 1, \ldots, \tau \) and \( f_{gj} = 0 \) otherwise. The reported maximum acceptable number of winning bundles for type \( g \) is \( \kappa_g \). The WDP can be modeled as an SPP while the binary variable \( y_j, j = 1, \ldots, \omega \), takes value 1 if bundle \( j \) is chosen as a winning bundle.

\[
\min \ T C_{CTP} = \sum_{j=1}^{\omega} c_j y_j \tag{35}
\]

subject to

\[
\sum_{j=1}^{\omega} a_{rj} y_j = 1 \quad \forall r \in R \tag{36}
\]

\[
\sum_{j=1}^{\omega} f_{gj} y_j \leq \kappa_g \quad \forall g = 1, \ldots, \tau \tag{37}
\]

\[
y_j \in \{0, 1\} \quad \forall j = 1, \ldots, \omega \tag{38}
\]

Denote this SPP-based WDP model as WDP-SP. An LP relaxation of WDP-SP is given by relaxing \( y_j \) to be a continuous variable. Denote the relaxed problem as WDP-LP. Then, the dual values of constraints (36) and (37) can be used for generating new routes. The route generation problem is to build new routes with negative reduced costs \( \bar{c}_j \), which can be calculated for a variable \( y_j \) as \( \bar{c}_j = c_j - \sum_{r \in R} \pi_r a_{rj} - \sum_{g=1}^{\tau} \sigma_g f_{gj} \), where \( \pi \) and \( \sigma \) are the dual variables corresponding to the constraints (36) and (37), respectively. To improve the objective function value of WDP-LP, new routes with \( \bar{c}_j < 0 \) have to be found. Values of \( \pi \) and \( \sigma \) are read by the agent and sent back to forwarders while \( \pi_r \) is given in a revised form of \( \pi'_r = \max\{0, \pi_r\}, \ r \in R \).

5.2.3. Iterative route generation.

Given the values of \( \pi' \) and \( \sigma \), forwarders can generate new routes. In order to reduce the number of iterations needed for route generation and the communications between the
agent and forwarders, a bunch of routes are generated at a time instead of searching for a route with the minimal reduced cost $\bar{c}_j$. Analogues to the options presented in Sect. 4.2, this can be done by solving IOTP instances. Again, two options can be chosen. Each member can either solve an IOTP instance for his entire heterogeneous fleet $K_i$ (including vehicles of his subcontractors) or solve a set of IOTP instances each only for a homogeneous vehicle set of a specific vehicle type. We use $CTP-HET$ and $CTP-HOM$ to differentiate these two options, respectively.

Applying the $CTP-HET$ option means to search for a set of vehicle routes, which can be executed by the entire fleet $K_i$ of a single partner $i$. We can formulate the objective function of this optimization problem by using index $k$ instead of $j$ in $c_j$ for emphasizing the vehicles

$$\min \sum_{k \in K_i} \bar{c}_k = \sum_{k \in K_i} c_k - \sum_{k \in K_i} \sum_{r \in R} \pi'_r a_{rk} - \sum_{k \in K_i} \sum_{g=1}^\tau \sigma_g \bar{f}_{gk}$$  \hspace{1cm} (39)

Analogues to (29), this objective function is equivalent to

$$\min \sum_{k \in K_i^1} \alpha_k + \sum_{k \in K_i^1 \cup K_i^2 \cup K_i^3 \cup (u,v) \in A_i} \beta_k d_{uv} x_{uvk} + \sum_{k \in K_i^2} \alpha_k z_k^d + \sum_{r \in R} \pi'_r z_r^c$$ \hspace{1cm} (40)

Thus, the iterative route generation problem has exactly the same structure as the original IOTP problem and we can use the same heuristic to solve it. During the search process, a number of solutions will be recorded for generating new bundles. For the option $CTP-HOM$, the objective functions for each vehicle type can be formulated directly in the same way as (40).

This strategy helps find not only “good” routes that will improve the WDP-LP objective values, but also routes that are complementary to those good ones. Computational results show that the gap between the WDP-LP and the final integer WDP-SP solutions is quite small (for almost all instances, the gap is smaller than 2%), so that it is unnecessary to call a branch-and-bound (B&B) routines after the column generation phase. This effect is especially favorable for CTP, as such B&B routine would cause a lot of communications between the agent and forwarders and thus a lot of transactional costs.

The new routes are added into the existing bundle set. The Steps temporary winner determination and iterative route generation are repeated until some stopping criterion is met. The route generation phase is then concluded.

5.3. Final winner determination and flow of payments

In this phase, the agent solves another relaxation of the WDP-SP. Now, the constraint (36) is replaced by

$$\sum_{j=1}^{\omega} a_{rj} y_j \geq 1 \quad \forall r \in R $$ \hspace{1cm} (41)

This model, defined by (35), (41), (37), and (38), is the SCP-based model of the WDP. We denote it as WDP-SC.
If the WDP-SC solution is also feasible to the WDP-SP, the requests each winning bundle pursued will be assigned to the forwarder who won this bundle. If a bundle representing the choice of outsourcing only one request to a common carrier wins, it will be returned to the member who proposed it for exchange.

If the WDP-SC solution is infeasible to the WDP-SP because some requests are assigned to several winning bundles, the agent can repair this solution simply by assigning such a multi-assigned request \( r \) to that partner who has won more multi-assigned requests than all other partners competing for \( r \) and removing it from all other bundles. Finally, the agent inquires the total costs for the new request portfolio \( R'_i \) for all partners \( i, i = 1, \ldots, m \), and gets the collaborative result.

The total costs of the CTP solution, including both the winning bundles' costs and the possible costs for subcontracting, will be compared with the results of the isolated planning. The CTP solution will only be accepted if positive joint benefits are realized.

If a collaborative solution has been accepted, the flow of payments among the coalition members can be determined. First, all forwarders have to pay the amount of the internal costs \( C_i \) to the agent. These are the costs that would result from the situation without collaboration. As an outcome of the WDP, requests will be assigned to forwarders according to the winning bundles and their costs will be paid to the members by the agent. Any request that has been assigned to a single-request winning bundle representing the option of common carriers will be returned to the partner who offered it for exchange. The freight charge for outsourcing a request \( r \) to common carriers is given by \( \gamma_r \) and also paid by the agent to the corresponding forwarder. The difference of the incoming payments acquired by the agent and the total payments paid out by him is then determined as joint benefits of the collaboration. They have to be shared among all participating members.

The difference between the model WDP-SP and the master problem of the IOTP presented in Sect. 4.2 is that the fixed cost of own vehicles are no more a component of the objective function (35). Instead, they are considered indirectly in the route costs. As a result, if a forwarder cannot win any bundles for some of his own vehicles, he must pay the fixed costs for these vehicles on his own. For the winning bundles, the costs will be compensated by the corresponding payments from the agent. This effect gives forwarders more incentive to generate efficient routes, especially for their own vehicles.

6. Computational experiments

In order to analyze the cost-saving potential by performing both IOTP and CTP and to evaluate the efficiency of the proposed CTP mechanism, new theoretical instances are generated. In total, 29 IOTP instances are derived from the PDPTW instances generated by Li and Lim (2001) and 24 CTP instances are generated using the new IOTP instances. As it is obvious that the IOTP is superior to “cherry-picking” regarding the overall fulfillment costs, we exclude the experiment of “cherry-picking”.

6.1. Instance generation

Test instances for IOTP are derived from the benchmark instances generated by Li and Lim (2001) for the single-depot PDPTW. Instances for CTP are build up by putting together
several instances of IOTP.

The new instances generated for IOTP are derived from the PDPTW instance sets lc100, lr100, and lrc100. Two tasks have to be completed for the generation: (1) to generate a heterogeneous vehicle fleet composed of different modes, and (2) to generate a freight charge for each request in case it is to be forwarded to a common carrier.

A heterogeneous vehicle fleet including all three modes, i.e., SF, TB, and DB, is generated in the following way. The total fleet size $|K_i|$ is set as the total number of used vehicles according to the best-known solutions for the PDPTW. $|K_1^i|$, $|K_2^i|$, and $|K_3^i|$ amount to about 40%, 35%, and 35% of $|K_i|$, respectively. For the determination of the cost structure, a reference route length $len_{ref}$ is defined. It is used to determine the maximum route length for vehicles of mode DB. Additionally, a variable cost rate $vc^t$ for the mode TB is defined and used to calculate a reference route cost $c^t_{ref} = vc^t \cdot len_{ref}$. The route costs for the other two modes can then be calculated using $c^t_{ref}$. For the mode DB, the route cost, which is the flat-rate for this mode, is set at 90% of $c^t_{ref}$. For the mode SF, the route cost is set at about 80% of $c^t_{ref}$ for the same length, in which 60% is calculated as the fixed cost and 40% as variable costs. The reference route length $len_{ref}$ is set to 80, which is about 75% of the average route length (104.7) of all 29 chosen PDPTW instances (lc100, lr100, and lrc100). This average route length can be easily calculated using the best-known solutions. The basic cost rate $vc^t$ is set to 3.8. However, for each instance, we further adjust $vc^t$ slightly by adding a random term (up to 0.38). Finally, the calculated values are rounded.

If a request should be forwarded to a common carrier, a charge must be paid. The amount of the charge depends on the load to be transported and the distance between the pickup and delivery locations. Krajewska and Kopfer (2009) suggest an approximation function to calculate the freight charge. For a request $r$ with load $l_r$ that has to be transported from node $u$ to node $v$, the charge can be calculated as $c_r = cfr \cdot (d_{uv} \cdot l_r^\lambda)^{1-\lambda}$, where $cfr$ is a constant tariff rate and $\lambda \in (0, 1)$. We added further a distance independent term into this function. The new function is $c_r = cfb \cdot l_{cal} + cfr \cdot (d_{uv} \cdot l_r^\lambda)^{1-\lambda}$, where $cfb$ is another constant rate and $l_{cal} = \max\{l_r, l_{min}\}$. $l_{min}$ is the minimal load used for the calculation. The parameters $cfb, cfr$, and $\lambda$ are set to 1.5, 9, and 0.2, respectively. $l_{min}$ is calculated for each instance as 1.2 times of the smallest request load.

Instances for CTP are compiled by putting the IOTP instances together, while each of them represents a member of the coalition. Only instances in the same sets are combined, i.e., CTP instances in sets $C$, $R$, and $RC$, are generated using IOTP instances in sets $lc100, lr100$, and $lrc100$, respectively. While inserting an IOTP instance into a CTP instance, the coordinates of the nodes in the IOTP instance are altered by the same amount, so that the IOTP instances in a single CTP are dispersed representing the different locations of the participants. In total, 24 instances, containing 2 to 5 carriers each, have been generated.

6.2. Results for isolated and centralized planning

The heuristics presented in Sect. 4 are used for solving the IOTP problem for both the isolated and centralized planning scenarios. For the ALNS, we use the same parameter setting for the operators as suggested in Ropke and Pisinger (2006). The temperature $T_{it}$ of the SA process in iteration $it$ is determined as $T_{it} = T_{it-1} \cdot cr$ where $cr$ is the cooling
rate. The start temperature for each instance is set individually such that a solution which is 10% worse than the current solution is accepted with a probability of 0.5. The cooling rate $cr$ is determined such that after the maximal number of SA iterations the temperature is reduced to 5% of the start niveau. The heuristic stops after 25,000 iterations or 25,000/3 iterations without any improvement of the best solution found so far.

For $HII$, the ALNS heuristic is used iteratively for route generation. For both $HII$-$HET$ and $HII$-$HOM$, the ALNS runs up to 10,000 iterations in the first step and only 2,500 iterations in the following steps. The whole process is stopped after the iterative route generation process has been repeated five times or after three consecutive abortive attempts to improve the objective function value of the LP-relaxed master problem by at least 5%. Each time, up to 1,000 best solutions found during the search process are recorded. The routes contained are added to the route set $\Omega$. If a route can be executed by vehicles of different modes, it will be added into $\Omega$ as different routes with different costs. We use IBM ILOG CPLEX to solve the LP-relaxed master problems and the SCP-based model of the master problem. All instances are solved using both heuristics 10 times on an Intel i7 PC with 8 cores à 3.4 GHz. The aggregated results for the IOTP instances and the CTP instances of centralized planning are shown in Table 1 and Table 3, respectively. Detailed results can be found in Tables 2 and 4. The cost values are given as the average cost of the best solutions found for the instances. The time values are given as the average time in seconds (s) used to solve an instance in this set.

| Table 1: Results for IOTP instances |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|
| Ins. | ALNS cost | HII-HET cost | HII-HOM cost |
| lc 2714.82 | 11.96 | 2731.88 | 8.90 | 2721.72 | 9.87 |
| lr 4038.98 | 13.50 | 3976.38 | 10.27 | 3966.38 | 14.34 |
| lrc 4294.03 | 15.64 | 4224.65 | 12.11 | 4224.65 | 14.21 |
| all 3722.61 | 13.33 | 3673.13 | 10.35 | 3673.08 | 12.92 |

Table 2: Best found solutions of IOTP instances

| Ins. | cost | Ins. | cost | Ins. | cost |
| lc101 | 2689.23 | lr101 | 4385.12 | lec101 | 4489.92 |
| lc102 | 2900.18 | lr102 | 4499.00 | lec102 | 4653.12 |
| lc103 | 2815.91 | lr103 | 4123.32 | lec103 | 3937.02 |
| lc104 | 2697.19 | lr104 | 3525.92 | lec104 | 3775.60 |
| lc105 | 2905.68 | lr105 | 4048.88 | lec105 | 4624.86 |
| lc106 | 2785.80 | lr106 | 4143.10 | lec106 | 4470.95 |
| lc107 | 2796.16 | lr107 | 3767.73 | lec107 | 3895.56 |
| lc108 | 2784.02 | lr108 | 3463.45 | lec108 | 3980.17 |
| lc109 | 2851.33 | lr109 | 4269.85 | - | - |
| - | - | lr110 | 3639.20 | - | - |
| - | - | lr111 | 3665.29 | - | - |
| - | - | lr112 | 3615.75 | - | - |

$HII$-$HET$ and $HII$-$HOM$ obviously outperform the simple ALNS. For small IOTP instances (100 customer nodes), the iterative approaches can achieve on average an improvement of 1.33% with regard to solution quality compared to ALNS. $HII$-$HOM$ performs slightly better than $HII$-$HET$. The improvements of $HII$ for larger CTP instances (up to
### Table 3: Results of centralized planning for CTP instances

<table>
<thead>
<tr>
<th></th>
<th>ALNS</th>
<th>HII-HET</th>
<th>HII-HOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ins.</td>
<td>cost</td>
<td>time</td>
<td>cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>9478.84</td>
<td>137.2</td>
<td>8765.16</td>
</tr>
<tr>
<td>R</td>
<td>13710.64</td>
<td>133.7</td>
<td>12073.23</td>
</tr>
<tr>
<td>RC</td>
<td>14098.77</td>
<td>150.4</td>
<td>12702.17</td>
</tr>
<tr>
<td>all</td>
<td>12429.41</td>
<td>140.4</td>
<td>11180.18</td>
</tr>
</tbody>
</table>

### Table 4: Best found solutions of CTP instances

<table>
<thead>
<tr>
<th></th>
<th>Ins.</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C101</td>
<td>5347.71</td>
</tr>
<tr>
<td>C102</td>
<td>5339.95</td>
<td></td>
</tr>
<tr>
<td>C103</td>
<td>7910.20</td>
<td></td>
</tr>
<tr>
<td>C104</td>
<td>7315.82</td>
<td></td>
</tr>
<tr>
<td>C105</td>
<td>9880.28</td>
<td></td>
</tr>
<tr>
<td>C106</td>
<td>9709.52</td>
<td></td>
</tr>
<tr>
<td>C107</td>
<td>12264.07</td>
<td></td>
</tr>
<tr>
<td>C108</td>
<td>12305.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R101</td>
<td>7045.51</td>
</tr>
<tr>
<td>R102</td>
<td>7504.16</td>
<td></td>
</tr>
<tr>
<td>R103</td>
<td>10673.50</td>
<td></td>
</tr>
<tr>
<td>R104</td>
<td>9824.52</td>
<td></td>
</tr>
<tr>
<td>R105</td>
<td>13304.96</td>
<td></td>
</tr>
<tr>
<td>R106</td>
<td>15480.89</td>
<td></td>
</tr>
<tr>
<td>R107</td>
<td>15872.38</td>
<td></td>
</tr>
<tr>
<td>R108</td>
<td>16829.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RC101</td>
<td>7414.69</td>
</tr>
<tr>
<td>RC102</td>
<td>8057.83</td>
<td></td>
</tr>
<tr>
<td>RC103</td>
<td>10798.98</td>
<td></td>
</tr>
<tr>
<td>RC104</td>
<td>11481.08</td>
<td></td>
</tr>
<tr>
<td>RC105</td>
<td>13716.46</td>
<td></td>
</tr>
<tr>
<td>RC106</td>
<td>14675.15</td>
<td></td>
</tr>
<tr>
<td>RC107</td>
<td>17200.33</td>
<td></td>
</tr>
<tr>
<td>RC108</td>
<td>18249.63</td>
<td></td>
</tr>
</tbody>
</table>

500 customer nodes) amount to 10.05% (HII-HET) and 10.02% (HII-HOM), respectively. Considering the computational time, the approach HII-HET appears to be favorable in comparison to the other two heuristics. For the three CTP instances R105, R107 and R108, it took quite a long time for CPLEX to optimally solve the WDP-SC. However, if the the relative MIP gap tolerance (MIP-Gap) is increased to 0.01, this time can be reduced by up to 71.2% with an average decline of the solution quality of 0.2%. The computational time of HII-HOM increases dramatically with the number of customer nodes.

### 6.3. Results for collaborative planning

During CTP, all forwarders call in parallel the ALNS heuristic to solve their IOTP problems and generate routes. In the Step initial route generation, the heuristic is allowed to run up to 10,000 iterations and the computational time is restricted to 2 minutes (min). Each forwarder records up to 1,000 best solutions found during the search process and derives bundles from the routes in these solutions. After that, the Step iterative route generation is repeated five times. The time limit to run ALNS is reduced for CTP-HET to 30s each time. For CTP-HOM, the IOTP problem of each vehicle type is solved within 20s by running the ALNS up to 2,500 iterations, while up to 350 solutions are recorded for route generation, i.e., 1min and up to 1050 solutions for three vehicle types in total. We do not set a time limit for CPLEX to solve the WDP-LP, since this can be done in less than 1s for all instances. For the WDP-SC however, the MIP-Gap is set to 0.01. A time limit of 2min is also set for CPLEX. As a result, the total time for CTP is limited to 6.5min for CTP-HET and 9min for CTP-HOM. The time given for running ALNS is generally sufficient and the time limits are primarily used for synchronizing the parallel computing of several forwarders.

We simulated the collaborative planning of the coalition for each CTP instance once and got 24 samples to evaluate the performance of the proposed request exchange mechanism. The results can be found in Table 5. The total costs for the isolated planning $TC_{IP}$ are calculated by summing up the costs of all IOTP solutions. $\Delta TC_1 = TC_{IP} - TC_{CP}$ and $\phi_1 = 100 \cdot \Delta TC_1/TC_{IP} (%)$ are the absolute and relative cost-saving potential through centralized
planning. Similarly, $\Delta TC_2 = TC_{IP} - TC_{CTP}$ and $\phi_2 = 100 \cdot \Delta TC_2/TC_{IP}$ (%) show the absolute and relative cost reduction through CTP. Parameter $\eta = 100 \cdot \Delta TC_2/\Delta TC_1$ (%) shows the realized percentage of cost-saving potential and thus how efficient the request exchange mechanism is. Both variations of collaborative planning can realize the cost-saving potential to a great extent within the same predefined time limit.

7. Conclusion

The highly volatile conditions in the transportation market have strongly influenced the resource management and the operational planning of modern freight forwarders. To improve the operational efficiency, forwarders have to reorganize their internal processes for a better management of external relations to partners in both vertical and horizontal cooperation. In this paper, the operational transportation planning of forwarders in road haulage is discussed taking own resources and those of partners into account. The two related topics for transportation fulfillment, i.e., subcontracting in vertical and request exchange in horizontal cooperation, are integrated into conventional routing problems for the first time in literature. New solution approaches for operational transportation planning that can help forwarders realize the cost-saving potential embedded in a systematical consideration of subcontracting and request exchange are proposed. Compared with just combining routing and subcontracting, computational results based on theoretical instances show that the costs can be further reduced more than 10% on average by introducing request exchange. The proposed decentralized planning approach can averagely realize over 90% of this potential, while privacy and autonomy of members in horizontal coalitions remain protected.
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