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Abstract—In recent years, several smart antenna systems have been proposed and demonstrated at the base station (BS) of wireless communications systems, and these have shown that significant system performance improvement is possible. In this paper, we consider the use of adaptive antennas at the BS and mobile stations (MS), operating jointly, in combination with orthogonal frequency-division multiplexing. The advantages of the proposed system includes reductions in average error probability and increases in capacity compared to conventional systems. Multiuser access, in space, time, and through subcarriers, is also possible and expressions for the exact joint optimal antenna weights at the BS and MS under cochannel interference conditions for fading channels are derived. To demonstrate the potential of our proposed system, analytical along with Monte Carlo simulation results are provided.

Index Terms—Cochannel interference, flat and frequency-selective fading channels, orthogonal frequency-division multiplexing, smart antennas, wireless communication systems.

I. INTRODUCTION

FUTURE wireless communications systems will need to be able to support a high level of user traffic along with a wide range of high-quality services that not only include high-quality voice but also data, facsimile, still pictures, and video. Providing these high-quality services over the harsh wireless channel with a limited spectrum implies that an increase in the capacity of current wireless systems will need to be achieved [1]–[4]. One possible approach to increase system capacity is through the use of smart or adaptive antennas [5], [6] that make use of spatial diversity to compensate for channel impairments without increasing the transmitted power or bandwidth.

With recent developments in hardware miniaturization and advances in antenna design [7], smart antennas at both the base (BS) and mobile stations (MS) have been suggested to achieve further increases in capacity as well as performance [3], [8], [9], [11]. The generalized problem of coded modulation with multiple transmit and multiple receive antennas has been addressed [3] while Raleigh and Cioffi [8] studied space-time water-filling for multipath fading, with prior knowledge of the channel. In [9], Kohn considered the maximization of signal-to noise ratio (SNR) by a joint multiple transmission and reception filters system. However, cochannel interference (CCI) has not been considered in any of these previous studies. Recent works by Lu et al. [10] and Wong et al. [11] have investigated the joint use of smart antennas at the BS and MS for performance improvement. In [10], zero-forcing based transmit antenna weights and minimum mean-square-error (MMSE) receive antenna weights are proposed for multi-channel communication systems, but the subchannel gains can be arbitrarily small since the weights at the transmitter and receiver are not jointly optimized. Recently, the joint optimal antenna weights at both the BS and MS have been derived for interference-limited fading channels [11]. Nevertheless, large system complexity and/or degradation of system performance occurs in frequency-selective fading channels.

In this paper, we investigate the performance of the smart base and smart mobile (SBM) antennas discussed in [11] in conjunction with orthogonal frequency-division multiplexing (OFDM) [12], and we will refer to this combined SBM and OFDM system as SBM/OFDM. This approach utilizes the CCI rejection capability of the smart antennas and the intersymbol interference (ISI) rejection capability by OFDM. Hence, multiple users can be accessed in space, time, and by subcarriers. Therefore, one may expect that significant improvement of system performance as well as capacity is possible.

To analyze the performance of SBM/OFDM, the average bit-error rate (BER) performance of our proposed system is found by Monte Carlo simulation in frequency-selective fading channels and compared to a conventional single carrier system with smart antennas.

This paper is organized as follows. In Section II, the system model of SBM/OFDM is introduced. Section III provides analytical expressions for optimal antenna weights of SBM in a multicarrier system. Section IV considers the issues of multiple-access and proposes an iterative algorithm for ensuring the stability of the network and power optimization. Comparative simulation results are presented in Section V, and finally, we have some concluding remarks in Section VI.

II. SBM/OFDM SYSTEM MODEL

The modem configuration of SBM/OFDM is shown in Fig. 1. A serial-to-parallel buffer segments an $N_f$ information bit sequence into $N_c$ parallel output streams. In general, each stream can contain a different number of bits $m_c$, so that

$$N_f = \sum_{c=1}^{N_c} m_c. \quad (1)$$
Each stream can be independently encoded/interleaved, and be regarded as a symbol and mapped into one of $2^{M_c}$ constellation points. Beamforming with $K$ antenna weights (see next paragraph for details) is then performed, so that $K$ parallel sets of $N_c$ streams are formed. These bit streams are modulated with different subcarriers by passing through an inverse fast Fourier transform (IFFT) processor. A cyclic prefix which is set to the excess delay of the radio channel is also added to each of the resulting signals to reduce the effect of intersubcarrier interference. The bit streams are then converted from parallel-to-serial for final transmission.

The detailed configuration of the beamforming module is shown in Fig. 2(a) where $K$ antennas are located at the BS and the $k$th subcarrier signal transmitted by the $k$th antenna is multiplied by a controllable complex weight $a_k^c$. For convenience, we write the antenna weights at the BS as a vector, so that

$$\mathbf{a}_c = [a_1^c a_2^c \cdots a_K^c]^T$$

(2)

where the superscript $T$ denotes the transpose operation.

In total, this implies that there would be $N_c \times K$ weights with the corresponding suggestion that a heavy computation load would be required as compared to a single carrier system. However, several possibilities exist for reducing this load. For example, by exploiting the correlation between adjacent subcarrier channels, it is possible to use the same weight for a number of subcarriers, thereby, reducing the overall computation (see Section V-B for further discussions).

At the receiver side, the cyclic prefix of each received signal is removed, then the subcarrier signals are passed to the fast Fourier transform (FFT) processor, as shown in Fig. 1. The output symbols from the different antennas are weighted and combined to maximize the signal-to-interference-plus-noise ratio (SINR) of the array output signal. The transmitted data are estimated from the combined symbols, and finally, the detected bits are converted back into serial form.

The detailed configuration of the weighted combining is shown in Fig. 2(b) where there are $L$ antennas and the $k$th subcarrier signal received by the $l$th antenna is multiplied by a controllable complex weight $b_l^k$. The weighted signals from all $L$ antennas are summed to form a scalar output $s_{l,c}(n)$, and we write the receiver weights in vector notation as

$$\mathbf{b}_c = [b_1^c b_2^c \cdots b_L^c]^T.$$  

(3)

The wireless communication channel is here characterized by a multipath fading channel. For a particular channel, the multipath model is represented by its channel impulse response using a $N$-ray model defined as [13], [14]

$$c_{k,l}(t) = \sum_{\tau=0}^{N-1} \rho_{k,l} \delta(t - \tau_{k,l}^\ell)$$

(4)

where the subscripts $k$, $l$ refer to the channel between the $k$th and $l$th antenna at the BS and MS, respectively, and $N$ is the total number of paths. Likewise, $\rho_{k,l}^\ell$ and $\tau_{k,l}^\ell$ are, respectively,
Fig. 2. System configuration of (a) prebeamforming and (b) weighted combining networks at the BS and MS.

To determine $\beta^n_{\lambda,\epsilon}$, we use a statistical approach since it allows easier control of channel parameters such as delay spread. It is assumed that paths with different delays are uncorrelated (i.e., uncorrelated scattering) and that the paths are uncorrelated for each antenna branch so as to provide perfect spatial diversity. As a result, path gains $\beta^n_{\lambda,\epsilon}$ and $\beta^{\theta,n}_{\lambda,\epsilon}$ are uncorrelated if $\lambda_1 \neq \lambda_2$ or $\epsilon_1 \neq \epsilon_2$ or $\eta_1 \neq \eta_2$. In fact, the fading correlation between antennas depends on the angle of arrival, beamwidth and the antenna spacing. In [15], it has been shown that this will be realistic if antenna spacings at the MS and BS are, respectively, greater than 0.4 and 20–40 wavelengths. We refer the readers to [15] for a detailed discussion on the effect of correlation on the antennas. Additionally, the transmitted signals from other users causing CCI are also assumed to suffer from the delay spread of radio channels with uncorrelated path gains. We model $\beta^n_{\lambda,\epsilon}$ statistically by zero-mean, complex Gaussian random variables, with their power following the exponential delay profile given by:

$$E[|\beta^n_{\lambda,\epsilon}(t)|^2] = \begin{cases} \frac{1}{D} \exp(-t/D), & \text{for } t \geq 0 \\ 0, & \text{elsewhere} \end{cases}$$

where $D$ is the normalized root mean square (rms) delay spread which is defined as the rms delay spread of the channel $\tau_{\text{rms}}$ divided by the symbol period of transmission $T$ (i.e., $D = \tau_{\text{rms}}/T$). Although other models of power delay profiles exist, the exponential power profile will be used throughout this paper in order to have a more realistic channel model in analyzing the performance of our proposed systems. In addition, we specifically consider only the paths with delays less than $5D$, so $\tau^n_{\lambda,\epsilon} = (5D/(N-1))\hat{\tau}$.

Let $s_c(t)$ denote the transmitted baseband signal at the $c$th subcarrier frequency, then

$$s_c(t) = \sum_n z_c(n)g(t-nT)$$

where $\{z_c(n)\}$ is the complex symbol sequence at the $c$th subband and $g(t)$ is the pulse shaping function at the transmitter which gives a band-limited transmit signal. One popular example of $g(t)$ is the raised-cosine pulse shaping filter. In practice, root-raised cosine filters at the transmitter and receiver would be used in order to provide matched filtering when a raised-cosine pulse is implemented.

Let $H(\hat{\tau})$ be the channel matrix for the delay time $\hat{\tau}T$. Hence

$$H(\hat{\tau}) = \begin{bmatrix} h_{1,1}(\hat{\tau}T) & h_{1,2}(\hat{\tau}T) & \cdots & h_{1,L}(\hat{\tau}T) \\ h_{2,1}(\hat{\tau}T) & h_{2,2}(\hat{\tau}T) & \cdots & h_{2,L}(\hat{\tau}T) \\ \vdots & \vdots & \ddots & \vdots \\ h_{K,1}(\hat{\tau}T) & \cdots & \cdots & h_{K,L}(\hat{\tau}T) \end{bmatrix}$$

where $h_{p,\lambda,\epsilon}(t)$ is equal to $(g \otimes c_{p,\lambda,\epsilon} \otimes g)(t)$ in which $c_{p,\lambda,\epsilon}(t)$ is defined in (4), and $\otimes$ denotes the convolution operator between two continuous time signals.

Interference is also considered and $P$ interferers are assumed. For now, we consider the downlink only. However, the uplink will be similar. The interfering channel to the $\lambda$th antenna of the desired mobile is defined similar to (4) and the channel vector from the $p$th interferer at the $\hat{\tau}T$ delay time sample is

$$\tilde{H}_p(\hat{\tau}) = \begin{bmatrix} \tilde{h}_{p,1}(\hat{\tau}T) \tilde{h}_{p,2}(\hat{\tau}T) \cdots \tilde{h}_{p,L}(\hat{\tau}T) \end{bmatrix}^T$$

where $\tilde{h}_{p,\lambda,\epsilon}(t)$ is the composite channel response from the $p$th interference to the $\lambda$th antenna of the desired MS link at the $\hat{\tau}T$ delay.

In this paper, a TDMA-based transmission system is assumed. In particular, data are transmitted in packets over the radio channel and these packets may include a training sequence for synchronization purposes along with information data. In addition, we assume that the channel is quasi-stationary and that it can be considered time-invariant over a packet.
Therefore, the antenna weights for a whole packet of data could be computed through the use of a training sequence.

III. OPTIMAL ANTENNA WEIGHTS

Using the system model described in Section II, our objective here is to find the optimum BS and MS weight vectors \((\alpha_c, b_c)\) which maximize the overall SINR at the array output with the constraint of a fixed transmitter power \(P_T\). In the downlink, this is expressed as

\[
(\alpha_c, b_c)_{\text{opt}} = \arg \max_{\alpha_c, \|b_c\|^2=P_T} \{\text{SINR}\}.
\]

Since the analysis will be the same for each subcarrier, it is best to think in terms of a single carrier and then, later, combine together to form a multicarrier system. In our formulation, we assume that the desired channel matrix \(H(\hat{f})\) and the correlation matrix \(\Phi_{u,c}\) will be defined later) are known. In practice, however, we will use pilot tones/symbols to estimate the channel [11], [16] and require the feedback of the estimates.

In a flat fading radio environment, such as a subcarrier of OFDM in a frequency-selective fading radio environment, ISI is negligible. Hence, only the magnitude and phase of the channel at the subcarrier frequency is important. For this reason, we write \(H_c\) and \(H_{p,c}\) as the magnitude and phase of the FFT of \(\{H(\hat{f})\}\) and \(\{H_{p}(\hat{f})\}\) at the \(c\)th subcarrier frequency. Using this notation, the received \(c\)th subcarrier signal can be written as

\[
s_{c}(n) = z_c(n)b_c^H H_c^T \alpha_c + \sum_{p=1}^{P} \tilde{z}_{p,c}(n)b_c^H \tilde{H}_{p,c} + b_c^H x_{n,c}(n)
\]

where \(H\) denotes the complex conjugate transpose operators, \(x_{n,c}(n)\) is a \(L\times1\) column vector with elements modeled as complex additive white Gaussian noise (AWGN) noise with variance of \(\sigma_n^2\), and \(\{\tilde{z}_{p,c}(n)\}\) is the transmitted symbol sequence at the \(c\)th subcarrier frequency of the \(p\)th interfering user, which is uncorrelated with themselves and \(\{z_c(n)\}\). In the above equation, the receiver employs perfect timing and the interfering signals are time-aligned with the desired signal (Note that in general the system performance can be sensitive to the time alignment between interfering signals).

The average SINR for the \(c\)th subcarrier signal can be written as

\[
\Gamma_c = \frac{\sigma_c^2 b_c^H \left( H_c^T \Phi_{u,c} H_c \right)^H b_c}{b_c^H \Phi_{u,c} b_c}
\]

where \(\Phi_{u,c}\) is the correlation matrix of the undesired signal at the MS at the \(c\)th subcarrier frequency, given by

\[
\Phi_{u,c} = \sum_{j=1}^{P} \sigma_{p,c}^2 \tilde{H}_{p,c} \tilde{H}_{p,c}^H + \sigma_n^2 I
\]

where \(I\) is an identity matrix, and

\[
\sigma_c^2 \triangleq E[|z_c(n)|^2]
\]

and

\[
\sigma_{p,c}^2 \triangleq E[|\tilde{z}_{p,c}(n)|^2]
\]

are defined as the symbol power of the desired user and the \(p\)th interfering user at the \(c\)th subcarrier frequency, respectively. The matrix (12) can be estimated from

\[
\hat{\Phi}_{u,c} = E[xx^H] - \frac{E[xx^a]E[xx^a]^H}{\sigma_{p,c}^2}
\]

during the reference sequence reception period [17], with \(x\) and \(r\) being the received signal vector and reference signal, respectively.

By utilizing a standard result in [18], the weight vector \(b_c\) that maximizes the output SINR is

\[
b_{c|\text{SINR}_{\text{max}}} = \mu \Phi_{u,c}^{-1} \left( H_c^T \alpha_c \right)
\]

where \(\Phi_{u,c}^{-1}\) denotes the inverse of \(\Phi_{u,c}\) and \(\mu\) is an arbitrary real constant. In other words, we can find the optimum weights \(b_c\) given that \(\alpha_c\) is known. The difficulty, however, is how to determine the optimum \(\alpha_c\) and the remainder of this section discusses this.

By substituting (16) into (11), it follows that the SINR for a given \(\alpha_c\) can be written as

\[
\Gamma_c = \sigma_c^2 b_c^H \left( H_c^T \Phi_{u,c} H_c \right)^H \alpha_c
\]

where \(H_c^T \Phi_{u,c} H_c\) is a Hermitian and invertible matrix. Thus, \(\Phi_{u,c}^{-1}\) is also a Hermitian matrix as is \(\Theta_c = H_c^T \Phi_{u,c}^{-1} H_c^T\). As a result, it follows that \(\Theta_c\) can be decomposed into

\[
\Theta_c = U_c \Lambda_c U_c^H
\]

where \(U_c\) is a unitary matrix whose columns are the eigenvectors of \(\Theta_c\) and \(\Lambda_c\) is a diagonal matrix that contains the corresponding eigenvalues. Consequently

\[
\Gamma_c = \sigma_c^2 \left( U_c^H \alpha_c \right)^H \Lambda_c \left( U_c^H \alpha_c \right) = \sigma_c^2 \alpha_c^H \Lambda_c \alpha_c
\]

\[
= \sigma_c^2 \left[ |\lambda_1| \alpha_1 |^2 + |\lambda_2| \alpha_2 |^2 + \ldots + |\lambda_K| \alpha_K |^2 \right]
\]

where \(\hat{\alpha}_c\) is defined as \(U_c^H \alpha_c\), and \(\lambda_{k,c}\) is the eigenvalue of \(\Theta_c\). Our constant transmitted power constraint, \(\|\alpha_c\|^2 = P_T\) then becomes

\[
\|\alpha_c\|^2 = \alpha_c^H \hat{\alpha}_c = \alpha_c^H U_c U_c^H \alpha_c = \alpha_c^H \alpha_c = P_T
\]

since \(U_c\) is an unitary matrix. Maximizing the SINR (19) can then be easily performed. Specifically, the optimum weight vector \(\alpha_c\) can be shown to be given by [19]

\[
\alpha_c \triangleq \begin{pmatrix} \hat{\alpha}_c \end{pmatrix}
\]

where

\[
\kappa = \arg \max_{k} \lambda_{k,c}
\]

and hence we find

\[
\alpha_c = U_c \hat{\alpha}_c = \sqrt{P_T} v(\Theta_c)
\]

where \(v(\Theta_c)\) is the eigenvector of the matrix \(\Theta\) that corresponds to the largest eigenvalue. Throughout, we will refer to
\( \mathbf{v}(\Theta_c) \) as the largest eigenvector of the matrix \( \Theta_c \). As a consequence, the corresponding maximum SINR at the \( e \)th subcarrier frequency is given by

\[
\Gamma_c = \sigma_{c,e}^2 \alpha_c^H \Theta_c \alpha_c \\
= \sigma_{c,e}^2 \left( \sqrt{P_T} \mathbf{v}(\Theta_c) \right)^H \Theta_c \left( \sqrt{P_T} \mathbf{v}(\Theta_c) \right) \\
= \sigma_{c,e}^2 P_T \lambda_{c,e,k}
\]  

(24)

where \( \lambda_{c,e,k} \) is the largest eigenvalue of the matrix \( \Theta_c \). Therefore, the maximum SINR we can achieve with the constraint \( |\alpha_c|^2 = P_T \) is given by (24), and is achieved when the weight vectors (16) and (23) are used.

It should be noted that in order to compute the transmit weights at a particular subcarrier, the number of multiplications required is \( (K^2 + L^2)(K + L) \). Therefore, the computational requirement would be quite involved when \( K \) or \( L \) is large. However, algorithms like Lagrange algorithm and many variants exist to reduce the computation load of eigenvalue decomposition (EVD). Hence, in practice, the hardware requirement can be simpler.

IV. MULTIPLE ACCESS

In OFDM systems, multiple users or multiple access can be provided by using different time slots on the subcarriers. By incorporating smart antennas at both the BS and MS, it is expected that extra users can be supported and we refer to this multiple-access technique as spatial subcarrier multiple access (SSCMA). In multiple-access environments, there will be more than one MS and BS. Hence, it is important that we try and determine the stability of SBM under these conditions.

Stability is an issue because the adjustment of the antenna weights at a particular BS transmitter for improving the link quality of its target MS receiver will also interfere with other users. Consequently, other users would try to counteract the problem of readjustment of their antenna weights and the overall wireless network may become unstable. Here, we present an iterative approach for the adjustment of the weights.

In general, there will be \( Q \) MSs with which \( P \) BSs communicate. To cope with this, we invoke some additional notation. We denote the BS weight and correlation matrix for MS \( q \) as \( \mathbf{a}_{q,c} \) and \( \Phi_{q,q,c} \), respectively, for the \( e \)th subchannel. Similarly, we denote the \( e \)th downlink subchannel between the \( q \)th MS and the BS that communicates with the \( q \)th MS as \( H_{q,q,c} \). Using this notation, we can describe our iterative process as follows, where superscript \( (i) \) is used to denote the \( i \)th iteration.

- **Step 1)** For all MSs, initialize \( \mathbf{a}_{q,c}^{(i=0)} \) by

\[
\mathbf{a}_{q,c}^{(i=0)} = \sqrt{P_T} \mathbf{v} \left( H_{q,q,c}^H H_{q,q,c} + \sigma_n^2 I \right) 
\]  

(25)

- **Step 2)** \( i = i + 1 \)

\[
\Phi_{q,q,c}^{(i)} = \sum_{q' \neq q} \sigma_{q',c}^2 \left( H_{q',q,c}^H \mathbf{a}_{q',c}^{(i-1)} \right) \\
\left( H_{q',q,c} \mathbf{a}_{q',c}^{(i-1)} \right)^H + \sigma_n^2 I
\]  

(26)

and compute

\[
\mathbf{a}_{q,c}^{(i)} = \sqrt{P_T} \mathbf{v} \left( H_{q,q,c}^H \Phi_{q,q,c}^{(i-1)} \Phi_{q,q,c}^{(i-1)} H_{q,q,c} + \sigma_n^2 I \right) 
\]  

(27)

for all \( Q \) MSs.

- **Step 3)** Repeat Step 2) until convergence.

The process intends to balance the SINRs for all the links and at convergence, the minimum SINR of all the links will be maximized.

In some situations, a more suitable requirement would be for each link to meet a specific SINR \( \Gamma_{q,c} \). To perform this, we initially preset the power allocated and use the algorithm described above to find the optimum weights. We then perform power allocation using

\[
\sigma_{q,c}^2 = \frac{\Gamma_{q,c}}{\Gamma_{q,c}^{(i-1)}} \sigma_{q,c}^{(i-1)^2}
\]  

(28)

where \( \sigma_{q,c}^2 \) and \( \Gamma_{q,c} \) denote the power allocated by and SINR for the \( q \)th MS at the \( c \)th subchannel, respectively [the SINR \( \Gamma_{q,c} \) can be calculated by (24)]. The optimum weights for this power allocation, using (25)–(27), are then obtained, after which power allocation using (28) is performed again. This is continued until convergence.

For each iteration, the process tries to solve the joint optimal weights at the BS and MS while treating the CCI fixed, so the objective function changes from iteration to iteration. In fact, this multiobjective optimization problem is not convex and highly nonlinear [20]. As such, there is no guarantee that the method will converge and obtain the joint optimal weights for each user. However, we have performed extensive computer simulation over various operating conditions and have experienced no instability problem.

V. SIMULATION RESULTS

The SBM/OFDM system introduced in Section II is investigated for a TDMA/TDD-based wireless communication system by computer simulation. All channel state information is estimated using pilot tones. The configurations considered are for OFDM systems with a 5-MHz transmission bandwidth, 1024 subcarriers, and various numbers of antennas at the BS and MS. For each technique, simulations of average error probability \( P_e \) are provided for various CCI [signal-to-interference ratio (SIR)] and AWGN (SNR). The results are compared with a conventional adaptive antenna system where smart antennas are used at the BS only. Results for SBM using a single carrier are also listed for comparison.

To refer to the different antenna configurations, we use the notation \( K + L \). For example, when we use SBM and OFDM with three antennas at BS and two antennas at MS, we refer to it as \( 3 + 2 \) SBM/OFDM. For a conventional adaptive antenna system with two antennas at the BS only and a single carrier, we write it as \( 2 + 1 \). For a conventional OFDM system, we write it as \( 2 + 1 \) Conv/OFDM.

For each \( P_e \) simulation, data packets consisting of 1000 data symbols are transmitted with more than 5000 independent channels [21]. For the transmitted signals, a root-raised cosine pulse
shaping filter with rolloff factor of 0.22 is used. In the simulation, we utilize frequency-selective Rayleigh fading channels which can be characterized by the normalized delay spread $D$ (defined in Section II). The parameter $D$ is an important and convenient measure of the degree of the frequency selectivity of the channel. In particular, in digital transmission over multipath channels, the BER is highly dependent on $D$ [1].

In our simulation, for multicarrier modulation, we use a symbol period $T$ of 0.2 ms, and a delay spread $\tau_{\text{rms}}$ of 100 ns. For SBM without frequency-division multiplexing, the symbol period is $T/1024 = 195$ ns in order to achieve the same throughput as that of multicarrier transmission. The rms delay spread normalized by the symbol period in this case is then 0.512. For the single carrier system, simulations are done at this value of $D$ for comparison. Finally, the channel of each link contains ten random multipath components [$N = 10$ in (4)] with $\tau_{\text{rms}} = 100$ ns.

A. SBM/OFDM in Frequency-Selective Fading

In Fig. 3, we provide results for the configurations of $2 + 1$ Conv/OFDM, $3 + 1$ Conv/OFDM, $2 + 2$ SBM, and $2 + 2$ SBM/OFDM, all with QPSK modulation, over frequency-selective fading channels. A close observation of Fig. 3 reveals that more than a tenfold reduction in $P_e$ is possible for $2 + 2$ SBM compared with OFDM without smart antennas. However, the performance of $2 + 1$ Conv/OFDM and $3 + 1$ Conv/OFDM is much better than that of SBM without OFDM. This implies that combined smart antennas and multicarrier modulation can have significant improvement in system performance and for $2 + 2$ SBM/OFDM, a more than 1000-fold decrease in $P_e$ performance compared to OFDM occurs. Additionally, it is also about 2 dB more power efficient than $3 + 1$ Conv/OFDM. It should also be noted that the results of SBM/OFDM are similar to that of SBM in flat fading channels (see [11]).

In Fig. 4, results for the same configurations as in Fig. 3 are provided but for a single CCI of SIR = 15 dB. Results illustrate that $2 + 2$ SBM/OFDM is consistently 2 dB better than $3 + 1$ Conv/OFDM and has about a 100 times reduction in average error performance compared to $2 + 1$ Conv/OFDM or $2 + 2$ SBM.

It is also important to note that for both SBM and SBM/OFDM, channel information is required. When the channel is frequency-nonselective, closed-form solution of antenna weights (Section III) can be used to obtain smart antennas at both BS and MS. However, for SBM in frequency-selective fading channels, a more computationally extensive iterative process is required [11]. This not only increases the complexity of the signal processing, but also results in worse performance compared with that in flat fading channels when compared to SBM/OFDM.

B. Complexity Reduction

In Section III, the joint antenna weights at the BS and MS are derived for SINR maximization. It is noted that the calculation of the antenna weights in (23) for every subcarrier requires an EVD as well as matrix inversion. This could imply an enormous computation burden when $K$ or $L$ is large. However, the fact that adjacent subcarriers can be correlated (depending on the coherence bandwidth), reduction in complexity is possible.

Consider an OFDM system with transmission bandwidth of 5 MHz and 1024 subcarriers. Then, the subcarrier bandwidth is given by

$$\Delta f = \frac{5 \times 10^6}{1024} = 4.88 \text{kHz}.$$  \hspace{1cm} (29)
Assume that the rms delay spread, $\tau_{\text{rms}}$, is 100 ns, then the coherence bandwidth for a frequency correlation greater than 0.9 is approximately

$$BW_c \approx \frac{1}{\tau_{\text{rms}}} = 0.2 \text{MHz} \approx 40 \Delta f. \quad (30)$$

As a result, about 40 consecutive subcarriers are faded coherently. This implies that it is possible to use the same set of antenna weights for a number of subcarriers instead of calculating smart antenna weights for every individual subcarrier. Using this approach, the computational complexity can be reduced significantly. In fact, such complexity can be further reduced with only a little degradation in performance, by allowing less correlated frequency subcarriers to share the same antenna weights.

To demonstrate this, simulation results, as illustrated in Fig. 5, are provided for $2 + 2$ SBM/OFDM with QPSK in the absence of CCI, using the same antenna weights for a group of subcarriers. Group sizes of 1, 40, 80, 120, 160, and 200 are considered.

Results show that there is less than 1-dB $P_e$ performance degradation for group size of 40 compared with calculating the weights for every subcarrier (i.e., group size equals 1).
Fig. 6. Average bit-error probability performance of $2 + 2$ SBM/OFDM in multipath fading channels under the condition of single CCI at SIR = 15 dB in the presence of channel estimation errors.

Fig. 7. Variations of instantaneous SNR values for all frequency subcarriers of an OFDM system without antenna diversity in the absence of CCI.

However, it is possible to further reduce the computational complexity with very little performance degradation. A group size of 80 seems the best choice where an 80 times reduction in computational complexity can be achieved with very little $P_e$ performance degradation. In addition, group sizes of 120, 160, or 200 are provided and less than $10^{-4}$ $P_e$ can also be achieved. Therefore, it is possible to have even lower computational complexity to implement SBM/OFDM when a higher $P_e$ is tolerable.

C. Sensitivity to Channel Errors

As discussed previously, channel information must be estimated, and some feedback from the receiver is required, when carrying out SBM/OFDM. In real situations, this information might have some errors depending on the channel quality as well as the ability of the channel estimation method used. In order to estimate the system performance of SBM/OFDM in a more realistic way, the $P_e$ performance of SBM/OFDM in which the channel and feedback information are in errors is investigated.
To study the sensitivity of our system to channel errors, we model the estimation error $c$ as zero-mean complex AWGN with variance $\sigma_c^2$, so that

$$\hat{h}_{k,\ell} = h_{k,\ell} + c_{k,\ell}, \quad \text{for } k = 1, \ldots, K; \ell = 1, \ldots, L$$  \hspace{1cm} (31)

$$\hat{\phi}_{m,n} = \phi_{m,n} + e_{m,n}, \quad \text{for } m, n = 1, \ldots, K$$  \hspace{1cm} (32)

where $\hat{h}_{k,\ell}$ and $\hat{\phi}_{m,n}$ are the estimates of $h_{k,\ell}$ (elements of $\mathbf{H}$) and $\phi_{m,n}$ (elements of $\mathbf{\Phi}$), respectively. To characterize the errors, we define the term, signal-to-error ratio (SER), which is given by $|\hat{h}_{k,\ell}^2/\sigma_c^2$ or $|\phi_{m,n}|^2/\sigma_c^2$.

In Fig. 6, results are provided for multipath fading channels in the presence of CCI with $\text{SIR} = 15$ dB for $\text{SER} = 10, 15, 20, \infty$ dB. Note that in noise-limited scenarios (i.e., less than 15 dB), the performance is not sensitive to channel estimation errors and has extremely little degradation. On the other hand, in interference limited environments, accurate channel estimation becomes important.

### D. Channel Variation Among Subcarriers

In OFDM systems, improved performance can be achieved by power allocation and adaptive modulation [22]. Application of power allocation and adaptive modulation may also be of benefit to smart antenna systems using OFDM. Raleigh and Cioffi [8] have studied the capacity of a multiple-input (transmit antenna) and multiple-output (receive antenna) (MIMO) systems. Results reveal that in MIMO/OFDM systems, parallel spatial subchannels can be created for every subcarrier. Power allocation and adaptive modulation [22] can then be applied to every parallel spatial subcarrier to improve the capacity and/or performance. However, this approach cannot be used easily in the presence of CCI as the antenna weights at the receiver are needed to suppress CCI rather than create parallel spatial subchannels.

Here, we will demonstrate by simulation results that the need for adaptive bit and power allocation is significantly reduced by the joint smart antennas at the BS and MS. In Figs. 7 and 8, results are provided for OFDM and $2 + 2$ SBM/OFDM using QPSK modulation, respectively, in the absence of CCI.
the bit-error probability performance is highly dependent on the SNR, SNR performance for all subcarriers are provided to view the channel variations.

A close observation of Fig. 7 illustrates that for OFDM without antenna diversity, deep fades are evident and up to 15 dB variation in SNR can occur. As a result, it is expected that adaptive bit and power allocation would be extremely useful since most of the faded subcarriers would be unused. In contrast, Fig. 8 shows that for 2 × 2 SBM/OFDM, the channel variation (i.e., SINR) is less (3 dB variation) compared to OFDM without antenna diversity. As a result, fading is reduced by the smart antennas and therefore, the need for adaptive bit and power allocation is reduced. Results have also been obtained, under the condition of a single CCI at SIR = 15 dB. These indicate a similar trend, in which the fades are successfully alleviated by the antennas.

E. Multiuser SBM/OFDM

As discussed in Section IV, it is important to determine the stability of SBM/OFDM in multiple-access environments in which the transmit weighted combining and power allocation for every user must be controlled jointly to ensure the stability
of the networks. Here, we describe two examples Fig. 9 that demonstrate stability. In Fig. 9(a), a space-division multiple-access (SDMA) environment is considered, where more than one user is communicating within the same frequency-time channel in the same cell. While in Fig. 9(b), multiple users are shared with the same frequency-time channel only when they are in a different cell (i.e., a conventional FDMA system using frequency reuse).

**Example 1:** As illustrated in Fig. 9(a), four users are communicating with one BS in the same traffic channel simultaneously. Using $4 + 4$ SBM/OFDM for all four users, we have plotted the transient results of the SINR for each user in Fig. 10. Using the algorithm detailed in Section IV, the $x$-axis represents the number of iterations of (28) while the number of iterations of (25)–(27) is set to 5 for achieving convergence. In the simulation, the target SINR $\Gamma_0$ is set to 20 dB for all users.

Results reveal that 12 iterations are required to achieve absolute convergence and the average required transmit power above noise is only 13 dB. At convergence, the transmit powers for all users are minimized while ensuring SINR $= 20$ dB for all users.

**Example 2:** Users 1–4 are communicating with BSs $b_1$–$b_4$, respectively, in the same traffic channel, as shown in Fig. 9(b). For the same setup as that of Example 1 (i.e., $K = 4, L = 4, Q = 4$, and $\Gamma_0 = 20$ dB), but with an average SIR $= 15$ dB at each cell, the transient property of SINR for all the users is plotted in Fig. 11 using the algorithm detailed in Section IV. From Fig. 11, we note that after three iterations, we achieve convergence. Results also reveal that when the system is operating in steady state, the SIR increases from 15 to 20 dB (reaching our target $\Gamma_0$), and the average required transmit power above noise is 11 dB.

In general, the iterative process described in Section IV appears to converge for an MIMO system with $Q \leq \min(K, L)$ and the steady-state performance improves the intercell and intracell SINR (or minimizes transmit power for each user while guaranteeing SINR $\geq \Gamma_0$). As a consequence, the same traffic channel can be reused more frequently to increase the system capacity.

VI. CONCLUSIONS

This paper has demonstrated that the combination of OFDM with smart antennas provides improvements in performance compared to wireless communication systems based on OFDM or smart antennas alone. Simulation results show that our system can reduce the average error probability by more than 1000 times for frequency-selective fading channels, as compared to OFDM without antenna diversity. Also, the required transmit power for each user is minimized while maintaining guaranteed quality of service for each user. In this multiuser SBM/OFDM system, users are able to be separated by time and/or frequency subcarrier, as well as space. Thereby, enhancing the system capacity and reducing the power consumption of transmission significantly.

The implementation of the system, however, requires that multiple antennas be incorporated into the base, and mobile as well. As a consequence, we suggest its suitability for wireless LAN applications in combination with recent advances in compact antenna design.
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