MULTI-MODAL IMAGE SEGMENTATION USING A MODIFIED HOPFIELD NEURAL NETWORK
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Abstract — In most computer vision applications, it is required to segment objects from a background. In case of a multi-modal image the segmentation is an involved problem in comparison to a bi-modal image. This paper deals with an adaptive technique for choosing local threshold values for faithful image segmentation. The image segmentation is done by generating a threshold surface which is determined by interpolating the image gray levels at points where the gradient is high, indicating probable object edges. The interpolation of edge points is done using a modified Hopfield neural network and the results are compared with that of a potential surface interpolation method.

1. INTRODUCTION

Image segmentation is an important component of any computer vision application. It is often necessary for images to be transformed into a binary image in order to be used by high-level image understanding and interpretation algorithms. The solution to this problem is very complex when the illumination is non-uniform and the values of the objects are of heterogenous nature (i.e. multimodal). For a bimodal image the histogram indicates that the gray levels corresponding to one mode are populated with pixels that form the objects within the image and the gray levels corresponding to the other mode are populated with pixels that form the background. Therefore, a global threshold can be chosen in order to segment the objects from the background. But in case of a multi-modal image, a fixed threshold, no matter how well chosen, can never be appropriate. In the case of a multi-modal image, some local information has to be used in order to segment the image faithfully. We need here a threshold level that varies over different image regions so as to fit the spatially changing background and lighting conditions. In other words, a threshold surface is needed. A good survey of thresholding techniques were suggested by Sahoo and Soltani.1 Weszka, Panda and Rosenfeld2,3 suggested several variations of histogram transformation methods by using a gray level versus edge value scatter plot. Some new algorithms are presented in references (4, 5) for multi-modal image segmentation. Yanowitz and Bruckstein6 presented a method for finding a threshold surface using edge information. The gray levels at the boundary points are chosen as the local thresholds. Now these points serve as the interpolating points of the threshold surface. Yanowitz and Bruckstein use a successive overrelaxation method (SORM) to interpolate the surface. This method suffers from slow convergence. In this paper we use a modified Hopfield network, subjected to some constraints which has been used to interpolate the surface. The constraints are expressed as the energy function of the network which it tries to minimize. The interpolation problem will be optimally solved if the energy function can be minimized. The iterations will stop when the energy function has been minimized. The subsequent operation is to segment the image with this threshold surface pixel by pixel. The resulting image is smoothed by median filtering to remove isolated points.

2. SEGMENTATION USING THE THRESHOLD SURFACE METHOD

Most of the thresholding techniques, global or local, are based only on gray-level distribution in the image. This method does not suffice if the image histogram has a complicated distribution. To avoid this kind of difficulty, gray-level and gradient information can be used in a more direct way in the original image plane. For clean images, sharply defined edges are enough for segmenting (flood fill technique). But
for poorly illuminated objects edges are usually broken.

Given an image to be segmented, first the image is smoothed with a median filter or an averaging filter. This is done in order to smooth the sharp step edges, so that a threshold value chosen at a high gradient point will lie between a background pixel and an object pixel as shown in Fig. 1. Thus, it is easier to separate objects when image is smoother, see references (7, 8, 3). Then a gradient image of the original image is obtained. This gradient image is thresholded using a statistics of 90% of maximum gradient value in order to get the high gradient points. The gray values at these points are chosen as the appropriate candidates for interpolating. The thresholded image is median filtered to remove discontinuities in the segmented image.

3. INTERPOLATION WITH POTENTIAL SURFACES

Surface interpolation is done to recover the full surface representation when only partial information of the surface is available (in this case it is the gray values at high gradient points in the image). These interpolating points form the constraints of the surface being interpolated. The problem is usually formulated in the following form

\[ \psi(f) = S(f) + \beta C(f). \]  

(1)

The solution is the one that minimizes the objective functional \( \psi(f) \). The objective functional \( \psi(f) \) is the combination of a stabilizing functional \( S(f) \) and a cost functional \( C(f) \). The parameter \( \beta \) is a non-negative number and is used to adjust the weighting between the two considerations or known as the relaxation factor.

In this algorithm an exact interpolation procedure is based on potential surfaces. Laplace equation is solved using Southwell’s successive overrelaxation method. The surface starts with the original pixel values of the image. Scanning the surface sequentially we compute the discrete Laplacian operation for every pixel except the edge pixels. The condition of the interpolation is to have the discrete Laplacian of the threshold surface to zero. That is

\[ \text{LAP}(i, j) = \sum_{k=-1}^{1} \sum_{l=-1}^{1} L(k+1, l+1) V_{i+k,j+l}, \]

(2)

where

\[ L = \begin{pmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{pmatrix}. \]

Initially, the surface does not satisfy the equation, therefore the operator will give a residual value \( \text{LAP}(i, j) \) other than zero. Each pixel on the threshold surface is corrected by using the values of the pixel as follows:

\[ V_{ij}(t + 1) = V_{ij}(t) + \frac{\beta \text{LAP}(i, j)}{4}. \]

(3)

Therefore, \( \text{LAP}(i, j) \) is the cost function which has to be minimized. In this \( \beta \) is taken as one for the above equation to converge.

4. INTERPOLATION WITH HOPFIELD NEURAL NETWORK

Hopfield neural network has succeeded in solving optimization problems such as the travelling salesman problem.\(^{(9)}\) In this paper the surface interpolation is modelled as a NP-complete problem, subjected to some constraints, that can be solved by the network.

The hopfield network is modelled as neuron-like units with symmetric connections between units \((T_{ij} = T_{ji})\), continuous values, sigmoidal input–output transfer function. The motional equation of the neuron \( i \) is described as

\[ C_{i} \frac{dU_{i}}{dt} = -U_{i} + \sum_{j=1}^{N} T_{ij} V_{j} + I_{i}, \]

(4)

\[ V_{i} = g(U_{i}), \]

(5)

\[ g(x) = \frac{1}{2} \frac{1}{1 + e^{-\beta x}}, \]

(6)
where $g(x)$ is the sigmoidal monotonic transfer function, $U_i$ is the total input of the $i$th neuron and $V_i$ is the output of that neuron. $T_{ij}$ is conductance between the output of the neuron $j$ and the input of neuron $i$. $C_i$ represents the capacitance of each node $i$ and $N$ represents the number input synapses.

The suitable energy function for the Hopfield network has the following form:

$$E = -0.5 \sum_{i=1}^{N} \sum_{j=1}^{N} T_{ij} V_i V_j - \sum_{i=1}^{N} V_i I_i$$

$$+ \sum_{i=1}^{N} \int_{0}^{V_i} g^{-1} (V) \, dV.$$  \hspace{1cm} (7)

In equation (8) $dE/dr \leq 0$ when $C_i > 0$ and $T_{ij} = T_{ji}$. $dE/dr = 0$ if and only if $dV_i/dr = 0$ ($i = 1, 2, 3, \ldots, N$). It shows that the motional equation with symmetric connections ($T_{ij} = T_{ji}$) always lead to convergence to the local minimum of the energy function. If the threshold problem is represented as suitable energy function then Hopfield network can be used for interpolation.

According to the requisite described in the equation (3), the error function $E_1$ for interpolation can be formulated as follows:

$$E_1 = 0.5 \sum_{(i,j)} \left[ L A P (i,j) \right]^2$$

$$= 0.5 \sum_{(i,j)} \left[ \sum_{l=-1}^{1} \sum_{k=-1}^{1} L (k+1, l+1) V_{i+k,j+l} \right]^2.$$  \hspace{1cm} (8)

After rearranging the right-hand side, the error expression yields

$$E_1 = 0.5 \sum_{(i,j)} \left[ \sum_{k=-2}^{2} \sum_{l=-2}^{2} M_S (k+2, l+2) V_{i+k,j+l}, \right]$$

where

$$M_S = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 2 & -8 & 2 & 0 \\
1 & -8 & 20 & -8 & 1 \\
0 & 2 & -8 & 2 & 0 \\
0 & 0 & 1 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (9)

In order to smooth the threshold surface, error function $E_2$ is defined as follows.

$$E_2 = 0.5 \sum_{i,j} \sum_{k=-1}^{1} \sum_{l=-1}^{1} \left[ V_{i+k,j+l} - V_{i,j} \right]^2$$

$$= 0.5 \sum_{i,j} \sum_{k=-1}^{1} \sum_{l=-1}^{1} S(k+1, l+1) V_{i+k,j+l} V_{i,j},$$  \hspace{1cm} (10)

where

$$S = \begin{pmatrix}
-2 & -2 & -2 \\
-2 & 16 & -2 \\
-2 & -2 & -2
\end{pmatrix}.$$  \hspace{1cm} (11)

The total error function is

$$E = E_1 + \alpha E_2$$

$$= 0.5 \sum_{(i,j) \neq (k,l)} \left[ \sum_{k=-2}^{2} \sum_{l=-2}^{2} M_S (k+2, l+2) V_{i+k,j+l} + U_{i,j} \right].$$

Comparing the like coefficients between energy function (8) and (12) results in the following network parameter:

$$T_{ij,(i+k)(j+l)} = -M_S (k+2, l+2), \quad -2 \leq k, l \leq 2.$$  \hspace{1cm} (12)

The resulting network is the special case of the general hopfield network and the motional equation of the neuron $i$ can be obtained as follows.

$$C_{ij} \frac{dU_{ij}}{dt} = - \frac{U_{ij}}{R_{ij}} - \sum_{k=-2}^{2} \sum_{l=-2}^{2} M_S (k+2, l+2) V_{i+k,j+l} + U_{i,j}.$$  \hspace{1cm} (13)

$$V_{ij} = g(U_{ij}).$$  \hspace{1cm} (14)

Fig. 2. (Top) Figure shows the threshold surface fitted by potential method. (Bottom) Threshold surface fitted by neural network method.
It can be seen from the above equation that though the whole image is treated as Hopfield network, while finding the motional equation for each pixel $U_{ij}$ only a small neighbourhood $(5 \times 5)$ is taken into account. From the above equation the left-hand term $dU_{ij}/dt$ is calculated and the surface values are updated using the following equation:

$$U_{ij}(t + 1) = U_{ij}(t) + \eta \frac{dU_{ij}}{dt}. \quad (15)$$

In equation (15) $\eta$ controls the rate of convergence.
5. IMPLEMENTATION ISSUES AND EXPERIMENTAL RESULTS

The thresholding method described was implemented in C language using a Silicon Graphics workstation running UNIX. A summary of the algorithm is as shown below.

Step 1: For all pixels in the image \((M \times N)\) do the following steps for preprocessing.

- Process the image with a averaging filter using a \(3 \times 3\) window or \(5 \times 5\) window.
- Find the gradient magnitude image using any one of the derivative masks (Robert, Sobel, etc.).

Fig. 4. (a) Original image. (b) Image superimposed with a Gaussian lighting. (c) Threshold surface by neural network. (d) Threshold surface by potential method. (e) Segmented image using neural network method. (f) Segmented image using potential method.
—Take a statistics of 90% of the maximum gradient value and any pixel lying within this range is marked as an edge point.

Step 2: Starting from row 2 to M − 2 and column 2 to N − 2, for every pixel (i,j) take 5X5 window.

Step 3: For every element in the 5X5 window find their sigmoidal outputs.

Step 4: Operate the mask MS1 over the whole window and find the sum.

Step 5: Find the change in the pixel values dU/dt by using equation (14).

Step 6: Modify the pixel values by using the equation (15).

Step 7: Continue executing from Steps 2 to 6 till the change in the pixel value is less than some small number ε.

Step 8: After the threshold surface has converged, for every pixel U in the original image IMG1, compare the value of the threshold surface V in IMG2 and segment the image according to the following procedure.

\[ I(i,j) = \begin{cases} 0 & \text{if } IMG1(i,j) < IMG2(i,j), \\ 1 & \text{if } IMG1(i,j) > IMG2(i,j). \end{cases} \]

Step 9: The thresholded image is then median filtered to remove the isolated points.

Figure 2 shows the object surface superimposed with the thresholded surface using the potential surface method and the neural network method. For implementing the algorithm the gray-scale values were scaled down to 0–10. The β value was chosen to
be 0.02 for the sigmoidal function $g(x)$ in equation (6). The values of $R_{ij}$ and $C_{ij}$ are taken as same for all neurons. The choice of values for $R_{ij}$ and $C_{ij}$ are very crucial for the convergence of the surface. Typical values chosen for $R_{ij}$ and $C_{ij}$ are 1 and 1.414, respectively. The pixels corresponding to the edge values are not modified.

Some test images were taken and both the algorithms (potential surface method and neural network method) were tried on the images. The results are shown. The first test image is shown in Fig. 3(a). Figure 3(b) is the threshold surface by neural network method and Fig. 3(c) is the threshold surface fitted by potential method. It can be seen that the surface fitted by the neural network follows the object surface, due to the bias term $U_{i,j,0}$ which is added to each of the neuron. The no. of iterations taken are 4500 and 880 by potential method and neural method, respectively. This is due to the property of the network to optimize. Figures 3(d) and (e) is the corresponding segmented images. It can be seen from Fig. 3(d) that the edge of the left hand side box is clearly segmented, whereas in case of the potential method as shown in Fig. 3(e), it has disappeared. Figure 4(a) shows a second test image and Fig. 4(b) is the image superimposed with a Gaussian lighting. Figures 4(c) and (d) is the threshold surface fitted by neural and potential method, respectively. Figures 4(e) and (f) is the segmented image by neural and potential method, respectively. It can be seen clearly that many objects, fully or partially, has disappeared completely in case of the potential method of surface interpolation. The neural
network method has succeeded in this case because it tries to follow the image surface as shown in Fig. 2. Figures 5–8 show some more test runs with input images and corresponding segmented output images obtained using neural network approach.
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