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Abstract

Economic dispatch (ED) problem is a nonlinear and non-smooth optimization problem when valve-point effects, multi-fuel effects and prohibited operating zones (POZs) have been considered. This paper presents an efficient evolutionary method for a constrained ED problem using the new adaptive particle swarm optimization (NAPSO) algorithm. The original PSO has difficulties in premature convergence, performance and the diversity loss in optimization process as well as appropriate tuning of its parameters. In the proposed algorithm, to improve the global searching capability and prevent the convergence to local minima, a new mutation is integrated with adaptive particle swarm optimization (APSO). In APSO, the inertia weight is tuned by using fuzzy IF/THEN rules and the cognitive and the social parameters are self-adaptively adjusted. The proposed NAPSO algorithm is validated on test systems consisting of 6, 10, 15, 40 and 80 generators with the objective functions possessing prohibited zones, multi-fuel effects and valve-point loading effects. The research results reveal the effectiveness and applicability of the proposed algorithm to the practical ED problem.

1. Introduction

As power demand increases and since the fuel cost of the power generation is exorbitant, reducing the operation costs of power systems becomes an important topic. The economic dispatch (ED) optimization problem is one of the fundamental issues in power systems to obtain optimal benefits and to control the committed generators output such that the total fuel cost is minimized while satisfying the power demand and all other operating constraints [1].

There are different methods to find the rate of optimum production for each power generation unit. Previous solutions for ED problems have been applied through various mathematical programming methods and optimization techniques, such as the lambda-iteration method [2], the base point and participation factors method [3], the gradient method [4], and Newton method [2]. However, the methods include an essential assumption: the incremental costs of the generators are monotonicly increasing and piecewise-linear functions are used [2]. Unfortunately, this assumption may lead to infeasible practical use due to nonlinear characteristics in real generators. A dynamic programming (DP) method had been used for solving the ED problem with valve-point loading effect [5-7]. The DP technique decomposes a multi-stage decision problem into a sequence of single stage decision problems. However, the DP method may cause the dimensions of the ED problem to become extremely large, thus requiring large computational efforts.

With the development of computer science and technology, evolutionary algorithms have been successfully used to solve the ED problem, such as the genetic algorithm [8,9], particle swarm optimization [10,11], simulated annealing and tabu search [12].

When compared with conventional techniques, modern heuristic optimization techniques have been paid much more attention by many researchers due to their ability to find an almost global optimal solution for ED problems with operating constraints.

One of the evolutionary algorithms that have shown great potential and good perspective for the solution of various optimization problems [13-16] is PSO. The PSO algorithm, first introduced by Kennedy and Eberhart in 1995, was developed through simulation of a simplified social system, such as social behavior of birds flocking or fish schooling [17]. PSO has been found to be robust in solving continuous nonlinear optimization problems. Recently, PSO has been successfully employed to solve the ED problem while considering generator constraints [18] and non-smooth cost constraints [19]. However, the performance of the original PSO greatly depends on its parameters, such as inertia weight, cognitive and the social parameters, and it often suffers from the problem of being trapped in local optima. Eiben et al. [20] describes two ways...
of defining the parameter values: adaptive parameter control and self-adaptive parameter control. In the former, the parameter values change according to a heuristic rule that takes feedback from the current search state, while in the latter, the parameters of the meta-heuristic are incorporated into the representation of the solution. Thus, the parameter values evolve together with the solutions of the population.

In this paper, an adaptive parameter control is used for inertia weight by using a fuzzy logical controller and the cognitive and the social parameters are self-adaptively evaluated. Also, in order to avoid trapping in local optima, this paper presents a new mutation operator to explore the search space much more efficiently.

This paper considers three types of non-convex ED problems, namely, ED with prohibited operating zones (EDPO), ED with combined valve-point loading effects and prohibited operating zones (EDVLPO) and ED with combined multi-fuel effects and valve-point loading effects (EDMFVL). The prohibited operating zones in the input–output performance curve for a typical thermal unit can be due to robustness in the shaft bearings caused by the operation of steam valves or to faults in machines themselves or in the associated auxiliary equipment such as boilers, feed pumps [21,22]. In practice, when adjusting the generation output of a unit, one must avoid operating in prohibited zones. The presence of prohibited zones for individual generators leads to a disjoint solution space. In addition, power plants usually have multiple valves that are used to control the output power of the unit. When steam admission valves in thermal units are first opened, a sudden increase in power loss is observed. This leads to ripples in the cost function, which is known as the valve point loading.

Moreover, many generating units, specifically those which are supplied with multi-fuel source lead to the problem of determining the most economic fuel to burn [23]. Consequently, multi-fuel units, prohibited operating zones and valve loading effects should be considered to solve a realistic ED problem, which makes it difficult to find the optimum solution.

In order to evaluate the performance of the proposed algorithm, two case studies including 6 and 15 generating units are used for EDPO, two typical systems consisting of 40 and 80 thermal units are used for EDVLPO and EDMFVL with 10 generators, where both multiple fuels and valve-point loading effect are considered. The results obtained through the improved NAPSO algorithm are analyzed and compared with those reported in the recent literature.

The main contribution of the paper is to present a new evolutionary algorithm to solve non-smooth and non-convex economic dispatch problem.

The rest of the paper is structured as follows: Section 2 presents the mathematical formulation of ED problem as a constrained optimization problem. Section 3 contains a brief overview of original PSO along with proposed NAPSO algorithm. Section 4 describes NAPSO algorithm for solving ED problem with the proposed constraint handling mechanism. Section 5 reports the different experimental results compared to the other methodologies. Finally, Section 6 concludes this paper.

2. Mathematical model of the ED problem

The ED problem is a nonlinear optimization problem. The objective function and the constraints are mathematically modeled as follows.

\[
F_j(P_j) = \begin{cases} 
  a_{j,1}P_{j,1}^2 + b_{j,1}P_{j,1} + c_{j,1} + |e_j| \sin(f_j(P_{j,1} - P_j)) & \text{if } P_{j,\text{min}} \leq P_j \leq P_{j,1}; \\
  a_{j,2}P_{j,2}^2 + b_{j,2}P_{j,2} + c_{j,2} + |e_j| \sin(f_j(P_{j,2} - P_j)) & \text{if } P_{j,1} \leq P_j \leq P_{j,2}; \\
  \vdots \end{cases}
\]

where \(a_{j,i}, b_{j,i}, c_{j,i}, e_j, f_j\) are non-smooth fuel cost coefficients of generator \(j\) and \(P_{j,\text{min}}, P_{j,\text{max}}\) are the minimum and maximum power generation limit of generator \(j\).

2.1. Objective function of ED problem without the valve effect

The objective function corresponding to the production cost can be approximated to be a quadratic function of the active power outputs of the generating units. The cost function curve of a thermal generator is shown in Fig. 1. The dash line represents the curve approximated by the quadratic function given as follows [24]:

\[
\text{Min } C(X) = \sum_{j=1}^{N_g} F_j(P_j) \quad (1)
\]

\[
F_j(P_j) = a_jP_j^2 + b_jP_j + c_j \quad (2)
\]

where \(C(X)\) and \(F_j(P_j)\) are total generation cost and Fuel cost function of generator \(j\), respectively; \(a_j, b_j, c_j\) are fuel cost coefficients of generator \(j\), \(P_j\) is electrical output power of generator \(j\), \(N_g\) is the number of generators, and, \(X\) is the control variable vector.

2.2. Objective function of ED problem with the valve effect

Considering the practical operating conditions of each unit, the economic dispatch problem is a non-convex optimization problem. The non-smooth cost function considering multiple valve effects is shown in Fig. 1. The function has a quadratic input–output curve superposed with a nonlinear sinusoidal function, which models valve-point characteristics [25–27]:

\[
F_j(P_j) = a_jP_j^2 + b_jP_j + c_j + |e_j| \sin(f_j(P_{j,\text{min}} - P_j)) 
\]

where \(e_j\) and \(f_j\) are non-smooth fuel cost coefficients of generator \(j\) and \(P_{j,\text{min}}\) is minimum power generation limit of generator \(j\).

2.3. Objective function of ED with multiple fuels and valve effect

Usually there are many generating units supplied with multiple fuels. The cost function of these units, unlike the conventional units cost function, should be presented with a few piecewise functions reflecting the effects of fuel type changes. The fuel cost function for \(j\)th unit reflecting the multiple fuel option and valve-point loading is as follows [18]:

\[
F_j(P_j) = \begin{cases} 
  a_{j,1}P_{j,1}^2 + b_{j,1}P_{j,1} + c_{j,1} + |e_{j,1}| \sin(f_{j,1}(P_{j,\text{min}} - P_j)) & \text{if } P_{j,\text{min}} \leq P_j \leq P_{j,1}; \\
  a_{j,2}P_{j,2}^2 + b_{j,2}P_{j,2} + c_{j,2} + |e_{j,2}| \sin(f_{j,2}(P_{j,\text{min}} - P_j)) & \text{if } P_{j,1} \leq P_j \leq P_{j,2}; \\
  \vdots \end{cases}
\]

Fig. 1. Cost function of a generator with and without valve-points.
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production output of a unit must be done regarding all capacity limits so shown in Fig. 3. Therefore, in practical operation, adjusting the input–output performance curve, called prohibited zones, as a steam valve in operation, or a vibration in a shaft bearing, cannot be exceeded. Moreover, a typical thermal unit may have 2.4.3. Prohibited operating zone constraints

\[ \left\{ \begin{array}{l}
P_{\text{min}} \leq P_j \leq P_{\text{max}}
\end{array} \right. 
\]

where \( P_{\text{min}} \) and \( P_{\text{max}} \) are lower and upper bounds of the \( k \)-th prohibited zone of unit \( j \), respectively; \( k \) is the index of prohibited zones.

3. NAPSO

3.1. Original PSO

Particle swarm optimization (PSO) is one of the evolutionary optimization algorithms developed by Eberhart and Kennedy. This algorithm was inspired by the movement of a flock of birds searching for food. Compared to other evolutionary techniques, the major advantages of PSO are: simple concept, easy implementation, robustness to control parameters, minimal storage requirement, and pointing global and local minimum due to higher exploration abilities.

PSO is initialized with a random population of solutions – particles – in an N-dimensional space. The \( j \)-th particle is represented by \( X_j = [x_{j1}, x_{j2}, ..., x_{jn}] \), and then the particles are replaced to get close to the best position and also find the global minimum point. Each particle adjusts its position according to its own experience and the experience of neighboring particles, making use of the best position encountered by itself and its neighbors. The swarm direction of a particle is defined by the set of particles neighboring the particle and its history experience. Its position and velocity are updated according to the following formula:

\[ V_{\text{swarm},j}^{t+1} = V_{\text{swarm},j}^t + \omega \cdot \left( \text{rand}() \cdot (P_{\text{best},j} - X_j^t) + c_1 \cdot \text{rand}(,) \cdot (P_{\text{best},j} - X_j^t) \right) \]

\[ X_{\text{swarm},j}^{t+1} = X_{\text{swarm},j}^t + V_{\text{swarm},j}^{t+1} \quad j = 1, 2, 3, ..., N_{\text{swarm}} \quad (10) \]

The first term on the right side of Eq. (9) is the momentum part of the particle. The inertia weight \( \omega \) represents the degree of the momentum of the particles. The velocity of the \( j \)-th particle is represented as \( V_j = [v_{j1}, v_{j2}, ..., v_{jn}] \). The second part is the ‘cognition’ part, which represents the independent thinking of the particle itself. The best position of the \( j \)-th particle so far is stored and represented as \( P_{\text{best},j} = [p_{\text{best},j1}, p_{\text{best},j2}, ..., p_{\text{best},jn}] \). The third part is the ‘social’ part, which represents the society behavior of the population. All the \( P_{\text{best}} \) are evaluated by using a fitness function, which changes for different problems. The best particle among all \( P_{\text{best}} \) is represented as \( G_{\text{best}} \).

Acceleration parameters \( c_1 \) and \( c_2 \) are two positive constants, called the cognitive and social parameters, respectively. rand(.) represents a function that creates random numbers between 0 and 1; two independent random numbers are included in Eq. (9), which is used to maintain the diversity of the population. \( j \) is the index of each particle and \( t \) is the current iteration number.

3.2. Adaptive PSO

There are three tuning parameters \( \omega, c_1 \) and \( c_2 \) that greatly influence the PSO algorithm performance. The inertia weight \( \omega \) is used to control the impact of the previous history of velocities on the current velocity. Suitable selection of the inertia weight \( \omega \) can provide a balance between global and local optimum points [28].
The acceleration factors $c_1$ and $c_2$ determines the influence of partial best $P_{bestj}$ and global best $G_{best}$.

Since $c_1$ expresses how much the particle trusts its own past experience, it is called cognitive parameter. On the other hand, $c_2$ expresses how much it trusts the swarm, and is called social parameter.

Also, on each dimension, particle velocities are restricted to minimum and maximum velocities, which are user-defined parameters,

$$V_{j,\text{min}} \leq V_{j}^{t+1} \leq V_{j,\text{max}}$$  \hspace{1cm} (11)

To control excessive roaming of particles outside the search space, usually, $V_{j,\text{min}}$ is taken as $-V_{j,\text{max}}$.

If $V_{j,\text{max}}$ is too high, particles may fly past good solutions. If $V_{j,\text{max}}$ is too small, particles may not explore sufficiently beyond local solutions. In many experiences with PSO, $V_{j,\text{max}}$ was often set at 10–20% of the dynamic range on each dimension.

The performance of this type of evolutionary algorithms is heavily dependent on the setting of control parameters. Proper selection of the control parameters is very important for the success of the algorithm. Eiben et al. [20] describe two ways of modifying the parameter values: adaptive parameter control and self-adaptive parameter control. In adaptive parameter control, the parameter values change according to a heuristic rule that takes feedback from the current search state. The information used for the current state is usually the current iteration of the search, the performance of operators and/or the diversity of the population. For example, adaptive parameter control is used for inertia control in [29,30] by linearly decreasing inertia over the generations, and in [31] by using a fuzzy logical controller. In self-adaptive parameter control, the parameters of the meta-heuristic are incorporated into the representation of the solution. Thus, the parameter values evolve together with the solutions of the population.

In this paper, in addition to using the fuzzy-adaptive parameter control for the inertia proposed by Eberhart and Kennedy [29], we investigate the other parameters of the evolution variables, in order to self-adaptively control them.

### 3.2.1. Fuzzy adaptive parameter control

The inertia weight ($\omega$) determines the influence of particle’s previous velocity over the velocity in the next iteration. Suitable selection of the inertia weight provides a balance between global exploration, local exploration, and exploitation, which results in less iteration on average to find a sufficiently optimal solution. Several approaches have been applied to handle the inertia weight during the progression of the optimization process. Constant inertia weight, linearly decreasing inertia weight and random inertia weight are a few examples. $\omega$ often decreases linearly from about 0.9 to 0.4 during a run. In general, the inertia weight $\omega$ is set according to the following equation:

$$\omega = \omega_{\text{max}} - \left(\frac{\omega_{\text{max}} - \omega_{\text{min}}}{\text{Iter}_{\text{max}}}\right) \cdot \text{Iter}$$  \hspace{1cm} (12)

where $\omega_{\text{max}}$ is the initial weight, $\omega_{\text{min}}$ is the final weight, $\text{Iter}_{\text{max}}$ is the maximum iteration number, and $\text{Iter}$ is the current iteration number [31–34].

In this paper, the inertia weight of PSO is dynamically adjusted using fuzzy IF/THEN rules.

The fuzzy system consists of four principal components: fuzzification, fuzzy rules, fuzzy reasoning and defuzzification, which are described in the following subsections.

#### 3.2.1.1. Fuzzification

Among a set of membership functions, left-triangle, triangle and right-triangle membership functions are used for every input and output variables as illustrated in Fig. 4. All the memberships of input variables are represented in three fuzzy sets of linguistic values: S, M and L which stand for Small, Medium and Large, respectively in Fig. 4a and b and Table 1. Output variable is represented in three fuzzy sets of linguistic values; NE (negative), ZE (zero), and PO (positive) with associated membership functions, as shown in Fig. 4c [35].

#### 3.2.1.2. Fuzzy rules

The Mamdani-type fuzzy rules are used to formulate the conditional statements that comprise fuzzy rule base. For example:

if (NFV is S) and ($\omega$ is M) THEN ($\Delta \omega$ is NE)

Normalized fitness value (NFV) is an input variable between 0 and 1. $\Delta \omega$ changes between $-0.1$ and 0.1.

The fuzzy rules in Table 1 are used to choose the inertia weight correction ($\Delta \omega$). Each rule represents a mapping from the input space to the output space.

#### 3.2.1.3. Fuzzy reasoning

The fuzzy inference strategy is used to map the inputs to the outputs. Mamdan’s fuzzy inference method

<table>
<thead>
<tr>
<th>Rule number</th>
<th>IF</th>
<th>THEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>2</td>
<td>S</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>L</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>S</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>7</td>
<td>L</td>
<td>S</td>
</tr>
<tr>
<td>8</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

Fig. 4. Membership functions of inputs and outputs (a) NFV, (b) $\omega$, (c) $\Delta \omega$. 

Table 1

Fuzzy rules for inertia weight correction.
is used in this paper. The AND operator is typically used to combine the membership values for each fired rule to generate the membership values for the fuzzy sets of output variables in the consequent part of the rule. Since there may be several rules fired in the rule sets, for some fuzzy sets of the output variables there may be different membership values obtained from different fired rules.

To obtain a better inertia weight under the fuzzy environment, the variables selected as inputs to the fuzzy system are the current best performance evaluation and current inertia weight, whereas the output variable is the change in the inertia weight. The normalized fitness value NFV is used as an input variable between 0 and 1, and is defined as:

$$\text{NFV} = \frac{(FV - FV_{\text{min}})}{(FV_{\text{max}} - FV_{\text{min}})} \quad (13)$$

The calculated value of NFV may be used from Eq. (13) at the first iteration as $FV_{\text{min}}$ for the next iterations. In Eq. (13), $FV_{\text{max}}$ is a very large value, which is greater than any acceptable feasible solution. Typical inertia weight value is $0.4 \leq \omega \leq 0.9$. Both positive and negative corrections limits are required for the inertia weight. Therefore, a range of $-0.1$ to $0.1$ has been chosen for the inertia weight correction.

$$\omega^{t+1} = \omega^t + \Delta \omega \quad (14)$$

$\omega^t$ is the value of $\omega$ at the $t$th iteration and is initially taken $0.9$. To obtain a deterministic control action, a defuzzification strategy is required. It will be illustrated at a later point.

### 3.2.1.4. Defuzzification.

The fuzzy inference system produces a fuzzy output and in situation of working in real world, it is necessary to have a crisp output. Defuzzification refers to the way a crisp value is extracted from a fuzzy set as a representative value. Essentially endowed with the ability of adjusting its parameters by aiming at both the parameters it had when it got its best position in the past and the parameters of the leader, which managed to bring this best particle to its privileged position. As a consequence, particles use their cognition of individual thinking and social cooperation not only to improve their positions, but also to improve the way they do it by accommodating themselves to the best known conditions, namely, their conditions when taking the best so far position and the leader’s conditions.

### 3.2.2. Self-adaptive parameter control

In this section, a self-adaptive manipulation of $c_1$, $c_2$ and $V_{\text{max}}$ is considered to avoid the cumbersome task of first localizing and then fine-tuning these three parameters.

Suitable fine tuning of cognitive and social parameters $c_1$ and $c_2$ in Eq. (9) may result in faster convergence of the algorithm and alleviate the risk of settling in one of the local minima. An extensive study of these acceleration parameters is given for standard PSO by Kennedy [36]. As default values, $c_1 = c_2 = 2$ were proposed, but next experimental results indicated that alternative configurations, depending on the application, may produce superior performance. Recent work reports that it might be even better to choose a larger cognitive parameter, $c_1$, than a social parameter, $c_2$, with constraint $c_1 + c_2 \leq 4$ [37]. Arumugam and Rao [30] suggest that the acceleration coefficients should neither set to a constant value nor set as a time varying function, like in adaptive PSO variants. Instead, they are incorporated into their own optimization problem, as explained below.

Each particle will be allowed to self-adaptively set its own parameters by using the same process used by PSO given by Eqs. (9) and (10). To this end, these three parameters are considered as three new variables that are incorporated with position vectors $X_p$.

In general, if $N_p$ is the dimension of the problem and $p$ is the number of self adapting parameters, the new position vector for particle $j$ will be:

$$X_{\text{new}}^j = [x_{j,1}, x_{j,2}, \ldots, x_{j,N_p}, x_{j,N_p+1}, \ldots, x_{j,N_p+p}] \quad (16)$$

It is clear that the first $N_p$ variables correspond to the real position vector of the particle in the search space, while the last $p$ accounts for its own acceleration constants and velocity limit.

Obviously, these new variables do not enter the fitness function but are manipulated using the same mixed individual-social learning paradigm as the one used in PSO. Also, $V_l$ and $P_{\text{best},j}$, which represent the velocity and the best position so far for particle $j$, respectively, increase their dimension as follows:

$$V_{\text{new}}^j = [v_{j,1}, v_{j,2}, \ldots, v_{j,N_p+1}, \ldots, v_{j,N_p+p}] \quad (17)$$

$$P_{\text{best,new},j} = [P_{\text{best,1}}, P_{\text{best,2}}, \ldots, P_{\text{best},N_p+1}, \ldots, P_{\text{best},N_p+p}] \quad (18)$$

This way, by using Eqs. (9) and (10), each particle will be additionally endowed with the ability of adjusting its parameters by aiming at both the parameters it had when it got its best position in the past and the parameters of the leader, which managed to bring this best particle to its privileged position. As a consequence, particles use their cognition of individual thinking and social cooperation not only to improve their positions, but also to improve the way they do it by accommodating themselves to the best known conditions, namely, their conditions when taking the best so far position and the leader’s conditions.

### 3.2.3. A new mutation for NAPSO

In order to improve the convergence velocity and accuracy of the PSO algorithm, this paper proposes a new mutation operator in standard particle swarm optimization method. Premature convergence may occur under different situations:

(a) The population has converged to a local optimum of the objective function.

(b) The population has lost its diversity.

(c) The search algorithm has proceeded slowly or has not proceeded at all.

Mutation is a powerful strategy to diversify the PSO population and improve the PSO’s performance in preventing premature convergence to local minima [28]. In each step, the algorithm mutates vectors by selecting four vectors $m_1$, $m_2$, $m_3$, $m_4$ from initial population, $m_1 \neq m_2 \neq m_3 \neq m_4 \neq j$ in order to cover the entire searching region uniformly.

For each target vector $X_j^t(j = 1, 2, \ldots, N_{\text{swarm}})$, a mutant vector $X_{\text{mut,}j}^t$ is generated as:

$$X_{\text{mut,}j}^t = X_{m_1}^t + \text{rand}() \times (X_{m_2}^t - X_{m_3}^t) + \text{rand}() \times (C_{\text{best}} - X_{m_4}^t) \quad (19)$$

The target vector is mixed with the mutated vector, using the following scheme, to yield the trial vector $X_{\text{new,}j}^t = \left\{ x_{\text{new,}1}^t, x_{\text{new,}2}^t, \ldots, x_{\text{new,}N_p}^t \right\}$, that is:

$$X_{\text{new,}j}^t = \left\{ \begin{array}{ll} x_{\text{mut,}z}^t & \text{if } \text{rand}(1) \leq \text{rand}2(1) \text{ or } z = \text{randperm}(.) \\ x_{\text{swarm,}z}^t & \text{otherwise} \end{array} \right. \quad (20)$$

where, \( \text{randperm}(\cdot) \) is a randomly chosen index from 1, 2, ..., \( N_g \), which ensures that \( X_{\text{new},j}^t \) gets at least one parameter from \( X_{\text{mut},j}^t \). \( \text{rand}(\cdot) \) and \( \text{rand}(\cdot) \) are two random numbers between 0 and 1. To decide whether or not it should become a member of the next generation, the trial vector \( X_{\text{new},j}^t \) is compared to the target vector \( X_{\text{swarm},j}^t \) using the cost function.

\[
X_{\text{swarm},j}^{t+1} = \begin{cases} X_{\text{new},j}^t & \text{if } C(X_{\text{new},j}^t) \leq C(X_{\text{swarm},j}^t) \\ X_{\text{swarm},j}^t & \text{otherwise} \end{cases}
\]  

(21)

If the generation cost of the trial vector \( C(X_{\text{new},j}^t) \) is better than that of the target vector i.e., \( C(X_{\text{swarm},j}^t) \), the target vector is replaced with the trial vector in the next generation.

4. Implementation of the NAPSO algorithm for ED problem

In this section, the process to solve ED problems with constraints using NAPSO methods was developed to get efficiently a high quality solution in practical power system operation. The NAPSO methods were mainly used to find the optimal power generation of each unit that was submitted to operate at the specific period, thus minimizing the total generation cost.

To apply the proposed NAPSO algorithm in solving ED problem, the following steps should be repeated:

Step 1: The input data including cost coefficients of the generators, output generator constraints, and transmission loss matrix coefficients, limits of output power and self-adaptive parameters, and loads should be read.

Step 2: An initial population, \( X_t \), and initial velocity \( V_t \), which must meet constraints, are generated randomly as follows:

\[
X_t = \begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_{N_{\text{swarm}}} \end{bmatrix}
\]  

(22)

\[
X_i = [x_{i,1}, x_{i,2}, \ldots, x_{i,N_g}, x_{i,N_g+1}, \ldots, x_{i,N_g+p}];
\]

\[
x_{i,j} = \text{rand}(\cdot) \ast (x_{j,\text{max}} - x_{j,\text{min}}) + x_{j,\text{min}};
\]

\[
j = 1, 2, 3, \ldots, (N_g + p); \quad i = 1, 2, 3, \ldots, N_{\text{swarm}}; \quad p = 3
\]

velocity = \[
\begin{bmatrix} V_1 \\ V_2 \\ \vdots \\ V_{N_{\text{swarm}}} \end{bmatrix}
\]  

(23)

\[
V_i = [v_{i,1}, v_{i,2}, \ldots, v_{i,N_g}, v_{i,N_g+1}, \ldots, v_{i,N_g+p}];
\]

\[
v_{i,j} = 0.1 \ast \text{rand}(\cdot) \ast (v_{j,\text{max}} - v_{j,\text{min}}) + v_{j,\text{min}};
\]

\[
j = 1, 2, 3, \ldots, (N_g + p); \quad i = 1, 2, 3, \ldots, N_{\text{swarm}}; \quad p = 3
\]

where, \( x_{j,\text{max}} \) and \( x_{j,\text{min}} \) are the maximum and minimum values of the \( j \)-th control variable, respectively. \( v_{j,\text{max}} \) and \( v_{j,\text{min}} \) are the maximum and minimum velocity values of the \( j \)-th control variable, respectively.

Step 3: Handling the generating capacity constraint

The individuals of the algorithm are created randomly. Therefore, it is very important to satisfy the real power balance equality constraints (5). We have used a dedicated method for handling the constraints. The constraints handling procedure is shown in Fig. 5 [38].

The algorithm ensures that the generated random elements are not selected repeatedly.

Step 4: Check and modify the constraints (7) to ensure the feasibility of all potential solutions.

Step 5: Conflicts handling in constraints:

If ever, the maximum or minimum limits of the generation of a unit, as given by Eq. (8), lie in the prohibited zone for the generator, then some modifications are to be made in the upper and lower limits for the generator constraints in order to avoid the conflicts. To overcome the unit’s operating in prohibited operating zones, a delimitation point, \( p_{d,j}^k \), is introduced for the \( k \)-th prohibited zone of unit \( j \).

The delimitation point divides the prohibited zone into two sub-zones, i.e., the left and right prohibited sub-zones with respect to the point. When a unit operates into one of its prohibited zones, the concept of this strategy is to force the unit either to move toward the lower bound of that zone from the left sub-zone or to move toward the upper bound of that zone from the right sub-zone.

To attain the purpose of moving the unit validly, a delimitation ratio, \( \lambda \), is defined first as follows:

\[
\lambda = \frac{(p_{d,j}^k - p_{l,j}^k)}{(p_{u,j}^k - p_{l,j}^k)}
\]  

(24)

where \( p_{u,j}^k \) and \( p_{l,j}^k \) are the upper and lower bounds of the \( k \)-th prohibited zone of unit \( j \), respectively. If the ratio, \( \lambda \), is smaller than 0.5, the delimitation point is closer to the lower bound, \( p_{l,j}^k \). On the other hand, if the ratio is greater than 0.5, the point is closer to the upper bounds, \( p_{u,j}^k \).

Step 6: For each individual \( X_i ; j = 1, 2, \ldots, N_g \) of the population, the transmission loss \( P_t \) is calculated using Eq. (6).

Step 7: The objective function is evaluated for each individual (only the first \( N_g \) variables appear in the fitness function)

Step 8: Select \( P_{\text{best},j} \) and \( G_{\text{best}} \)

The real power output of all generators is represented in additional self-adaptive parameters as the position of the particle in the swarm. The best position of a particle is \( P_{\text{best},j} \), and the best position out of all the \( P_{\text{best}} \) is taken as \( G_{\text{best}} \).

Step 9: Updated the NAPSO parameters

In this algorithm, the suitable selection of inertia weight \( \omega \) is updated by the fuzzy rules described in Section 3.2.1.

The other parameters tuning by self-adaptive parameters that described in Section 3.2.2.

Step 10: Update velocity and position

To modify the position of each individual, it is necessary to calculate the velocity of each individual in the next stage which is obtained from (10). The position of each individual is modified by (10).

Step 11: Check the velocity component constraint according to the limits from the following conditions:

\[
v_{i,j}^{t+1} = \begin{cases} v_{i,j,\text{max}} & \text{if } v_{i,j}^{t+1} \geq v_{i,j,\text{max}} \\ v_{i,j,\text{min}} & \text{if } v_{i,j}^{t+1} \leq v_{i,j,\text{min}} \end{cases}
\]  

(25)
where $v_{j,min} = -v_{j,max} = 0.5 \times x_{j,max}$.

Step 12: Position modification considering constraints

Since the resulting position of an individual is not always guaranteed to satisfy the equality and inequality constraints due to over/under velocity, the modified position of an individual is adjusted. Equality constraint is checked by flowchart as described in Step 3. If any element of an individual violates its inequality constraint then the position of the individual is fixed to its maximum/minimum operating point. Therefore, this can be formulated as:

$$
x_{i,j}^{t+1} = \begin{cases} 
   x_{i,j}^t & \text{if } P_{j,min} < x_{i,j}^t < P_{j,max} \\
   P_{j,min} & \text{if } x_{i,j}^t < P_{j,min} \\
   P_{j,max} & \text{if } x_{i,j}^t > P_{j,max}
\end{cases}
$$

(26)

Step 13: Check and modify the constraints according to the method mentioned in Step 5.

Step 14: Mutation

Mutation is an operation that adds a differential vector to a population vector of individuals. The new individuals are generated by mutation process as described in Section 3.2.3. If any element of an individual violates its constraints (7) and (8) then the position of the individual is modified as:

$$
X_{mut,j}^{t+1} = \begin{cases} 
   P_{j,min} & \text{if } X_{mut,j}^t < P_{j,min} \\
   P_{j,max} & \text{if } X_{mut,j}^t > P_{j,max}
\end{cases}
$$

(27)

Step 15: Update $P_{best,j}$ and $G_{best}$

The objective function of each particle is now evaluated according to the updated position and mutation. $P_{best,j}$ of each individual at iteration $k+1$ is updated as:

$$
P_{best,j}^{t+1} = \begin{cases} 
   X_{best,j}^{t+1} & \text{if } C(P_{best,j}^{t+1} > C(X_{swarm,j}^t)) \\
   X_{mut,j}^{t+1} & \text{if } C(P_{best,j}^{t+1} > C(X_{mut,j}^t)) \\
   P_{best,j}^t & \text{if } C(P_{best,j}^{t+1} < (C(X_{swarm,j}^t) \text{ and } C(X_{mut,j}^t)))
\end{cases}
$$

(28)

where $C$ is the total generation cost. Also, $G_{best}$ at iteration $t+1$ is set as the best evaluated position among $P_{best,j}^{t+1}$. 

![Figure 5](image_url)  
**Fig. 5.** Flowchart of handling the generating capacity constraints of the NAPSO algorithm.
Step 16: If the current iteration number reaches the predetermined maximum iteration number, the search process is stopped, otherwise go to step 9.

5. Simulation results

In this section, to assess the efficiency of the proposed NAPSO approaches, five case studies (6, 15, 40, 80 and 10 generators) of ED problems are performed in which the objective functions are valve-point loading, multi-fuel effects and prohibited operating zones in the power system operation. Transmission losses are employed to demonstrate were taken into account.

The proposed algorithm has been implemented in MATLAB and executed on Pentium-IV, 3 GHz personal computer with 2GB RAM to solve the ED problems.

The setup for the algorithm is as follows:

- Number of population = 5 \times N_g. Maximum iteration number are 100, 100, 500, 500 and 100 for case studies 1, 2, 3, 4 and 5, respectively.

- In the following, the results are presented.

5.1. ED with prohibited operating zones (EDPO)

5.1.1. Case study 1

The system contains six thermal units. The system parameters including fuel cost coefficients and generator capacities are listed in [39]. The load demand is 1263 MW. The prohibited zones are given in Table 2.

The \( B \) matrix of the transmission loss coefficient (with a 100 MVA base capacity), is as follows [39]:

\[
B_0 = \begin{bmatrix}
0.0017 & 0.0012 & 0.0007 & -0.0001 & -0.0005 & -0.0002 \\
0.0012 & 0.0014 & 0.0009 & 0.0001 & -0.0006 & -0.0001 \\
0.0007 & 0.0009 & 0.0031 & 0.0000 & -0.0010 & -0.0006 \\
-0.0001 & 0.0001 & 0.0000 & 0.0024 & -0.0006 & -0.0008 \\
-0.0005 & -0.0006 & -0.001 & -0.0006 & 0.0129 & -0.0002 \\
-0.0002 & -0.0001 & -0.0006 & -0.0008 & -0.0002 & 0.015 \\
\end{bmatrix}
\]

\[
B_a = 0.001 \left[ \begin{bmatrix}
-0.3908 & -0.1297 & 0.7047 & 0.0591 & 0.2161 & -0.6635 \\
\end{bmatrix} \right]
\]

\[
B_{aa} = 0.056
\]

The optimum dispatch of generators and fuel cost by the proposed method is tabulated in Table 3 for two states: one state is with considering power loss and other state is without considering power loss. The computational results of the best, average, and the worst fuel costs among the 50 runs of solutions which satisfy the system constraints are listed in Table 4.

For comparison, the obtained results from several recently published ED solution methods are also represented in Table 4. It is noted that the mentioned results of all other methods reported in this paper, except the conventional PSO and FAPSO have been directly quoted from their respective references. For the conventional PSO and FAPSO, we have implemented its algorithm according to the explanations of Section 4 and tested it on the first test system. It can be concluded that the solution obtained from the proposed method is better than other techniques in the literature.

Table 4 discloses that NAPSO has the higher probability of attaining quality solution.

The convergence characteristics of 6 units test system with NAPSO, FAPSO, and PSO algorithms for economic dispatch are shown in Fig. 6. The convergence characteristics are drawn by plotting the minimum fitness value from the combined population across iteration index. From Fig. 6 it is observed that the cost function value converges smoothly to the optimum value without any abrupt oscillations, thus ensuring convergence reliability of the proposed NAPSO algorithm.

Fig. 7 displays the distribution of total fuel cost of the results obtained by the proposed algorithm, NAPSO and FAPSO for 50 different runs. As shown in Fig. 7, the NAPSO algorithm has the most stable and minimum deviation. Also, we can see that with the help of proposed methods the chance of getting stuck in local minima is reduced which result in a better performance.

The presented results in this section indicate performance, robustness of the proposed NAPSO to solve the realistic ED problems, which confirm the validity of the developed approach.
Fig. 7. Distribution of generation cost of case study 1 for NAPSO and FAPSO (50 trials).

Table 5
Prohibited zones of units for test case study 2.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Zone 1 (MW)</th>
<th>Zone 2 (MW)</th>
<th>Zone 3 (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>[185,225]</td>
<td>[305,335]</td>
<td>[420,450]</td>
</tr>
<tr>
<td>5</td>
<td>[180,200]</td>
<td>[305,335]</td>
<td>[390,420]</td>
</tr>
<tr>
<td>6</td>
<td>[230,255]</td>
<td>[365,395]</td>
<td>[430,455]</td>
</tr>
<tr>
<td>12</td>
<td>[30,40]</td>
<td>[55,65]</td>
<td>–</td>
</tr>
</tbody>
</table>

5.1.2. Case study 2
The load demand is 2630 MW and the system contains 15 thermal units whose characteristics and B matrix loss formula are given in [39], which four units have prohibited operation zones, which, Table 5 lists the prohibited zones of units 2, 5, 6, and 12. These zones result in three disjoint feasible sub-regions for each of units 2, 5, 6, and two for unit 12.

The results of the best, average and the worst fuel costs from this case study are listed in Table 6. For validity, these results are also compared with the FAPSO, PSO, GA, ESO, DE, SPPO, PCSO, SOH-PSO, MTS, SA, SCA, CSO and the APSO method. It can be evidently seen from Table 6 that the proposed technique provides better results than the other reported minimum costs using some of other methods. So, the proposed method is more robust and practically applicable to real systems.

Table 6 shows the best dispatch of generators, power loss and cost among all solutions, which is found by the proposed algorithm.

Fig. 8 shows the convergence characteristics of the NAPSO, FAPSO, and PSO for power demand of 2630 MW. The figure demonstrates that the proposed algorithm converges to the global optimal solution after 10 iterations while the FAPSO and PSO algorithms converge to local solutions after 55 and 60 iterations, respectively.

By studying the results of Fig. 8, it is clear that the new proposed algorithm is more efficient, faster and giving a cheaper total generating cost than the other algorithms. In other words, the new proposed algorithm is capable of giving a more optimum solution.

5.1.3. Investigation of the solution quality on the proposed method
Since the performance of original PSO depends on its parameters such as inertia weight and two acceleration coefficients (i.e., $c_1$ and $c_2$), it is important to determine the suitable values of parameters. To successfully implement the proposed algorithm, some parameters must be determined in advance based on a reasonable framework. In the proposed algorithm, an adaptive parameter control is used for inertia weight by using a fuzzy logical controller and the cognitive and the social parameters are self-adaptively evaluated.

5.1.3.1. Effect of self-adaptive control. Tables 8 and 9 show the best, average and worst solutions obtained by NAPSO for $\omega$ varying from 0.4 to 0.9 with step size 0.1. As seen in Tables 8 and 9, NAPSO has
Fig. 8. Convergence behaviors of NAPSO, FAPSO and PSO algorithms for case study 2.

Table 9
Effect of fuzzy rule on proposed algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Total generation cost ($/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>ω = 0.4</td>
<td>32,548.585910</td>
</tr>
<tr>
<td>ω = 0.5</td>
<td>32,548.585990</td>
</tr>
<tr>
<td>ω = 0.6</td>
<td>32,548.585919</td>
</tr>
<tr>
<td>ω = 0.7</td>
<td>32,548.586168</td>
</tr>
<tr>
<td>ω = 0.8</td>
<td>32,548.585923</td>
</tr>
<tr>
<td>ω = 0.9</td>
<td>32,548.586350</td>
</tr>
</tbody>
</table>

provided almost the same solution for different combinations of parameter ω. According to the tables, NAPSO is robust for solving ED problems with non-smooth cost functions while both of parameters c₁ and c₂ are tuned self-adaptively.

5.1.3.2. Comparison of NAPSO with other NAPSO strategies. In order to show the traits of proposed algorithm, we consider NAPSO in 4 cases for 6 and 15 units.

Case 1: the proposed NAPSO
Case 2: NAPSO without considering proposed mutation
Case 3: NAPSO without considering fuzzy ω
Case 4: NAPSO without considering self-adaptive c₁ and c₂

To show and comprise cases of ascendency, Tables 10 and 11 have been provided. Due to the stochastic nature of the proposed algorithm, a series of 20 independent runs have been carried out. From the data presented in the tables, it can be inferred that the mutation used in NAPSO is very effective for reaching the optimum solution and it does not reach the best solution obtained by NAPSO algorithm. Also, by comparing the result obtained from NAPSO and the proposed approaches for c₁ = 2 and c₂ = 2, it is found that proposed algorithm is very dependent on proper tuning of these parameters.

5.2. ED with combined valve-point loading effects and prohibited operating zones (EDVLPO)

5.2.1. Case study 3

In order to demonstrate the efficiency and the scalability of the proposed approach, the proposed method is tested on 40 units system without transmission loss. This case study comprises 40 units, 5 of which exhibit prohibited zones. The test data for the system of 40 generating units have been obtained from [45] in which the fuel cost functions also take into account the valve-point loading. Total load demand of the system is 10,500 (MW) and all of generators should satisfy this load demand economically.

To demonstrate the applicability of the proposed NAPSO when encountering prohibited operating zones, this case study investigates two prohibited zones (POZ1 and POZ2), Generator constraints of prohibited zone from number 10 to 14 units are listed in Tables 12 and 13. These prohibited zones result in four disjoint feasible sub-regions for each of the units.

Table 10
Comparison of NAPSO on different cases.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Total generation cost ($/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>NAPSO</td>
<td>15,443.765664</td>
</tr>
<tr>
<td>NAPSO without mutation</td>
<td>15,449.1392</td>
</tr>
<tr>
<td>NAPSO without Fuzzy ω</td>
<td>15,444.765693</td>
</tr>
<tr>
<td>NAPSO without self-adaptive c₁ and c₂</td>
<td>15,449.082</td>
</tr>
</tbody>
</table>

\( \omega = \frac{(\omega_{\text{min}} - \omega_{\text{max}})}{\text{Iter}_{\text{max}}} \times \text{Iter} + \omega_{\text{max}}. \)

Table 11
Comparison of NAPSO on different cases.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Total generation cost ($/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>NAPSO</td>
<td>32,548.585876</td>
</tr>
<tr>
<td>NAPSO without mutation</td>
<td>32,601.173</td>
</tr>
<tr>
<td>NAPSO without Fuzzy ω</td>
<td>32,598.585910</td>
</tr>
<tr>
<td>NAPSO without self-adaptive c₁ and c₂</td>
<td>32,601.704</td>
</tr>
</tbody>
</table>

\( \omega = \frac{(\omega_{\text{min}} - \omega_{\text{max}})}{\text{Iter}_{\text{max}}} \times \text{Iter} + \omega_{\text{max}}. \)
Since this is a larger system with more nonlinear elements, it has more local minima. Therefore, it is more difficult to find the global solution.

We could not find a research work that considers the mentioned characteristics of the ED problem, which are present in the case study 3. Therefore, we have implemented the conventional PSO and FAPSO according to the algorithm of Section 4 and tested it on the third test system. The computational results of the best, average, and the worst fuel costs are listed in Table 14. The results presented in Table 14 shows that the worst result (max cost) obtained by the proposed algorithm is better than the best result (min cost) found by other method. Not only the best result but also the worst result of the proposed algorithm is less costly than the best result of other methods, which indicates the effectiveness of the proposed algorithm to solve the ED problems with valve-point effect and prohibited zones.

Table 15 shows the simulation results obtained by NAPSO for the best solution for POZ1, POZ2 and without prohibited zones.

5.2.2. Case study 4

To demonstrate the applicability of the proposed NAPSO for large-scale test systems, simulations are preformed on systems, which have 80 generators whose fuel cost function is calculated by taking account the effect of valve-point loading. The large-scale system has been created by expanding the 40 generator EDVLPOZ1 case study 3. Table 16 shows the best results obtained among all solutions, which are found by the proposed algorithm, FAPSO and PSO for 20 different runs.

5.3. ED with combined multi-fuel and valve-point loading effects (EDMVFL)

5.3.1. Case study 5

In order to demonstrate the efficiency of the proposed approach on practical ED problem, the proposed method is tested on a 10-unit system where both multiple fuels and valve-point loading effect are considered. The input data is given in [46]. The total load demand is 2700 MW and not considering transmission line losses.

Table 17 shows the best dispatch of generators, load demand, fuel type, and cost among all the solutions, which are found by the proposed algorithm. For comparison, the computational results from several recently published ED solution methods are also represented in Table 18.
Simulation results reveal that the NAPSO algorithm can give an optimal generation cost more consistently than any other algorithms considered due to the extra diversification capability provided by the proposed mutation operator and appropriate tuning of internal parameters of NAPSO.

5.4. CPU time

Execution time complexity of each optimization method is very important for its application to real systems. As for CPU time, it may not be directly comparable between the methods due to various computers and programming languages used.

In order to show the computational efficiency of the proposed algorithm, its average CPU time of the 50 trial runs for the five test systems are shown in Table 19 and compared with that of the conventional PSO and FAPSO. All tests of this paper are carried out on a common personal computer using the MATLAB® software package. Table 19 shows less computation times of the proposed NAPSO than the other methods.

In other words, the new proposed algorithm is capable of giving a more optimum solution with less computational time and provides a general idea that the NAPSO can be utilized without any restriction on practical networks.

5.5. Advantages of NAPSO over Other EAs

Having observed the comparison results given in Tables 4, 6, 14, 16 and 18, the NAPSO algorithm is shown to be more efficient than all other EAs in finding optimal solutions and can always converge to a better evaluation value.

In the proposed method, in order to alleviate the risk of settling in one of the local minima and to gain a faster convergence, an adaptive parameter control is used for inertia weight (\(\omega\)) by using a fuzzy logical controller and the cognitive and the social parameters (\(c_1\) and \(c_2\)) are self-adaptively evaluated.

The performance of NAPSO is better than the other methods due to the extra diversification capability provided by the proposed mutation. Although the equality and inequality constraints are satisfied by constraint handling strategy (see Section 4), the proposed method reduces the computational burden and is superior to most of available economic dispatch techniques.

Hence, the NAPSO is suggested as a powerful optimization tool for non-convex ED problems.

6. Conclusion

This paper proposes a new evolutionary algorithm based on the combination of Adaptive PSO and mutation operator, called new adaptive PSO (NAPSO), to solve ED problems with non-smooth/non-convex cost functions.

In APSO, acceleration factors are coevolved with the particles during optimization process and the inertia weight is tuned based on a fuzzy system. Five case studies have been employed to illustrate the applicability of the proposed method. Numerical results show that the proposed algorithm has advantages over other algorithms in superior robustness, less computational efforts, comparable performance with mathematical programming approach, and applicability to large-scale and practical systems.
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