Quaternion Based Fuzzy Neural Network Classifier for MPIK Dataset’s View-invariant Color Face Image Recognition
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This paper presents an effective color image processing system view-invariant person face image recognition for Max Planck Institute Kybernetik (MPIK) dataset. The proposed system can recognize face images of view-invariant person by correlating the input face images with the reference face image and classifying them according to the correct persons’ name/ID indeed. It has been carried out by constructing a complex quaternion correlator and a max-product fuzzy neural network classifier. Two classification parameters, namely discrete quaternion correlator output (p-value) and the peak to sidelobe ratio (PSR), were used in classifying the input face images, and to categorise them either into the authentic class or non-authentic class. Besides, a new parameter called G-value is also introduced in the proposed view-invariant color face image recognition system for better classification purpose. Experimental results shows that the proposed view-invariant color face image recognition system outperforms the conventional NMF, BDNMF and hypercomplex Gabor filter in terms of consumption of enrollment time, recognition time and accuracy in classifying MPIK color face images which are view-invariant, noise influenced and scale invariant.

Povzetek: Predstavljena je metoda prepoznavanja obrazov, testirana na domeni Max Planck Institute Kybernetik.

1 Introduction

Face recognition has been applied in many areas such as face search in databases, authentication in security system, smart user interfaces, robotics and etc. Conventional face recognition methods normally focus on grayscale face image recognition. However in recently, there are many researchers focus on color information of the face images to improve the performance of recognition algorithm due to the reasons that color face images offer more information for face recognition task in contrast to grayscale face images.

A simple color face recognition system was first proposed by Torres et. al. in [1] based on the PCA (principal component analysis) method. The method is based on the representation of the facial images using eigenfaces. The information of three different channels (R, G, B) of color face images are first represented in the form of eigenvectors respectively; and the recognition is implemented separately on each color channel. However, it is found out that the information of different color channels that utilized separately would destroy the color information’s structural and make it hard to learn the facial features (variation in expression, poses and illuminations). Rajapakse et. al. [2] presented a parallel work based on NMF (Non-negative matrix factorization) for color face recognition. In their work, color information on face images of different channels were processed separately too. Some observed advantages of NMF method on face recognition are this method is more robust to occlusion, variation of expressions and poses. However, since NMF method also treats information of different color channels separately, just like the PCA method, it would also destroy the structural integrity of color information and the correlation among the color information.

In order to preserve the integrity of color information on different channels in color face recognition system, Wang et. al. [3, 4] proposed a supersede NMF method, which is the block diagonal non-negative matrix factorization (BDNMF). Inspired by the NMF method, BDNMF also separated color information into different color channels, but it uses block diagonal matrix to simultaneously encode color information of different channels, hence preserving the integrity of color information. However, BDNMF method has the demerit of complex enrolment/training stage. In BDNMF, unsupervised multiplicative learning
rules are used iteratively to update the parameters such as basis image matrix (W) and encoding image (H). Therefore, longer enrolment time is required for this method. Another demerit of BDNMF is that an additional coined block diagonal constraint is imposed on the factorization part to construct the BDNMF algorithm. This makes the computation more complex compared to the conventional NMF method.

Another recently developed color face recognition method is the use of hypercomplex Gabor filters [5]. Conventional Gabor filters are used in many face recognition applications [6-8] and they are proven to obtain good recognition performance due to its inherent merits of insensitivity to illumination and pose variation. In [5], the author further extended conventional Gabor filter into hypercomplex (quaternion) domain to perform color based feature extraction. Experimental results in [5] show that the conventional Gabor filter feature extraction achieved significant improvement in face matching accuracy over the monochromatic case. However, hypercomplex Gabor filter required a large number of different kernels, and hence the length of the feature vectors in quaternion domain would increase dramatically. Also, hypercomplex Gabor filter is twice the size of filter structure comparing to those used in the conventional Gabor filters.

Most of the proposed algorithms for color face recognition treat the three color channels (R, G, B) separately and apply grayscale face recognition methods [9, 10] to each of the channels and then combine the results at last. But with the quaternion correlation techniques [11], it processes all color channels jointly by using its quaternion numbers. Quaternion numbers are the generalization of complex numbers. It is a number which consists of one real part and three orthogonal imaginary parts. A RGB color face image can be represented using quaternion representation by inserting the value of three color channels into the three imaginary parts of the quaternion number respectively. Therefore, in this paper, the concept of quaternion is proposed for view-invariant color face image recognition system.

An advanced correlation filter named as unconstrained optimal trade-off synthetic discriminant (UOTSDF) [12, 13], is also applied in the proposed view-invariant color face image recognition system. The goal of the filter is to produce sharp peak that resemble 2-D delta type correlation outputs when the input face image belongs to the class of the reference face image that were used to train the input face image; and, this provides automatic shift-invariance. A strong and sharp peak can be observed in the output correlation plane when the input face image comes from the authentic class (input face image matches with a particular training/reference face image stored in database) and no discernible peak if the input face image comes from the imposter class (input face image does not matches with the particular reference face image).

Three classification parameters are in concern in classifying whether an input face image belongs to the authentic class or not. They are the real to complex ratio of the discrete quaternion correlator output (p-value) [11], peak to sidelobe ratio (PSR) [14] and the max product fuzzy neural network classifier value (G-value). p-value has been introduced in [11], which is used in measuring the correlation output between the colors, shape, size and brightness of input image and a particular reference image. PSR is another parameter introduced in [14] for a better recognition due to the reason that it is more accurate if we consider the peak value with the region around the peak value, rather than a single peak point. The higher the value of PSR, the more likely the input face image belongs to the referenced image class. In this paper, both the p-value and the PSR are combined, normalized and applied with Gaussian distribution function in the max-product fuzzy neural network classifier. This technique generates a parameter, so-called the G-value. This parameter as well as the algorithm is applied in view-invariant color face image recognition system for better classification purposes. The same technique was applied in the machine condition monitoring [15] and it yields high success rate in classifying machine conditions. It is good to be implemented for color face image recognition.

In this paper, quaternion based fuzzy neural network classifier is proposed for MPIK dataset’s view-invariant color face image recognition. 10,000 repeated images generated/collected from the 7 different position color face images of 200 people in MPIK dataset were used to evaluate the system performance. Among the 10,000 repeated color face images, 5000 are normal MPIK color face images; 2500 are normal MPIK color face images embedded with noise features such as “salt and pepper”, “poisson”, “speckles noise” as provided in Matlab image processing toolbox; and, 2500 are normal MPIK color face images with scale invariant (shrink or dilation). The performance of the proposed quaternion based fuzzy neural network classifier is compared to NMF, BDNMF and hypercomplex Gabor filter. Experimental results show that the quaternion based fuzzy neural network classifier outperforms conventional NMF, BDNMF and hypercomplex Gabor filter in terms of enrolment time, recognition time and accuracy in classifying view-invariant, noise influenced and scale invariant MPIK color face images.

The paper is organized as follows: Section 2 briefly comments on the proposed view-invariant color face image recognition model and the quaternion based color face image correlator. Section 3 describes the enrolment stage and recognition stage for the algorithm of the proposed quaternion based color face image correlator. Then in section 4, the structure of fuzzy max-product neural network classifier will be described. Section 5 contains the experimental results. Finally, in section 6, the work is summarized and some future work is planned.

2 View-invariant color face image recognition system model

The proposed view-invariant face recognition system model considered in this paper is shown in Figure 1.
The view-invariant input color face image is first supplied to the quaternion based color face image correlator. The quaternion based color face image correlator is used to obtain correlation plane for each correlated input face image with reference face images stored in a database to calculate out some classification characteristics such as the real to complex ratio of the correlation output, p-value and the peak-to-sidelobe ratio, PSR. These classification characteristic will later be input to the max-product fuzzy neural network to perform classification. Detailed discussion on the quaternion based color face image correlation will be discussed below.

The referenced face image after performing discrete quaternion Fourier transforms (DQFT) [11]:

\[ I(m, n) = I_x(m, n) + I_y(m, n) + I_z(m, n)k \]  

(1)

where \( m, n \) are the pixel coordinates of the reference face image. \( R, G, B \) parts of reference face image are represented by \( I_x(m, n) \), \( I_y(m, n) \) and \( I_z(m, n) \) respectively, and \( i-, j-, k- \) are the imaginary parts of quaternion complex number [15] and the real part of it is set to zero. Similarly, \( h_i(m, n) \) is used for representing input face image. Then, we can produce output \( b(m, n) \) to conclude whether the input face image matches the reference face image or not. If \( h_i(m, n) \) is the space shift of the reference face image:

\[ h_i(m, n) = I(m - m_o, n - n_o) \]  

(2)

Then after some mathematical manipulation,

\[ \text{Max}(b_i(m, n)) = b_i(-m_o, n_o) \]  

(3)

where \( b_i(m, n) \) means the real part of \( b(m, n) \) and

\[ b_i(-m_o, n_o) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} |I(m, n)|^2 \]  

(4)

where \( M, N \) is the image x-axis, y-axis dimension. At the location \((-m_o, n_o)\), the multiplier of \( i-, j-, k- \) imaginary part of \( b(-m_o, n_o) \) are equal to zero:

\[ b_i(-m_o, n_o) = b_j(-m_o, n_o) = b_k(-m_o, n_o) = 0 \]  

(5)

Thus, the following process [11] can be modified for face image correlation:

1.) Calculate energy of reference face image \( I(m, n) \):

\[ E_i = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} |I(m, n)|^2 \]  

(6)

Then we normalized the reference face image \( I(m, n) \) and the input face image \( h_i(m, n) \) as:

\[ I_s(m, n) = I(m, n) \sqrt{E_i} \]  

(7)

\[ H_s(m, n) = h_i(m, n) \sqrt{E_i} \]  

(8)

2.) Calculate the output of discrete quaternion correlation (DQCR):

\[ g_s(m, n) = \sum_{\tau=0}^{M-1} \sum_{\eta=0}^{N-1} I_s(\tau, \eta). H_s(\tau - m, \eta - n) \]  

(9)

where \( \cdot \)\( \cdot \)\( \cdot \)\( \cdot \)\( \cdot \) means the quaternion conjugation operation and perform the space reverse operation:

\[ g(m, n) = g_s(-m, -n) \]  

(10)

3.) Perform inverse discrete quaternion Fourier Transform (IDQFT) on (10) to obtain the correlation plane \( P(m, n) \).

4.) Search all the local peaks on the correlation plane and record the location of the local peaks as \((m_s, n_s)\).

5.) Then at all the location of local peaks \((m_s, n_s)\) found in step 4, we calculate the real to complex value of the DQCR output:

\[ P = \left| P_r(m_s, n_s) \right| \left| P_i(m_s, n_s) \right| + \left| P_r(m_s, n_s) \right| + \left| P_i(m_s, n_s) \right| + \left| P_k(m_s, n_s) \right| \]  

(11)

where \( P_r(m_s, n_s) \), \( P_i(m_s, n_s) \), \( P_j(m_s, n_s) \) and \( P_k(m_s, n_s) \) are the \( i-, j-, k- \) parts of \( P(m_s, n_s) \) respectively. If \( p \geq d_i \) and \( c_i < \left| P(m_s, n_s) \right| < c_2 \), then we can conclude that at location \((m_s, n_s)\), there is a face image that has the same shape, size, color and brightness as the reference face image. \( d_i, c_1 < c_2 \) and \( c_1, c_2 \) and \( d_i \) are all with values near to 1. The value of \( p \) decays faster with the color difference between matching the input face image to the reference face image.

Another classification characteristic that can be applied in quaternion based color face image correlation is the peak-to-sidelobe ratio (PSR). A strong peak can be observed in the correlation output if the input face image comes from imposter class. A method of measuring the peak sharpness is the peak-to-sidelobe ratio (PSR) which is defined as below [14, 17]:

\[ \text{PSR} = \frac{\text{peak} - \text{mean(sidelobe)}}{\sigma(\text{sidelobe})} \]  

(12)

where \text{peak} \hspace{1em} \text{is the value of the peak on the correlation output plane. sidelobe} \hspace{1em} \text{refers a fixed-sized surrounding area of the peak.}
match of the input face image and the corresponding reference face image.

The quaternion based color face image correlator involved 2 stages: 1. Enrolment stage and 2. Recognition stage. During the enrollment stage, one or multiple face images of each person in database are acquired. These multiple reference face images have the variability in the angle of turning faces (for e.g. 90º to left, 60º to left, 30º to left 0º facing in front, 30º to right, 60º to right, 90º to right and etc). The DQFT of the reference face images are used to train the fuzzy neural network and determine correlation filter coefficients for each possible person’s set. During recognition stage, sample face images will be input and the DQFT of such images are correlated with the DQFT form of the reference face images stored in the database together with their corresponding filter coefficients, and the inverse DQFT of this product results in the correlation output for that filter. Enrollment stage and recognition stage are discussed in detail in the following section.

3 Enrolment stage and recognition stage for quaternion based color face image correlator

This section will describes the enrollment stage and recognition stage for the algorithm of the proposed quaternion based color face image correlator.

3.1 Enrolment Stage

The schematic of enrollment stage is shown in Figure 2. During the enrollment stage, the reference face images for each person set in database are partitioned according to S different angle face image. These partitioned reference face images are then encoded into a two dimensional quaternion array (QA) as follows:

\[ I_{\text{Q}(t_i, s)} = I_{\text{QR}(t_i, s)} + I_{\text{QB}(t_i, s)} j + I_{\text{QG}(t_i, s)} k \]  

where \( t_i = 1, 2, \ldots, T \) represents the number of person subscribe to the database, \( I_{\text{QR}(t_i, s)} \) represents the real part of quaternion array of \( t_i \)-th face image for person set \( t_i \), \( s = 1, 2, \ldots, S \) represents the number of face images in different angle for a particular person. \( I_{\text{QR}(t_i, s)} \) and \( I_{\text{QB}(t_i, s)} \) each represents the \( i-, j-, k- \) imaginary part of \( s \)-th face image for person \( t_i \) respectively.

The quaternion array in (13) is then undergoes the discrete quaternion Fourier transform (DQFT) to transform the quaternion image to the quaternion frequency domain. A two-side form of DQFT has been proposed by Ell [18, 19] as follows:

\[ I_{\text{w}(t_i)}(m, n) = \sum_{\tau=0}^{M-1} \sum_{\eta=0}^{N-1} e^{-\mu_1 2\pi (m\tau + n\eta)} I_{\text{w}(t_i)}(\tau, \eta) e^{-\mu_2 2\pi (m\tau + n\eta)} \]  

where \( e \) is exponential term, \( \mu_1 \) and \( \mu_2 \) are two pure quaternion units (the quaternion unit with real part equal to zero) that are orthogonal to each other [20]:

\[ \mu_1 = \mu_1, i + \mu_1, j + \mu_1, k \]  
\[ \mu_2 = \mu_2, i + \mu_2, j + \mu_2, k \]  
\[ \mu_1^2 + \mu_2^2 = \mu_1^2, i^2 + \mu_2^2, j^2 + \mu_2^2, k^2 = 1 \]  
\[ \mu_1, i \mu_2, j + \mu_1, j \mu_2, i + \mu_1, k \mu_2, k = 0 \]  

The output of DQFT, \( I_{\text{w}(t_i)} \) is used to train the max-product fuzzy neural network classifier and design the correlation filter.

3.1.1 Quaternion Correlator (QC)

To train the max-product fuzzy neural network classifier, the output of the DQFT is first passed to a quaternion correlator (QC) as shown in Figure 3. The function of the QC is summarized as below: For DQFT output of \( s \)-th face image, perform discrete quaternion correlation (DQCR) [21, 22] on reference face image \( I_{\text{w}(t_i)} \) with reference face image \( I_{\text{w}(t_i)} \) and multiply with corresponding filter coefficients (filt).

![Figure 2: Schematic of enrollment stage.](image-url)
Correlate on reference face image \( I_{s(t_1)} \) in \( s \)-th angle, while the absence or lower of such peak indicate the dissimilarity of \( I_{s(t_1)} \) and \( I_{s(t_2)} \).

Calculate \( p_{s(t_1,t_2)} \) and \( \text{PSR}_{s(t_1,t_2)} \) from the correlation plane as in (20) using (11) and (12) respectively. \( p_{s(t_1,t_2)} \) means \( p \)-values of reference face image \( I_{s(t_1)} \) correlate on reference face image \( I_{s(t_2)} \) in \( s \)-th angle, while \( \text{PSR}_{s(t_1,t_2)} \) means PSR values of reference face image \( I_{s(t_1)} \) correlate on reference face image \( I_{s(t_2)} \) in \( s \)-th angle. These values are then feed into max-product fuzzy neural network classifier to perform training and calculate weight, which will be discussed in section 4.

### 3.1.2 Correlation Filter

Conventional filtering methods [23] are emphasizing on applying matched filters. Matched filters are optimal for detecting a known reference image in additive white Gaussian noise environment. If the input image changes slightly from the known reference image (scale, rotation and pose invariant), the detection of the matched filters degrades rapidly. However the emerge of correlation filter designs [24] have developed to handle such types of distortions. The minimum average correlation energy (MACE) filters [25] are one of such design and show good results in the field of automatic target recognition and applications in biometric verification [14, 26]. MACE filters different from conventional matched filters that more than one reference image are used to synthesize a single filter template, therefore making its classification performance invariant to shift of the input image [24].

There are two types of MACE filters in general, namely: 1.) Conventional MACE filter [25] and 2.) Unconstrained MACE (UMACE) filter [27], both with the goal to produce sharp peaks that resemble two dimensional delta-type correlation outputs when the input image belongs to the authentic class and low peaks in imposter class. Conventional MACE filter [25] minimizes the average correlation energy of the reference images while constraining the correlation output at the origin to a specific value (usually 1), for each of the reference images. Lagrange multiplier is used for noise optimization, yielding:

\[
\text{filt}_{\text{MACE}} = D^{-1}X(X'D^{-1}X)^{-1}c
\]  

This equation is the closed form solution to the linear constrained quadratic minimization. \( D \) is a diagonal matrix with the average power spectrum of the reference images placed as elements along diagonal of the matrix. \( X \) contains Fourier transform of the reference images lexicographically re-ordered and placed along each column. As an example, if there are \( T \) sets of reference face images, each with size \( 256 \times 1,792 (=458,752) \), then \( X \) will be a \( 458,792 \times T \) matrix. \( X' \) is the matrix transpose of \( X \). \( c \) is a column vector of length \( T \) with all entries equal to 1.

The second type of MACE filter is the unconstrained MACE (UMACE) filter [27]. Just like conventional MACE filter, UMACE filter also minimizes the average correlation energy of the reference images and maximizes the correlation output at the origin. The different between conventional MACE filter and UMACE filter is the optimization scheme. Conventional MACE filter is using Lagrange multiplier but as for UMACE filter, it is using Raleigh multiplier which lead to the following equation:

\[
\text{filt}_{\text{UMACE}} = D^{-1}m
\]  

where \( D \) is the diagonal matrix which is the same as that in conventional MACE filter. \( m \) is a column vector containing the mean values of the Fourier transform of the reference images.

Besides MACE filters, there is a type of correlation filter, namely the unconstrained optimal tradeoff synthetic discriminant filter (UOTSDF) shown by Refreiger [28] and Kumar et al [12] has yielding good verification performance. The UOTSDF is by:

\[
\text{filt}_{\text{UOTSDF}} = (\alpha D + \sqrt{1 - \alpha^2} C)^{-1}m
\]
where $D$ is a diagonal matrix with average power spectrum of the training image placed along the diagonal elements. $m$ is a column vector containing the mean values of the Fourier transform of the reference images. $C$ is the power spectral density of the noise. For most of the applications, a white noise power spectral density is for assumption since white noise is dominant in image; therefore $C$ reduces to the identity matrix. $\alpha$ term is typically set to be close to 1 to achieve good performance even in the presence of noise, but it also helps improve generalization to distortions outside the reference images.

By comparing the three correlation filters listed above, conventional MACE filter is complicated to implement whereby it requires many inversion of $T$ matrices. UMACE filter is simpler to implement from a computational viewpoint as it involves inverting diagonal matrix only, and the performance are close to the conventional MACE but poorer than UOTSDF. Therefore, we plan to extend UOTSDF in our quaternion based face image correlator for the recognition of view invariant person face since it is less complicated in computational viewpoint than conventional MACE filter and achieve good performance.

### 3.2 Recognition stage

The schematic of recognition stage for classification of color face image by quaternion correlation is shown in Figure 4. During the recognition stage, an input view invariant face image is first encoded into two dimensional quaternion array (QA) as follows:

$$h_{(i)} = h_{(i)} + h_{R(i)} i + h_{G(i)} j + h_{B(i)} k$$  \hspace{1cm} (24)

where $i$ represents the input face image, $h_{(i)}$ represents the real part of quaternion array for input face image $i$. $h_{R(i)}$, $h_{G(i)}$ and $h_{B(i)}$ each represents the $i-$, $j-$, $k-$ imaginary part for input face image $i$ respectively.

Performing DQFT to transforms the quaternion image to the quaternion frequency domain. A two-side form of DQFT is used:

$$h_{(i)}(m, n) = \sum_{t=0}^{M-1} \sum_{\eta=0}^{N-1} e^{-\mu_1 2\pi(m/M)} \cdot h_{(i)}(t, \eta) \cdot e^{-\mu_2 2\pi(n/N)}$$  \hspace{1cm} (25)

where $\mu$ is exponential term, $\mu_1$ and $\mu_2$ are two pure quaternion units as shown in (15) and (16) respectively. The output of the DQFT, $h_{(i)}$ is cross correlated with every quaternion correlation filter in the database using the quaternion correlator (QC) just as the one shown in Figure 3, but the DQFT output is now $h_{(i)}$. In QC, performs quaternion correlation on $h_{(i)}$ with reference face images $I_{s(t_2)}$ from database, and multiply with corresponding filter coefficients ($\text{filt}_{1(t_2)}$):

$$g_{s(t_2)}(m, n) = \sum_{t=0}^{M-1} \sum_{\eta=0}^{N-1} h_{(i)}(t, \eta) \cdot I_{s(t_2)}(\tau - m, \eta - n) \cdot \text{filt}_{1(t_2)}$$  \hspace{1cm} (26)

After that, (26) is performing inverse DQFT to obtain the correlation plane function:

$$p_{s(t_2)}(m, n) = \frac{1}{4\pi^2} \sum_{t=0}^{M-1} \sum_{\eta=0}^{N-1} e^{-\mu_1 2\pi(m/M)} \cdot g_{s(t_2)}(m, n) \cdot e^{-\mu_2 2\pi(n/N)}$$  \hspace{1cm} (27)

Calculate $p_{s(t_2)}$ and $\text{PSR}_{s(t_2)}$ from the correlation plane as in (27) using (11) and (12) respectively. $p_{s(t_2)}$ means $p$-values of input face image $h_{(i)}$ correlate on s-th reference face image in $I_{s(t_2)}$, while $\text{PSR}_{s(t_2)}$ means PSR values of input image $h_{(i)}$ correlate on s-th reference face image in $I_{s(t_2)}$. These values are then feed into max-product fuzzy neural network classifier to perform classification for view invariant face images, which will be discussed in next section.

### 4 Max-product fuzzy neural network classifier

Fuzzy logic is a type of multi-valued logic that derived from fuzzy set theory to deal with approximate reasoning. Fuzzy logic provides high level framework for approximate reasoning that can appropriately handle both the uncertainty and imprecision in linguistic semantics, model expert heuristics and provide requisite high level organizing principles [13]. Neural network in engineering field refer to a mathematical/computational model based on biological neural network. Neural network provides self-organizing substrates for low level representation of information with adaptation capabilities. Fuzzy logic and neural network are complementary technologies. Therefore, it is plausible and justified to combine both these approaches in the design of classification systems. Such integrated system is referring to as fuzzy neural network classifier [13].

There are various fuzzy neural network classifiers have been proposed in the literature [29-32], and there has been much interest of many fuzzy neural networks applying max-min composition as functional basis [33-35]. However, in [36], Leotamonphong and Fang
mention that the max-min composition is “suitable only when a system allows no compensability among the elements of a solution vector”. He proposed to use max-product composition in fuzzy neural network rather than max-min composition. Bourke and Fisher in [37] also comment that the max-product composition gives better results than the traditional max-min operator. Therefore, efficient learning algorithms have been studied by others [38, 39] using the max-product composition afterwards.

In this paper, a fuzzy neural network classifier using max-product composition will be proposed for view invariant color face image classification system. The max-product composition is the same as a single perceptron except that summation is replaced by maximization, and in the max-min threshold unit, min is replaced by product.

4.1 Define T classes, for T person’s sets of view invariant face images

The reference face images for all T persons in database will be assigned with a Unique Number started from 1 till \( (T \times S) \), where S is the number of S different angle face image specified in section 3. Class number is assigned starting from 1 till T. The same person’s face images in different angle of view will be arrange in sequence according to the unique number assigned and classified in the same Class number.

4.2 Training Max-Product Fuzzy Neural Network Classifier

The max-product fuzzy neural network classifier is training with 4 processes as listed below:

1.) PSR \( \text{psr}(i,t_2) \) and \( p(i,t_2) \) output from the quaternion correlator of the recognition stage are fuzzified through the activation functions (Gaussian membership function):

\[
G_{\text{psr}(i,t_2)} = \exp\left(\frac{-(\text{psr}(i,t_2) - 1)^2}{\sigma^2}\right) \tag{28}
\]

\[
G_{p(i,t_2)} = \exp\left(\frac{-(p(i,t_2) - 1)^2}{\sigma^2}\right) \tag{29}
\]

where \( \sigma \) is the smoothing factor, that is the deviation of the Gaussian functions.

2.) Calculate the G-value, which is the product value for s-th reference face image of the fuzzy neural network classifier at each correlated images:

\[
G_{s(i,t_2)} = G_{\text{psr}(i,t_2)} \times G_{p(i,t_2)} \tag{30}
\]

3.) Gather and store the product values in an array:

\[
X_{\text{training}} = \begin{bmatrix} G_{s(1,1)} & G_{s(1,2)} & \cdots & G_{s(1,T)} \\ G_{s(2,1)} & G_{s(2,2)} & \cdots & G_{s(2,T)} \\ \vdots & \vdots & \ddots & \vdots \\ G_{s(T,1)} & G_{s(T,2)} & \cdots & G_{s(T,T)} \end{bmatrix} \tag{31}
\]

4.) The output will be set so that it will output 1 if it is authentic class and 0 if it is imposter class, and it is in an array \( Y_{\text{identity}} \), whereby it is an identity matrix of dimension \( T \times T \). To calculate the weight \( w \) for s-th angle face image, the equation is:

\[
w_s = X_{\text{training}}^{-1} Y_{\text{identity}} \tag{32}
\]

4.3 Max-Product Fuzzy Neural Network Classification

The max-product fuzzy neural network classification is with 7 steps:

1.) PSR \( \text{psr}(i,t_2) \) and \( p(i,t_2) \) output from the quaternion correlator of the recognition stage are fuzzified through the activation functions (Gaussian membership function):

\[
G_{\text{psr}(i,t_2)} = \exp\left(\frac{-(\text{psr}(i,t_2) - 1)^2}{\sigma^2}\right) \tag{33}
\]

\[
G_{p(i,t_2)} = \exp\left(\frac{-(p(i,t_2) - 1)^2}{\sigma^2}\right) \tag{34}
\]

2.) Calculate the product value of the fuzzy neural network classifier at input face image on the training face images in database:

\[
G_{s(i,t_2)} = G_{\text{psr}(i,t_2)} \times G_{p(i,t_2)} \tag{35}
\]

3.) Gather and store the product values in an array:

\[
X_{\text{classification}} = \begin{bmatrix} G_{s(1,1)} & G_{s(1,2)} & \cdots & G_{s(1,T)} \\ G_{s(2,1)} & G_{s(2,2)} & \cdots & G_{s(2,T)} \\ \vdots & \vdots & \ddots & \vdots \\ G_{s(T,1)} & G_{s(T,2)} & \cdots & G_{s(T,T)} \end{bmatrix} \tag{36}
\]

4.) Obtain the classification outcomes by multiplying (36) with the weight trained at (32):

\[
Y_{\text{classification}} = X_{\text{classification}} \times w_s \tag{37}
\]

5.) Classify the input face image with the person it belongs to by using max composition:

\[
\text{Output} = \max \{ Y_{\text{classification}} \} \tag{38}
\]

6.) Determine whether the face image is in the database or not:

**If normalized Output \( \leq \text{Thres}_{\text{output}} **

Then conclude: “The face is not in the database”.

Else determine which element in \( Y_{\text{classification}} \) matrix match with Output:
\( \psi = \) the position number of element in 
\( Y_{\text{classification}} \) matrix which has the equal value with Output. \hspace{1cm} (39)

\( \text{Thres}_{\text{output}} \) is the threshold value of an output to indicate that a face is not in the database.

\( \psi \) corresponds to the assigned number of reference image in database.

7.) Based on \( T \) sets of fuzzy IF-THEN rules, perform defuzzification:

\[ R^l_j: \text{IF } \psi \text{ is match with the Unique Number stored in Class } l, \text{ THEN display the name of the person correspond to Class } l. \hspace{1cm} (40) \]

where \( l = 1, 2, \ldots T \).

5 Experimental results

In this section, the application of quaternion based face image correlator together with max-product fuzzy neural network classifier for view invariant face recognition system will be briefly illustrated. Here, some experimental results are used to prove the algorithms’ efficiency introduced in section 3 and 4.

5.1 Database of reference face images for 200 persons

A database with view-invariant color face images provided by the Max-Planck Institute for Biological Cybernetics in Tuebingen Germany [40] is use to test the proposed view-invariant color face image recognition system. The database contains color face images of 7 views of 200 laser-scanned (Cyberware TM) heads without hair. These modeling 200 persons’ sets of color face images each with view-invariant of different: facing 90° to left, facing 60° to left, facing 30° to left, facing 0° in-front, facing 30° to right, facing 60° to right and facing 90° to right. Hence, \( S=7 \) since there are 7 view-invariant images for 1 person set. An example of a person set with view-invariant face images are shown in Figure 5. The dimension of each image is 256 x 256 pixels.

5.2 Quaternion based face image correlation using unconstrained optimal trade-off synthetic discriminant filter (UOTSDF)

In the evaluation experiment, \( T=180 \) MPIK persons’ faces are used to train the system during the enrollment stage. \( T \times S = 1260 \) reference face images are use in database to synthesize a single UOTSDF using (23). \( D \) and \( m \) are calculated from the reference images and \( C \) is an identity matrix of dimension 1260 x 1260 and \( \alpha \) set to 1. These values are substituted into (23) to calculate the filter coefficients. Then in enrollment stage, for each filter line as in Figure 3, perform cross-correlations of all the DQFT form of reference face images in database \( I_{st_1} \) with the DQFT form of reference face image in database as well \( I_{st_2} \), and multiply the output value with corresponding filter coefficients respectively, where \( t_1, t_2 = 1, 2, \ldots, 180; s = 1, 2, \ldots, 7 \). In recognition stage, for each filter line, performed cross correlation of the DQFT form of input face image \( (I_{h(s)}) \) with the DQFT form of reference face images in database \( I_{st_1} \) and multiply the output value with corresponding filter coefficient respectively. For authentic case (good match in between two face images), the correlation plane should have sharp peaks and it should not exhibit such strong peaks for imposter case (bad match in between two face images). These two cases will be investigated below:

Authentic case: Figure 6 shows the samples correlation plane for input face image matching with the exact reference face image of the same person in the database. Since both the face images are in good match, the observed correlation plane is having smooth and sharp peak.

Imposter case: Figure 7 show the sample correlation plane for input face image matching with one of the reference face images of different person in the database. Since both the face images are in good match, the observed correlation plane is having lower and round peak as compare to those in good match.

Table 1 shows the PSR and \( p \)-value for both authentic and imposter case as in Fig. 6 and Fig. 7. Note that the sharp correlation peak resulting in large
normalized PSR and \( p \)-value in authentic case, whereas small PSR and \( p \)-value exhibiting in the imposter case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Normalized PSR</th>
<th>Normalized ( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentic case</td>
<td>1.0000</td>
<td>0.7905</td>
</tr>
<tr>
<td>Imposter case</td>
<td>0.7894</td>
<td>0.5083</td>
</tr>
</tbody>
</table>

Table 1: normalized PSR and \( p \)-value for both authentic and imposter case.

To indicate that a face is not in the database, a threshold, \( \text{Thres}_{\text{output}} \) is implemented on the normalized Output value at Step 6 in section 4.3. The 20 persons’ faces samples excluded from the training database are input to the trained system to run for accuracy test on different normalized Output value ranges from 0.05 to 1.0. The plot is shown in Figure 8. From the plot, the optimum \( \text{Thres}_{\text{output}} \) is at 0.6.

### 5.3 Efficiency of the view-invariant color face image recognition system

The view-invariant color face image recognition system was evaluated with respect to random picking 10,000 repeated input face images from database (with mixing up the trained \( T=180 \) peoples’ faces plus 20 more peoples’ faces excluded from the training database sets) and input to the view-invariant color face image recognition system to run test. The graph of accuracy versus no. of person sets in database is plotted in Figure 9.

From the plot, it can be observed that as number of person in database increases, the performance drop is actually not much if G-value is applying in the proposed view-invariant color face image recognition system. Among the 10,000 input face images, 9,973 were tracked perfectly (output human names/ID agreed by the input images) in a database of 10 persons, i.e. an accuracy of 99.73%, while 9,821 were tracked perfectly in a database of 200 persons, i.e. an accuracy of 98.21%. The performance drop is increase if the proposed face recognition system is only applying PSR value (no \( G \)-value and \( p \)-value) whereby, the accuracy is 99.62% in a database of 10 persons, but 97.73% in a database of 200 persons. It is almost 0.24 fold more the performance drop compares to the system that applying G-value. The performance drops in the face recognition system, that applying only \( p \)-value (no \( G \)-value and PSR-value), is rather significant. Whereby, the accuracy is 99.50% in a database of 10 persons, but 97.04% in a database of 200 persons. It is almost 0.62 fold more the performance drop compares to the system that applying G-value. From the experiment results, it can be concluded that with the
implementation of G-value and the fuzzy neural network classifier, it helps boost up the accuracy of view-invariant color face image recognition.

5.4 Comparative study with parallel method

For comparative study, the proposed quaternion based fuzzy neural network classifier is compared with conventional NMF, BDNMF and hypercomplex Gabor Filter. For conventional NMF, the reference face images as in section 5.1 database has been extracted and used. Seven training sets, each set exclusively containing the color face images for every person in different position (facing 90º to left, facing 60º to left, facing 30º to left, facing 0º in-front, facing 30º to right, facing 60º to right and facing 90º to right). For each training set, three different basis matrices and encodings were extracted for each color channels in the RGB scheme, $F$ where $l \in \{R, G, B\}$ is constructed such that each color channel, $l$, of training color face images occupies the columns of $F^l$ matrices. The rank $r$ of factorization is generally chosen so that [41]:

$$r < \frac{nm}{n + m} \quad (41)$$

In this case, $n = 7$ and $m = 180$, $r < 6.74$. Hence, $r$ is set to 6. The experiment was carried out to test the enrollment stage time consumption and the classification stage time consumption. The recorded time consumption is normalized and recorded in Table 2. For the recognition accuracy, a total of 10,000 randomly selected and repeated MPIK color face images with mixing up the trained T=180 persons’ faces plus 20 more persons’ faces excluded from the training database sets are tested. These also distributed to 5000 are normal MPIK color face images, 2500 are normal MPIK color face images embedded with noise features such as “salt and pepper”, “poisson”, “speckles noise” as in Matlab image processing toolbox, and 2500 are normal MPIK color face images with scale invariant (shrink or dilation), some examples are shown in Figure 10. The recognition accuracy (Percentage of total correct recognized images /10,000 tested images) is recorded in Table 2.

For the BDNMF method, to evaluate the performance on different color spaces, the color faces are separate into RGB spaces and face recognition experiment using BDNMF algorithm is conducted. The rank of factorization $r$ is set to 6 as well. In the experiment, all the seven color face images of each person in different position are used to constitute the training/enrollment set. For the testing/classification set, a total of 10,000 face images used in testing the conventional NMF method are used. The results of the identification test including the enrollment stage time consumption (normalized), classification stage time consumption (normalized) and matching accuracy are shown in Table 2.

To evaluate the effectiveness of the hypercomplex Gabor filter proposed by [5] for feature extraction used in this comparative study, the hypercomplex Gabor filter is operated on all the MPIK RGB dataset color face images as in section 5.1. Each color face image was analyzed at a total of 24 landmark location, determined by the statistical analysis of the MPIK face image population according to [5]. Since Mahalanobis distance applied in [5] yields higher accuracies in compare to normal Euclidean distance approach, matching in this comparative study was performed using Mahalanobis distance classification. The jets extracted at the chosen face landmark locations was used for face matching and the Mahalanobis distance was computed using the global covariance matrix for all the color face landmarks. During classification, jets derived from color face images in database were matched against models consisting of jets extracted from a set of 10,000 color face images as use in testing both conventional NMF and BDNMF above, for accuracy measurement. The results of the identification test including the normalized enrollment stage time consumption, normalized classification stage time consumption and matching accuracy are shown in Table 2.

From the experimental results in Table 2, it is observed that quaternion based fuzzy neural network classifier has the fastest enrollment time and classification time. This follow by hypercomplex Gabor filter using Mahalanobis distance classification, conventional NMF and the slowest BDNMF. Conventional NMF and BDNMF are slow due to the reason that they required an iterative training stage for enrollment, which is time consuming and in compare to the proposed quaternion based fuzzy neural network classifier and hypercomplex Gabor filter. Comparing between conventional NMF and BDNMF, BDNMF algorithm imposes an additional constraint, which is the block diagonal constraint, on the base image matrix and coefficient matrix slowing down the enrollment processes. However, with the block diagonal constraint, BDNMF can preserve the integrity of color information better in different channels for color face representation, hence achieves higher accuracy in color face.

![Figure 10: An example of a person set (a) original image (b) embedded with mild salt and pepper noise (c) embedded with heavy salt and pepper noise (d) shrink (e) dilation.](image-url)
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<table>
<thead>
<tr>
<th>Color face classification method</th>
<th>Enrollment stage normalized time consumption (for training all datasets in database)</th>
<th>Classification stage normalized time consumption (for matching 10,000 tested image)</th>
<th>Accuracy (output human names/ID match with the corresponding input images)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional NMF</td>
<td>2.76</td>
<td>1.39</td>
<td>80.18%</td>
</tr>
<tr>
<td>BDNMF</td>
<td>3.51</td>
<td>1.55</td>
<td>83.37%</td>
</tr>
<tr>
<td>Hypercomplex Gabor Filter (Mahalanobis Distance Classification)</td>
<td>1.36</td>
<td>1.20</td>
<td>86.13%</td>
</tr>
<tr>
<td>Quaternion based Fuzzy Neural Network Classifier</td>
<td>1.00</td>
<td>1.00</td>
<td>92.06%</td>
</tr>
</tbody>
</table>

Table 2: normalized enrollment stage time consumption, normalized classification stage time consumption and matching accuracy for different color face classification method.

recognition. In compare to fuzzy neural network, Gabor filter required a large number of different kernels, and hence the length of the feature vectors in quaternion domains would increase dramatically. Therefore, Gabor filter required more time in enrollment and classification comparing to fuzzy neural network. In terms of recognition accuracy, the proposed quaternion based fuzzy neural network outperform hypercomplex Gabor filter, conventional NMF and BDNMF in recognizing view-invariant, noise influenced and scale invariant MPIK color face images.

6 Conclusion

This paper presents a system capable of recognizing view-invariant color face images from MPIK dataset, using quaternion based color face image correlator and max-product fuzzy neural network classifier. One of the advantage of using quaternion correlator rather than conventional correlation method is that quaternion correlation method deals with color images without converting them into grayscale images. Hence important color information can be preserved. Also the proposed Max-product fuzzy neural network provides high level framework for approximate reasoning, since it is best suitable to apply in face image classification. Our experimental results show that the proposed face recognition system’s performs well with a very high accuracy of 98% from a dataset of 200 persons each with 7 view-invariant images. In comparative study with parallel work, experimental results also show that the proposed face recognition system outperforms conventional NMF, BDNMF and hypercomplex Gabor filter in terms of consumption of enrolment time, recognition time and accuracy in classifying view-invariant, noise influenced and scale invariant color face images from MPIK. Since artificial dataset (MPIK) was used in the experiments which might be impractical, this work creates a number of avenues for further work. Direct extensions of this work may fall into three main sorts in future. Firstly, more rigorous work is necessary on investigating the system performance in realistic environment and the system should be extended to consider variations include translation, facial expression, and illumination. Real face images such as FERET dataset might be employed in the training as well as empirical tests. Secondly, facial image pre-processing mechanisms, mainly eye detection, geometric and illumination normalization might be employed to ease the image acquisition. A large scale of facial images acquisition and storage of facial data might raise security concerns in terms of identity theft. Third extension might fall in the employment of cancellable face data as a step to reinforce the system security.
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