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Abstract—How to deal with speech recognition errors and out-of-vocabulary (OOV) words are common challenging problems in spoken document processing. In this work, we propose the spoken content retrieval (SCR) method that incorporates spoken term detection (STD) as the pre-processing stage. The proposed method firstly performs STD for each term appearing in the given query topic, and then the detection results are used to calculate the relevance of the retrieved document to the topic. The front-ending with STD enables to make use of even misrecognized and OOV words as the clues of the back-end document retrieval process. We also propose a novel retrieval model especially designed for the proposed SCR method. It incorporates the term co-occurrences into the conventional vector space model in order to put emphasis on reliable clues for the similarity calculation, which enables the retrieval process to work robust for documents including errors. The experimental results showed that the performance of the proposed SCR method improved the retrieval performance when a query topic included OOV words, even though it relied on the lower-accuracy syllable-based ASR results. They also showed that the proposed retrieval model significantly improved the retrieval accuracy not only for the proposed SCR but also for the conventional SCR methods.

I. INTRODUCTION

In recent years, multimedia contents have exploded and search technologies for those contents have become crucial. However, much of those contents do not have metadata. Therefore, searching such contents using only traditional text-based methods is difficult. On the other hand, contents that include speech can be searched using its language information with the help of large vocabulary continuous speech recognition (LVCSR). Search technology that targets spoken language information is called spoken document retrieval (SDR). Unlike text retrieval, dealing with speech recognition errors and out-of-vocabulary (OOV) words are challenging problems in spoken document processing.

Among retrieval tasks involving spoken documents, the task of finding the occurrences of a given term of interest within the speech data is called spoken term detection (STD) [1]. Many studies of STD have focused on dealing with OOV and misrecognized words. Such methods include, for example, using subword units as the recognition result or search unit [5], [6], [7], using the multiple recognition candidates [5], [6], using the results of multiple recognition systems [8], and using soft matching to detect the occurrences [9], [10].

Another retrieval task targeting spoken documents is called spoken content retrieval (SCR). The task aims to find a document that is relevant to a given query topic, where the relevancy is judged by a human assessor. The conventional SCR approach simply applies text-based retrieval to the recognition results obtained by LVCSR. In SCR, a query topic includes multiple terms, each of which can be used as a clue for the retrieval; thus, SCR can be robust against OOV and misrecognized words. In fact, in the TREC SDR evaluation, the conventional approach for SCR achieved retrieval accuracies almost equal to those using human transcription, and ad hoc retrieval for broadcast news was considered a “solved problem” [11]. However, in real-life applications, high recognition rates cannot always be expected. Therefore, OOV and misrecognized words should be dealt with even in the SCR task.

The effect of misrecognition can be relaxed by using the multiple recognition candidates of speech recognition results [12]. On the other hand, OOV words can never be handled if we rely only on word-based recognition results of spoken documents and their word indices obtained from them. For dealing with OOV words, subword-based recognition results and their subword n-gram indices have been often used in spoken document retrieval [13], [14], [15]. However, the discriminative power of these subword n-grams is much weaker than that of the whole words, the performance of the SCR system based on such subword n-grams is limited.

In this work, we propose a method that incorporates STD into the SCR process to deal with OOV and misrecognized words. In the first step, an STD method is applied to the spoken documents, where each term in the given query topic is searched for in the syllable sequence obtained by speech recognition. From the detection results, we can obtain the statistics for term frequencies in each document, to which we can apply any conventional document retrieval method. The advantage of this method is that it is not affected by the OOV terms in the query topics even though it still makes use of the whole word clues. The proposed method resembles the early approach in SCR [16], [17], which applies word-spotting for spoken documents instead of LVCSR. As the word-spotting had to be applied after a query topic was given,
it was not a tractable approach for targeting a large amount of spoken documents. Thanks to the recent development of the fast STD methods, the approach now become tractable even for targeting a large amount of spoken documents, which is investigated in this work.

We also propose a novel retrieval model especially designed for text including errors by extending conventional vector space model for text retrieval. The proposed method is unique in using the term co-occurrences in order to put emphasis on reliable clues in transcribed text for the similarity calculation, which results in working robust for documents including errors.

This paper is organized as follows. The next section describes our SCR methods. In Section 3, we describe our proposed retrieval model. In Section 4, we evaluate the proposed method by comparison with conventional document retrieval methods. Finally, we conclude and describe future work in Section 5.

II. SPOKEN CONTENT RETRIEVAL

A. Conventional Method

The conventional SCR system works as follows. First, we create automatic transcripts by applying LVCSR to speech data. Then, we convert the transcripts into a bag-of-words representation by applying the word segmenter, the lemmatizer, and stop-word removal to the text. Indexing can also be applied for efficient retrieval. Given a query topic, it is converted similarly into a bag-of-words. Then, any conventional information retrieval method can be used to calculate the similarity between these bag-of-words representations. For example, in the vector space model, the bag-of-words representations of the documents and the query topic are converted into a vector representation, and then the inner product between the vectors is calculated to find documents similar to the query topic.

The conventional SCR methods use word-based speech recognition to obtain the transcription of the spoken documents, and then text-based document retrieval is applied to the transcription. However, the OOV words from the word-based speech recognition and misrecognized words can never be used as the clues for the document retrieval, which results in the degradation of the retrieval performance. To deal with these problems, both document and query expansion methods have been proposed [18], [19], [20]. These methods are not using OOV words or speech segments of recognition errors in the document, but these extensions of related words as clue words that are correctly recognized for order to deal with recognition errors. On the other hands, subword n-gram based SCR methods have been proposed [13], [14], [15]. While the conventional SCR used words as a feature of a document vector, these methods used subword n-gram. However, subword n-grams are a automatically extracted without using the language knowledge, the effectiveness of such clues is limited compared to the word.

B. STD-based SCR

To deal with the problem of recognition errors and OOV words, we propose the STD-based approach for SCR. Figure 1 shows the configuration of our STD-based system.

First, we create automatic transcripts by applying subword-based recognition to speech data. Given query topic, the keywords are extracted from the query topics and are converted to subword sequences. In this paper, we use nouns as the keywords and syllables as the subword unit. Then, each syllable sequence is used as a search key against the syllable-based transcription of the spoken documents. From the STD results, we can obtain the keyword frequency for each document in the collection. We repeat the process for all keywords, and then we can obtain the vector of the keyword frequencies for each document. Finally, the vectors are compared with the query vector to select the retrieval results, which is equivalent to applying the conventional SCR system.

Note that the proposed method is different from the previous works that use the subword n-grams as clues [13], [14], [15]. While they also use the subword-based recognition results, their document and query vectors are created based on the subword n-grams. Or rather, our proposed method resembles the early approach in SCR [16], [17], which applies word-spotting for spoken documents instead of LVCSR. As the word-spotting had to be applied after a query topic was given, it was not a tractable approach for targeting a large amount of spoken documents. Thanks to the recent development of the fast STD methods, the approach now become tractable even for targeting a large amount of spoken documents, which is investigated in this work.

1) STD method: The method as STD was used Dynamic Time Warping (DTW) algorithm according to the following equation.

\[
\begin{align*}
D_{0,j} &= 0 \quad (0 \leq j \leq J) \\
D_{i,0} &= \infty \quad (1 \leq i \leq I) \\
D_{i,j} &= \min\{D_{i,j-1}, D_{i-1,j-1}, D_{i-1,j}\} + d(a_i, b_j),
\end{align*}
\]

where \(i\) is the position in the keyword, and \(j\) is the position in the spoken documents. \(d(a_i, b_j)\) is a distance between syllables \(a_i\) and \(b_j\), and \(D_{i,j}\) is a cumulative distance. The cumulative distances at the tail of the keyword is normalized by its length and the detection is made if the normalized distance is below some predefined threshold.

However, DTW algorithm is time consuming as it must traverse all the target spoken documents. Especially in our SCR setting, as a query topic contains multiple terms, multiple DTW runs must be executed.

Therefore, we tried to improve its time efficiency for STD by skipping the utterances that is less likely to have the queried keyword.

First, the syllable bi-gram index is created from the spoken documents. For each utterance \(U\), which is a syllable sequence of a text \(U = t_1 t_2 \ldots t_n\), we create syllable bi-gram index \(B_U\).
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Fig. 1. STD-SCR system

as follows.

\[ B_U = \{(t_i, t_{i+1}) \mid i = 1, 2, \ldots, n - 1\} \]

(2)

Here, the inverted file is used to record the document ID and the syllable ID for each bi-gram indexes.

At the search time, syllable bi-gram index \( B_Q \) of a query term \( Q = w_1 w_2 \ldots w_m \) is created, too.

\[ B_Q = \{(w_i, w_{i+1}) \mid i = 1, 2, \ldots, m - 1\} \]

(3)

Then, DTW algorithm is performed only for the utterances that satisfy the following equation.

\[
\sum_{b \in B_Q} \delta(b \in B_U) \geq \theta
\]

(4)

where \( \delta_\theta \) is a predetermined threshold. In this paper, we fix \( \theta \) in a constant regardless of the threshold of DTW algorithm.

C. Combination of CSCR and STD-SCR

The proposed method will be effective for the query including the words that are OOV or misrecognized in the spoken documents, while the conventional SCR will be effective for the query that consists of the words recognized correctly in the spoken documents. It is expected that the two systems can complement each other, so it is worth investigating the hybrid system of them.

Not only simply combining the both systems, we tried to further boost the performance by making a distinction between OOV and IV words in a given query topic. Firstly, we divide the words in a query topic \( q \) into the OOV words \( q_{OOV} \) and IV words \( q_{IV} \) by consulting the recognition dictionary of the LVCSR system used in the conventional SCR system. Then, we combine the two systems as follows.

\[
sim(q, d) = (1 - \alpha) \ sim_{CSCR}(q, d) \\
+ \alpha \{ (1 - \beta) \ sim_{STD-SCR}(q_{IV}, d) \\
+ \beta \ sim_{STD-SCR}(q_{OOV}, d) \}
\]

(6)

where, \( \alpha \) and \( \beta \) are weighting coefficients of the linear combination, \( \sim_{CSCR} \) and \( \sim_{STD-SCR} \) are relevance scores calculated in the conventional SCR system and the proposed STD-SCR system, respectively. Using higher \( \alpha \) means that we prefer the STD-SCR system to the conventional SCR system. Note that \( \alpha = 0 \) \( (\alpha = 1) \) corresponds to just using only the conventional SCR (STD-SCR) system. On the other hand, using higher \( \beta \) means that OOV words are taken more importance than IV words when using the STD-SCR system. Note that \( \beta = 0.5 \) means that we make no distinction between OOV and IV words.

III. RETRIEVAL MODEL FOR SCR

As a method to calculate the similarity between each document and a given query topic, vector space model has been widely used in document retrieval. Unlike text retrieval, as the occurrence frequency of each word in SCR is uncertain caused by recognition errors, it can not be used as a reliable clue for document retrieval. In this work, we propose a novel retrieval model that extends the vector space model robust for uncertain clues.
There are two types of errors brought in the document vector obtained by using automatic speech recognition. One is so called false negative, which is an error of the word that appears in the document but not in the recognition result. The other is so called false positive, which is an error of the word that does not appear in the document but in the recognition result. Previous works on SCR have mainly focused on the false negative. For example, query expansion [18], [19] and document expansion [20] have been well studied in the context of SCR, which aim to compensate for the false negative by introducing the other words than the misrecognized words.

On the other hand, there have been few works that aim to compensate for the false positive. Actually, the false positive appears much less than the false negative within the conventional SCR based on the LVCSR result, so it does not affect much. However, our proposed STD-SCR tends to have many false positive as it is based on the STD detection results. In this work, we also propose the novel retrieval model designed for our proposed STD-SCR.

A. Vector space model using word combination feature

Two keywords contained in a query topic are related to each other, therefore, we can consider these words are more likely to appear at the same time in the document. We attempt to make use of word co-occurrence as an additional feature that is used in computing the similarity between the query and each document.

For document \(d\), document vector \(v(d)\) is computed as follow,

\[
v(d) = [tf(w_1, d), tf(w_2, d), \ldots],
\]

where \(tf(w, d)\) is frequency of word \(w\) in document \(d\). Additionally, we also calculate co-occurrence information vector \(v_c(d)\) as follows.

\[
v_c(d) = [\delta(w_1, w_2, d), \delta(w_1, w_3, d), \ldots, \delta(w_i, w_j, d), \ldots]
\]

\[
\delta(w_i, w_j, d) = \begin{cases} 1 & (w_i \in d \text{ and } w_j \in d) \\ 0 & \text{(otherwise)} \end{cases}
\]

The size of the co-occurrence vector \(v_c(d)\) is \(\frac{|v(d)|^2 - |v(d)|}{2}\). Figure 2 shows example of document vector for query \(q = w_1, w_2, w_3\).

Given query topic \(q\), firstly, we obtain document vector \(v(d)\) using word frequency that contain query topic. Then, co-occurrence vector \(v_c(d)\) is computed based on \(v(d)\), and extended vector \(v_c(d) = [v(d), v_c(d)]\) is obtained by concatenating the \(v(d)\) and \(v_c(d)\). Similarly, the extended query vector \(v_c(q)\) is also calculated. Finally, the similarity between \(v_c(d)\) and \(v_c(q)\) is calculated as same as the vector space model with TF-IDF term weighting.

IV. EXPERIMENTS

A. Experimental Setting

We used the SCR test collection developed in the NTCIR-9 Workshop [21] for our experiments. The target document collection contains 2702 lectures selected from the Corpus of Spontaneous Japanese (CSJ)[22]. This amounts to more than 600 hours of speech.

The test collection contains two set of queries, one contains 39 queries called dry-run set, another one contains 86 queries called formal-run set. Originally, these queries required to find a passage of varying lengths from lectures. However, in this paper, we were set to pseudo-passage unit as retrieval unit, as same as the task definition often used in the literature [23], [24]. We defined pseudo-pasages by automatically segmenting each lecture into sequences of segments with fixed numbers of sequential utterances. We used 15 utterances in a segment, which results in the number of pseudo-pasages found in the target document to be 60,375. Next, we assigned retrieved pseudopassages a relevance label as follows: if the pseudopassage shared at least one utterance that came from the relevant passage specified in the “golden file,” then the pseudopassage was labeled as “relevant.”

We constructed two ASR systems, an LVCSR (word-based model) and a continuous syllable recognition system (syllable-based model) for recognition of spoken documents. The language models of both systems were trained by using newspaper articles covering 75 months and we used word trigrams for the word-based model and syllable trigrams for the syllable-based model. The acoustic model was trained by using the CSJ data by keeping the open condition[23], and we used the same model for both systems. The word accuracy rate of LVCSR was 59.5%, and the syllable accuracy rates of the two systems were 80.6% and 75.5%, respectively.

We used the indexing and DTW algorithm described in Section II-B1 for the STD part of the proposed STD-SCR method. The STD was performed on the result by the syllable-based ASR system. For the distance between two syllables for DTW algorithm, we used Battacharyya distance between the acoustic models. The detection threshold was determined through the 2-fold cross-validation on the experimental data. For the document retrieval, we used the vector space model with TF-IDF term weighting.

We compared our STD-based approach with the conventional SCR approach as a baseline (cSCR). The baseline system used the word-based automatic transcription as a textual representation of the spoken documents and applied the conventional vector space model with TF-IDF term weighting.
for the document retrieval, which was the same as those used in the SCR part of our STD-based approach. As the indexing unit for cSCR, either word (cSCR-word) or syllable bi-gram (cSCR-subword)\(^3\) was used.

In addition, we also investigated the performance of the hybrid system that is a mixture of STD-SCR with cSCR-word (hybrid SCR) described in section II-C. Table I shows the conditions of the experimental systems.

**B. Experimental results**

Table II shows experimental results using the conventional vector space model, where we use mean average precision (MAP) as the evaluation metric. The row labeled ALL corresponds to the MAP averaged over all the query topics, while the row labeled OOV (or IV) corresponds to the MAP averaged over only those including at least one OOV term (or only IV terms). The numbers of OOV and IV queries are 41 and 84, respectively.

For ALL queries, cSCR-word performed better than cSCR-subword and STD-SCR. However, when looking at the results for OOV queries, while the retrieval performances of both the conventional methods, i.e. cSCR-word and cSCR-subword, largely degraded, the performance of proposed STD-SCR was stable. It indicated the robustness of STD-SCR for OOV queries. Furthermore, hybrid SCR performed best among the best for all types of the queries.

Table III shows experimental results using the proposed vector space model using word co-occurrence features. It indicated that the proposed retrieval model significantly improved the retrieval accuracy not only for the STD-SCR but also for the conventional SCR methods. Furthermore, we found that there is strong positive correlation between STD and SCR performances. This indicates that SCR performance will be improved by improving the performance of the STD. In future work, we are going to introduce query expansion into the proposed STD-SCR framework in order to further improve the performance of SCR.

**V. CONCLUSION**

In this paper, we propose a method that incorporates STD into SCR process to deal with OOV and mis-recognized words. Through our experimental evaluation, we found that the performance of the proposed STD-SCR improved the retrieval performance when a query topic included OOV words, even though it relied on the lower-accuracy syllable-based ASR results. We also found that the proposed retrieval model significantly improved the retrieval accuracy not only for the STD-SCR but also for the conventional SCR methods.
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**TABLE I**

<table>
<thead>
<tr>
<th>System setting</th>
<th>cSCR-word</th>
<th>cSCR-subword</th>
<th>STD-SCR</th>
<th>hybrid SCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR indexing</td>
<td>word-based</td>
<td>syllable-based</td>
<td>word-based &amp; syllable-based</td>
<td></td>
</tr>
<tr>
<td>document retrieval</td>
<td>vector space model with TF-IDF term weighting</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE II
Retrieval performances using conventional vector space model (MAP)

<table>
<thead>
<tr>
<th></th>
<th>cSCR-word</th>
<th>cSCR-subword</th>
<th>STD-SCR</th>
<th>hybrid SCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>0.0927</td>
<td>0.0659</td>
<td>0.0744</td>
<td>0.107</td>
</tr>
<tr>
<td>IV</td>
<td>0.112</td>
<td>0.0772</td>
<td>0.0795</td>
<td>0.123</td>
</tr>
<tr>
<td>OOV</td>
<td>0.0468</td>
<td>0.0421</td>
<td>0.0639</td>
<td>0.0743</td>
</tr>
</tbody>
</table>

TABLE III
Retrieval performances using vector space model with word co-occurrences (MAP)

<table>
<thead>
<tr>
<th></th>
<th>cSCR-word</th>
<th>cSCR-subword</th>
<th>STD-SCR</th>
<th>hybrid SCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>0.111</td>
<td>0.0919</td>
<td>0.0845</td>
<td>0.129</td>
</tr>
<tr>
<td>IV</td>
<td>0.138</td>
<td>0.104</td>
<td>0.0885</td>
<td>0.148</td>
</tr>
<tr>
<td>OOV</td>
<td>0.0452</td>
<td>0.0659</td>
<td>0.0762</td>
<td>0.0893</td>
</tr>
</tbody>
</table>

Fig. 3. The relationship between STD performance and SCR performance


