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Abstract

Owning to the asymmetry of Internet paths, more and more studies have turned to the measurement of one-way metrics. Since the clocks at end systems often behave diversely, the synchronization between end hosts is what we care about all along. In this paper, we firstly propose a general model for clock skew estimation in one-way measurements, which turns the problem of clock skew estimation to the solution of \( n \)-dimension equation group, and give the equation group needed based on different presumptions. We then present Piece-wise Reliable Clock Skew Estimation Algorithm (PRCSEA), which introduces reliability test to estimation results and eliminates the extra presumptions needed by other algorithms, such as only one clock adjustment in the measurements. PRCSEA solves the skew estimation problem in a heuristic way, and it can handle many special cases affecting the estimation of clock skew, such as routing change, clock hiccup and network congestion. PRCSEA is the only algorithm that can handle clock drift to the best of our knowledge.
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1. Introduction

Clock is the basis of network performance measurement. Many measurement techniques need to retrieve the time consumed by network events, such as packet-transit time in the network, server-processing time and so on. Due to the asymmetry of Internet routing [9], more and more studies have focused on the measurement of one-way metrics. Since the clocks at both end-systems are involved in delay measurement, synchronization between the two clocks becomes an important issue.

Before proceeding to detailed discussion of clock synchronization, we would like to introduce some definitions first. We define \textit{offset} as the relative difference of the time reported by two clocks, and \textit{skew} as the relative difference of two clocks’ first order differentiation (or frequency). Furthermore, we define \textit{drift} as the difference between two clocks’ second order differentiation. Our definition consists with previous definitions in [6–8], which model computer clock as a second order differentiable function. Particularly, when we compare a clock with the \textit{true} clock, we often omit ‘relative to true clock’, that is, the offset (skew, drift) of a clock is the relative (frequency, second order differentiation) difference between the clock and the true clock. Synchronization can happen at a particular moment or during a period, and the elements synchronized can be the value or frequency of clocks. We define \textit{adjustment} as adjusting the offset to zero or under a certain level at a given moment. Furthermore, we define \textit{time keeping} and \textit{frequency keeping} as keeping the offset and frequency to zero or under a certain level during a period, respectively.

Although time keeping is the ideal case for clock synchronization, it is hard to achieve without the help of hardware devices like GPS or CDMA receiver. The asymmetry of network path, workload and even the bandwidth (e.g. ADSL or GPRS subscribers) makes it difficult to estimate the delay difference in two directions, which is essential for calculating clock offset [11,13]. Fortunately, in most cases frequency keeping is enough for us. For example, in delay measurement the dynamic part—mainly queuing delay—attracts much more attention than the static part composed of propagation delay and transmission delay [1,3,10,18]. Besides, many measurement methods,
such as available bandwidth estimation, are independent from a constant offset [16].

The key of frequency keeping is to estimate skew between two clocks. To find the essential of clock skew estimation, we propose a general model that turns the skew estimation to the solution of an $n$-dimension equation group, and use this model to evaluate existing techniques. We then present a Piece-wise Reliable Clock Skew Estimation Algorithm (PRCSEA), which introduces a test mechanism to verify the estimation results. If an estimation result in some interval does not pass the test, PRCSEA will divide the interval into smaller ones and re-estimate until the estimation results pass the test or the interval cannot be partitioned any more. To solve the clock drift problem, we propose multi-scale test (MST), which can validate the skew estimation result in log $n$ scales, where $n$ is the number of received packets. Combining with MST, PRCSEA is effective in the case of a long-term measurement, where the clock drift is usually non-neglectable. As far as we know, PRCSEA is the only algorithm that can handle clock drift at present time.

The rest of the paper is organized as follows. We give related works and develop the clock skew estimation model in Sections 2 and 3, respectively. In Section 4, we present the PRCSEA, together with the single-scale test and MST. We evaluate state-of-the-art algorithms using our model in many aspects and find that PRCSEA provides many good features without increasing time complexity in Section 5. The correctness and adaptability of PRCSEA is validated through measurements in Section 6. The conclusions are given in Section 7.

2. Related works

Related works can be classified by how they synchronize clocks. GPS and CDMA receivers are hardwares targeting at time keeping and the offset of clocks can be reduced to tens of microseconds with the help of them. As a result, many large network measurement projects use them to keep time in measurement probes, such as RIPE [14] and Surveyor [4]. Network Time Protocol (NTP) is a software for time-keeping and it is the most widely used time protocol in the Internet [6]. The accuracy of NTP is affected in part by the path characteristics between NTP clients and servers. The clock offset between the synchronized host and the NTP server can often be maintained on the order of multiple milliseconds [5]. However, the clock with NTP may manifest temporal clock skew or drift and these temporary clock behaviors often greatly affect the accuracy of measurement, which makes NTP not a good choice for network measurement.

Using more stable oscillators is a straightforward approach in frequency keeping and there is such a software clock based on CPU registers [12]. However, for the measurement of network internal delay [1], it is nearly impossible to install synchronization devices or upgrade software in all routers along a path. Another approach in frequency keeping is to estimate and remove clock skew from a sequence of timestamps. Paxson selects ‘de-noised’ One-way Transit Time (OTT) by partitioning the data into intervals and picking the minimum delay value from each interval [11], and uses them to estimate the clock skew. The approach by Moon et al is to fit a line lying under all delay points and as closely to them as possible, and use the slope of the line as the estimated skew [8]. Zhang et al compute the Convex-hull of delay points and give different skew estimations in terms of distinct objective functions [15].

There are several limitations in the above clock skew estimation algorithms. First, none of them provides verification of the estimation results. (Paxson’s cumulative minima test verifies whether a continuous trend exists, not whether the estimation is correct or not.) Even though the algorithms rarely fail, the effect of the incorrect estimation may be large in many cases. Accordingly, we always need to observe and judge whether the estimations are right, which further restricts their applications. Second, the functioning of the above algorithms requires strict conditions, so Paxson and Zhang separately present techniques to detect clock adjustment, and then estimate skew to the parts without adjustments. Unfortunately, their adjustment detection algorithms also have many restrictions. Third, all of them do not take clock drift into account. Our experiments indicate that looking on the clock skew as a constant in a long-term measurement often leads to absurd conclusions.

3. Modeling clock skew estimation

To find the key of clock skew estimation and give an insight view of the existing algorithms, we develop a theoretical model with which all skew estimation techniques are comparable. Suppose node $r$ receives a sequence of packets numbered from 1 to $n$ from node $s$. Let the clocks of $s$ and $r$ are $C_s$ and $C_r$, respectively. As in previous definitions, $C_s$ and $C_r$ are second order differentiable functions. We use $C$ to denote the true clock, that is, $C(t) = t$. Let $l_i^r$ be the moment that the $i$-th packet leaves $s$ according to $C_s$ and $a_i^r$ be the moment that the $i$-th packet reaches $r$ according to $C_r$, where $* \in \{s, r\}$. Let $d_i^a$ and $D_i$ be the true delay and the measured delay of the $i$-th packet. Evidently, we have $d_i^a = a_i - l_i$, and $D_i = a_i^r - l_i$. Fig. 1 shows the relation between the above variables, where the horizontal lines represent the time axes of $C_s$, $C_r$ and $C_r$ from the bottom upwards. The two directed diagonals from the $C_s$ axis to the $C_r$ axis represent the sending process of the $i$-th packet and the $(i+k)$-th packet, respectively. The point of intersection of the diagonal and $C_r$ indicates the sending moment of a packet, and that of the diagonal and $C_s$ indicates the receiving moment of a packet. $D_i$ indicates the difference in time between the two endpoints of the diagonal.
In fact, what we care more about is the relative skew between $C_s$ and $C_r$, rather than the absolute skew. For simplicity and without loss of generality, we assume the clock at source host to be the true clock in the rest of the paper, i.e. $C_s(t)=C(t)=t$, and we have $I'_i=I_i$, $d'_i=d_i$.

After collecting $n$ packets at the receiver, we can get the following set of equations:

$$
\begin{align*}
\begin{bmatrix}
\alpha'_1 = C_r(a_1) &= C_r(l_1 + d_1) \\
\vdots \\
\alpha'_n = C_r(l_n + d_n)
\end{bmatrix}
\end{align*}
\tag{1}
$$

It is impossible to solve (1) without any knowledge of $C_r$, and what we have to do first is to model $C_r$. Firstly, let us consider the simplest case, when the measurement duration is short, we can take the skew of receiver $r$’s clock as a constant. If no clock adjustment occurs in the measurement, then the equation

$$
C_r(t) = C_r(l_1) + C'_r(l_1) \cdot (t-l_1)
$$

stands for $l_1 \leq t \leq a_n$. Let $\alpha = \dot{C}_r(l_1)$, $\beta = C_r(l_1) - \dot{C}_r(l_1) \cdot l_1$, then Eq. (2) can be written as:

$$
C_r(t) = \alpha \cdot t + \beta \quad l_1 \leq t \leq a_n
$$

where $\alpha - 1$ is the skew we pursue. Substituting Eq. (3) into equation group (1), we get the following equation group:

$$
\begin{align*}
\alpha'_1 = C_r(a_1) &= \alpha \cdot a_1 + \beta = \alpha \cdot (l_1 + d_1) + \beta  \\
\vdots \\
\alpha'_n = \alpha \cdot (l_n + d_n) + \beta
\end{align*}
\tag{4}
$$

In the following, let us consider the case that some adjustments occur in receiver $r$’s clock. Clock adjustment may happen instantaneously (such as clock is set manually) or for a period of time (such as being adjusted by NTP). We define two classes of adjustment functions separately according to the above cases:

```
\text{instantaneous jump function} \quad \Delta(t) = \begin{cases} 
0 & t \leq t_i \\
C_1 & t > t_i 
\end{cases}
\tag{5}
```

and

```
\text{linear adjustment function} \quad V(t) = \begin{cases} 
0 & t \leq t_i \\
h \cdot (t-t_i) & t_i \leq t \leq t_e \\
h \cdot (t_e-t_i) & t \geq t_e
\end{cases}
\tag{6}
```

Then the clock being adjusted $j_1$ (instantaneously) plus $j_2$ (linearly) times can be expressed as:

$$
C_r(t) = \alpha \cdot t + \beta + \Delta_1(t) + \ldots + \Delta_{j_1}(t) + V(t) + \ldots + V_{j_2}(t)
$$

Let

$$
A(t) = \Delta_1(t) + \ldots + \Delta_{j_1}(t) + V(t) + \ldots + V_{j_2}(t)
$$

Substitute (7) and (8) into (1), we have:

$$
\begin{align*}
\alpha'_1 &= \alpha \cdot (l_1 + d_1) + \beta + A(l_1 + d_1) \\
\vdots \\
\alpha'_n &= \alpha \cdot (l_n + d_n) + \beta + A(l_n + d_n)
\end{align*}
\tag{9}
$$

If the measurement duration is long, then the presumption that the clock skew in receiver $r$ remains constant will result in unacceptable error (which will be discussed in the next sub-section). Let $U_i(t)$ be the segment from $(t_i,C_r(t_i))$ to $(t_{i+1},C_r(t_{i+1}))$, i.e.

$$
U_i(t) = \begin{cases} 
\frac{C_r(t_{i+1})-C_r(t_i)}{t_{i+1}-t_i} \cdot (t-t_i) + C_r(t_i) & t_i \leq t \leq t_{i+1} \\
0 & \text{otherwise}
\end{cases}
\tag{10}
$$

When $t_i \leq t < t_{i+1}$, we can use $U_i(t)$ to approximate $C_r(t)$. Let $U(t) = U_1(t) + \ldots + U_m(t)$, we have

$$
C_r(t) = U(t) + A(t)
\tag{11}
$$

By (1) and (11), we will have a more complicated equation group (12).

$$
\begin{align*}
\alpha'_1 &= U(l_1 + d_1) + A(l_1 + d_1) \\
\vdots \\
\alpha'_n &= U(l_n + d_n) + A(l_n + d_n)
\end{align*}
\tag{12}
$$

<table>
<thead>
<tr>
<th>Presumptions</th>
<th>Equation groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Zero</td>
<td>$\alpha'_i = \alpha \cdot (l_i + d_i) + \beta$</td>
</tr>
<tr>
<td>Yes Zero</td>
<td>$\alpha'_i = \alpha \cdot (l_i + d_i) + \beta + A(l_i + d_i)$</td>
</tr>
<tr>
<td>Yes Non-zero</td>
<td>$\alpha'_i = U(l_i + d_i) + A(l_i + d_i)$</td>
</tr>
</tbody>
</table>
Table 1 summarizes the relationship between different presumptions and the needed equation groups.

According to the model, Paxson and Zhang solve equation group (9) by detecting clock adjustments and estimating clock skew in adjustment-free intervals. Their detection and estimation approaches stop at equation group (12) because of the following three reasons. First, piece-wise linear function \( U(t) \) is only an approximation of the \( C_i(t) \). In the real world the skew changes continuously and it is impossible for us to determine the change points. Second, without knowledge of a clock’s characteristics, it will be very difficult to give a time scale under which the clock skew can be taken as constant. Third, it is always hard to tolerate network noise by simply partitioning the measurement results into segments. If the clock skew estimation results are different in the neighboring intervals, it is difficult to distinguish whether the clock skew really changes or just the network delay varies. These difficulties require us to solve equation group (12) from a different point of view.

4. Piece-wise reliable clock skew estimation algorithm (PRCSEA)

4.1. The algorithm

Existing techniques do not test the reliability of estimation results, disqualifying them from further investigation. At the same time, it is hard to decide whether the network noise or the clock itself results in the current estimation. We present PRCSEA, which can test the clock skew estimation results in each time interval. If the estimation results in an interval does not pass the test, the interval will be partitioned into smaller ones and re-estimated until the test passes. Due to the introduction of verification to estimation results, PRCSEA bypasses two obstacles (identifying skew changing point and determining appropriate time scale) in the way of solving equation group (12). In addition, the algorithm is as follows.

Algorithm 1. Piece-wise reliable skew estimation algorithm

```
PROC prcsea(data_array ma, int start, int end)
calculate_fit_line(ma, start, end, \( \alpha, \beta \));
if (reliability_test(ma, start, end, \( \alpha, \beta \)))
    print(start, end, PASS, \( \alpha \));
else
    if (end-start > \( P_{\text{min}} \) and \( l_{\text{end}} - l_{\text{start}} > T_{\text{min}} \))
        prcsea(ma, start, (end-start)/2);
    else
        prcsea(ma, (end-start)/2 + 1, end);
    print(start, end, FAIL, \( \alpha \));
endif
endproc
```

This is a recursive algorithm, and it resembles the classic binary tree inorder traversal algorithm. PRCSEA does not provide details about how to resolve \( \alpha \) and \( \beta \) in equation group (4) \( \text{calculate_fit_line} \) and test the estimation results \( \text{reliability_test} \), which makes it a framework algorithm in skew estimation and independent from these two sub-algorithms. We can use the existing algorithms to resolve \( \alpha \) and \( \beta \). The test algorithm will be demonstrated in next two sub-sections.

The two parameters in PRCSEA, \( P_{\text{min}} \) and \( T_{\text{min}} \), represent the minimal number of packets an interval must contain and the minimal interval length, respectively. If an interval is too short, or contains too few points, the estimation result might be misled by network noises and become useless. In this paper, we set \( P_{\text{min}} \) to 100 packets and \( T_{\text{min}} \) to 20 s. The existence of these two parameters does not mean that PRCSEA cannot deal with adjacent adjustments (or other events) in the measurement. In Section 6, we will demonstrate the output of PRCSEA is still correct when the clock being adjusted twice in very short time.

4.2. Single-scale test (SST)

Previous works show that, the minimum value of delay indicates the path was lightly loaded when the packet experiencing that delay was traversing in the network [2]. If the results given in the clock skew estimation algorithm are right, then the points with the minimal delay will be on the fitting line provided by the algorithm. Let \( q \) be the probability that a packet experiences the minimum delay (and the corresponding point is on the line), then the number of points on the line has a binomial distribution. Let

\[
R(k) = \sum_{i=0}^{k} C_n^i \cdot q^i \cdot (1 - q)^{n-i}
\]  

and \( R(k) \) means the probability that the number of points on the line is smaller than or equal to \( k \). Let us take the null hypothesis that the estimation result is correct, and let \( m \) be the number of points on the line. If \( R(m) \) is small, then we reject the null hypothesis, and accept the alternative hypothesis that skew estimation algorithm gives the incorrect answer.

There are still things to be done before the execution of the single-scale test. The first is how to get the value of \( q \). The probability that packets experience the minimal delay may be diverse in different paths or even at distinct moments in the same path, which makes it difficult to determine \( q \). Given \( n \) and \( k \), \( R(M) \) decreases with the increase of \( q \), meaning that we are more likely to reject the null hypothesis. If we make the first-class mistake, that is, we reject an estimation result that is correct, we will partition the interval into smaller ones and re-estimate the skew. Making second-class mistakes results in accepting incorrect estimations. Evidently, the effect of the second-class mistake is much worse than that of the first one, so we
apt to a more prudent way and the value of \( q \) should be chosen to be larger. On the other hand, if the value of \( q \) is too large, the test may be so strict that it always refuses the estimation of some measurement results. In this paper, we choose \( q = 0.05 \) and we will demonstrate in the next section that our algorithm is robust, which gives the correct answer when the probability is much larger than the preset value.

Another is the threshold of \( p \)-value beneath which we reject the null hypothesis. Similar to the previous discussion of \( q \), according to our policy being prudent, we let the threshold \( p_n = 0.05 \).

### 4.3. Clock drift and multi-scale test (MST)

Clock drift issues its challenges to the single-scale test. If the estimated skew value happens to meet the true skew value at some intervals, and the path is light-loaded, then most of the points in these intervals might be on the line, which impels the SST to accept the null hypothesis. We present MST to make up for the limitations. Specifically, let \( q \) be the probability of a packet experiencing a minimal delay, then the probability of one or more packets experiencing a minimal delay in \( w \) packets is:

\[
q_w = 1 - (1 - q)^w
\]

Divide all the data into \([n/w]\) segments with each of the first \([n/w]\) segments containing exactly \( w \) packets. In the following, we only talk about the \([n/w]\) \( w \)-width segments. If one or more packets in a segment experience the minimal delay, then we term the interval as a good segment, otherwise we call it a bad segment. Let

\[
R_w(k) = \sum_{i=0}^{k} C_{[n/w]}^i q_w^i(1 - q_w)^{[n/w]-i}
\]

and \( R_w(k) \) is the probability that the number of good segments is smaller than or equal to \( k \). Let \( m_w \) be the number of \( w \)-width segments. Similarly, based on the value of \( R_w(m_w) \), we can accept or reject the null hypothesis that the estimation is correct at scale \( w \). MST checks for all \( w \) in \([2^0, 2^1, \ldots, 2^\log n] \). Only when the null hypothesis is accepted at all scales, we say that the estimation passes the MST. We can see that the former test is a degenerate special case of \( w = 1 \).

### 5. Evaluation

In this section we will evaluate PRCSEA and state-of-the-art algorithms using the model we develop in Section 3. We calculate the error of these algorithms first and then give a comparison of their time complexity. Finally, we compare the flexibility, robustness, and reliability of these algorithms. Moon et al answer the question whether the error has relationship with the skew itself [8], and here we give the error upper bound.

#### 5.1. Error

All above algorithms estimate clock skew in adjustment-free intervals, so errors of these algorithms are determined by the methods they used to solve equation group (4) where \( a_1, \ldots, a_n \) and \( l_1, \ldots, l_n \) are known and \( a, b, d_1, \ldots, d_n \) are unknown. Unfortunately, there are \( n \) equations in the group while the number of variables is \( n + 2 \), and we will get infinite solutions in theory. Notice that \( d_1, \ldots, d_n \) are one-way transit time at different moments in the same path, so the relationship might make them not fully independent variables. All of current algorithms could be transformed to use the relationship in OTTs to solve equation group (4). PRCSEA can use any existing ways to solve the equation group and the error depends on the sub-algorithm it chose, so we exclude it here.

#### 5.1.1. Paxson’s algorithm

Paxson uses piece-wise minimal OTT to denoise the measured values, and selects median of the slopes in each minimal points pair as the estimated skew. Suppose there are \( m \) intervals and \( K_i \) is the subscript of the measured OTT in the \( i \)-th interval. Let \( s_{i,j} \) be the slope of \((l_{K_i}, D_{K_i})\) and \((l_{K_a}, D_{K_a})\), which is

\[
s_{i,j} = (D_{K_i} - D_{K_a})/(l_{K_i} - l_{K_a})
\]

Let

\[
e_{i,j} = s_{i,j} - (\alpha - 1)
\]

which is the error of using \( s_{i,j} \) to estimate the skew. The median of \( \{e_{i,j}|1 \leq i < j \leq m\} \) is the error of Paxson’s algorithm. After the de-noising process, equation group (4) becomes

\[
\begin{align*}
\alpha_k^* &= \alpha \cdot a_k + \beta = \alpha \cdot (l_{K_i} + d_{K_i}) + \beta \\
\alpha_k^* &= \alpha \cdot a_k + \beta = \alpha \cdot (l_{K_a} + d_{K_a}) + \beta \\
&\vdots
\end{align*}
\]

Subscribe equation \( i \) and \( j \) in the above group, we will get

\[
\alpha = (\alpha_{K_i}^* - \alpha_{K_a}^*)/(l_{K_i} - l_{K_a} + d_{K_i} - d_{K_a})
\]

Substitute \( s_{i,j} \) and \( \alpha \) into (16), we can get

\[
e_{i,j} = (\alpha_{K_i}^* - \alpha_{K_a}^*)/(l_{K_i} - l_{K_a}) - (\alpha_{K_i}^* - \alpha_{K_a}^*)/(l_{K_i} - l_{K_a})
\]

\[
+ d_{K_i} - d_{K_a}
\]

\[
= \alpha \cdot (d_{K_i} - d_{K_a})/(l_{K_i} - l_{K_a})
\]

In most cases, the absolute value of computer clocks’ skew is between \( 10^{-3} \sim 10^{-6} \) [7], which means that \( |\alpha - 1| \ll 1 \) and \( \alpha \approx 1 \). Approximately,

\[
e_{i,j} \approx (d_{K_i} - d_{K_a})/(l_{K_i} - l_{K_a})
\]

Let \( K_i \) be the subscript of the minimal OTT in the \( i \)-th interval, and we have \( d_{K_i} \leq d_{K_a} \) and \( D_{K_i} \geq D_{K_a} \) according to the definition of \( K_i \) and \( K_a \). Substitute \( D_{K_i} = \alpha_{K_i}^* - l_{K_i} = 1217\)
(\alpha - 1) \cdot l_k + \alpha \cdot d_k + \beta into D_k \geq D_K$, we can get
\[ d_{K_i} - d_{K_j} \leq (\alpha - 1) \cdot (l_k - l_K) \]  
(21)

\[ |d_{K_i} - d_{K_j}| = |d_{K_i} - d_{k} + d_{k} - d_{K_i} + d_{k} - d_{K_j}| \]
\[ \leq |d_{k} - d_{k}| + |d_{K_i} - d_{k} + d_{k} - d_{K_j}| \]
\[ \leq |d_{k} - d_{k}| + |\alpha - 1| \cdot \max \{|l_k - l_K|, |l_k - l_K|\} \]  
(22)

Substitute (22) into (20), we have
\[ |e_{ij}| = |d_{K_i} - d_{K_j}|/|l_{K_i} - l_{K_j}| \]
\[ \leq |d_{k} - d_{k}| + |\alpha - 1| \cdot \max \{|l_k - l_K|, |l_k - l_K|\} \]
\[ /|l_{K_i} - l_{K_j}| \]  
(23)

\[ |l_{K_i} - l_{K_j}| \text{ is the absolute difference between the moment of packet } K_i \text{ and } K_j \text{ leaves } s. \]
Approximately, we have
\[ |l_{K_i} - l_{K_j}| \geq (j - i - 1) \cdot w \]  
(24)

\[ \max \{|l_k - l_K|, |l_k - l_K|\} \leq w \]  
(25)

where \( w \) is the average width of each interval. Substitute (24) and (25) into (22), we have
\[ |e_{ij}| \leq \frac{|d_{k} - d_{k}|}{(j - i - 1) \cdot w} + |\alpha - 1| \cdot \frac{1}{j - i - 1} \]  
(26)

Given the distribution of end-to-end delay, we can easily calculate the upper bound error of Paxson’s algorithm using formula (26).

5.1.2. Line-fitting algorithm (LFA)

Moon et al try to fit a line lying under all delay points and as closely to them as possible, and use the slope of the line as the estimated skew [8]. The line satisfies that all the delay points are above or on the line, and the sum of vertical distance between each point and the line reaches the minimum. Using linear algorithm by N. Megiddo, the time complexity of the algorithm is \( O(n) \).

Zhang et al calculate the convex hull of delay points and give different estimated skew value according to different optimal requirements. The requirements include: (1) minimizing the sum of vertical distance between the point and the line, (2) minimizing the area between the segments made up by the points and the line, and (3) maximizing the number of points on the line. The skew value got by the first optimal requirement is equal to the value got by Moon et al.

We call an algorithm Line Fitting Algorithm if it uses a line to fit a line to the bottom of the delay points \( \{(i, D_i)\mid 1 \leq i \leq n\} \) and reaches some optimal requirements on the condition that no point is underneath the line. The algorithms of Moon and Zhang et al belong to LFA. Zhang et al show that the line must coincide with one segment of the convex hull, which impels us to study the property of the convex hull. Theorem 1 gives the error upper bound of the segments that makes up the convex hull.

**Theorem 1.** If no point is beneath the line determined by \( p_i = (l_i, D_i) \) and \( p_j = (l_j, D_j) \) \((1 \leq i < j \leq n)\) and the skew can be taken as constant, we have

1. \( \min \{d_i, d_j\} \leq \min \{d_i | i < k < j\} \)
2. At least one of the two formulas \( \max \{d_i, d_j\} \leq \min \{d_i | 1 \leq k < i\} \) and \( \max \{d_i, d_j\} \leq \min \{d_i | j < k \leq n\} \) must be true.

**Proof.** : The line determined by \( p_i \) and \( p_j \) is
\[ y(t) = D_i + (t - l_i) \cdot s_{ij} \]
(27)

where \( s_{ij} = (D_j - D_i)/(l_j - l_i) = (\alpha - 1) + \alpha(d_j - d_i)/(l_j - l_i) \) is the slope of the line.

\( y(t) - D_k \) determines the relationship between \( p_k \) and the line. If it is positive, \( p_k \) is below the line. If it is negative, \( p_k \) is above the line. \( y(l_k) - D_k \) equals to zero means the line is just across \( p_k \). Substitute the expression of \( y(l_k) \) and \( D_k \), we can get
\[ y(l_k) - D_k = D_k + (l_k - l_i) \cdot s_{ij} - D_k \]
\[ = \alpha \cdot (l_j - l_i) \cdot s_{ij} + l_i \cdot (d_j - d_i) \]
\[ + l_i \cdot (d_k - d_i) \]
(28)

Let \( \Phi = l_j \cdot (d_i - d_k) + l_k \cdot (d_i - d_j) + l_i \cdot (d_k - d_j) \). Because \( l_i < l_j \) and \( \alpha > 0 \), the symbol of \( y(l_k) - D_k \) is the same as \( \Phi \). If \( d_i \leq d_k \) and \( k > j \), obviously we have \( d_j - d_i \geq 0 \) and \( l_k \geq l_j \). Furthermore,
\[ \Phi \geq l_j \cdot (d_i - d_k) + l_k \cdot (d_j - d_i) + l_i \cdot (d_k - d_j) \]
\[ = (l_j - l_i) \cdot (d_j - d_k) \]
(29)

If \( d_j - d_k > 0 \), \( \Phi > 0 \) must be true since \( l_j - l_i > 0 \), which means that \( p_k \) is under the line and obeys the presumption of the theorem. Therefore, \( d_j - d_k \) must be smaller than or equal to zero, that is:
\[ \max \{d_i, d_j\} = d_j \leq \min \{d_k | 1 \leq k < l\} \]
(30)

When \( d_k \leq d_j \) and \( i < k < j \), we can get
\[ \Phi \geq l_j \cdot (d_i - d_k) + l_k \cdot (d_i - d_j) + l_i \cdot (d_k - d_j) \]
\[ = (l_j - l_i) \cdot (d_k - d_k) \]
(31)

Similarly, \( d_i - d_k \leq 0 \) must be true, and
\[ \min \{d_i, d_j\} = d_i \leq \min \{d_k | i < k < j\} \]
(32)

When \( d_i \geq d_k \), we can get the similar formula
\[ \max \{d_i, d_j\} = d_i \leq \min \{d_k | 1 \leq k < i\} \]
(33)

\[ \min \{d_i, d_j\} = d_j \leq \min \{d_k | i < k < j\} \]
(34)
From Theorem 1 we can get that the error of line-fitting algorithm depends on the minimum of end-to-end one-way delay, which is determined by the end-to-end delay distribution.

5.2. Time complexity

We always want an algorithm’s time complexity as low as possible under the precondition that it has as many above properties as possible. A large-scale measurement always contains up to millions of samplings, so the time complexity of an algorithm determines how fast and efficient it can eliminate the clock effects from data.

PRCSEA resembles the classic inorder traversing binary tree algorithm. And the steps except for calculate_fit_line, reliability_test and the recursive call to prcsea obviously have $O(1)$ complexity, so what we need is to calculate time complexity of the MST. After that, the complexity of PRCSEA is:

$$O(log\,n) \cdot \max\{O(\text{calculate\_fit\_line}), O(\text{reliability\_test})\}$$

(35)

First, we calculate the time needed for testing at a given scale $w$ in MST. If we keep the states of each segment (good or bad) when the scale is $w/2$, we can get the state of a $w$-width segment by using the or operator between the states of two $w/2$-width segments that make up the $w$-width segment. (Suppose good $= 1$ and bad $= 0$.) So the time used in calculating $m_w$ is $O(n/w)$. Let

$$P_w(i) = C_{[n/w]} \cdot q_w \cdot (1 - q_w)^{[n/w] - i}$$

and $P_w(i + 1)$ can be deduced by $P_w(i)$ using:

$$P_w(i + 1) = P_w(i) \cdot \frac{[n/w] - i + 1}{i} \cdot \frac{q_w}{1 - q_w}$$

(37)

which means we can get $P_w(i + 1)$ within $O(1)$ time if we know $P_w(i)$. As for $P_w(0) = (1 - q_w)^{[n/w]}$, the complexity is also $O(1)$ if we use the combination of logarithmic and exponential functions. By (14) and (36), we have

$$R_w(m_w) = \sum_{i=0}^{m_w} P_w(i).$$

(38)

So the time used in calculating $R_w(m_w)$ is $O(m_w) = O(n/w)$. Until now we can get the test time at a given scale $w$ to be $O(n/w) + O(n/w) = O(n/w)$, and the time complexity of MST is

$$O(n) + O(n^{2\log n}) + \ldots + O(n^{2^{\log n-2}}) = O(n)$$

The time complexity of calculate_fit_line in both Moon’s and Zhang’s algorithms is $O(n)$, and Paxson’s is $O(n\log n)$. We use Zhang’s algorithm in calculate_fit_line. By (15), the time complexity of PRCSEA is

$$O(n) \cdot \max\{O(n), O(n)\} = O(n \log n)$$

Table 2 summarizes the time complexity of different clock skew estimation algorithms. In Zhang’s algorithm, $R$ is the number of clock adjustments, and $w$ is the number of packets in an interval. In the case of many hosts or routers synchronizing periodically, the time complexity of Zhang’s algorithm can also be written as (or nearly) $O(n \cdot (n/p + w))$, where $p$ is the period of the synchronization. We can see, even with enhanced functions, the overall time cost of PRCSEA is at the same level or better than those of current algorithms when there is periodic synchronization. And the time cost remains the same when clock drift is counted in.

5.3. Flexibility

As discussed in Section 5.1, all current algorithms give correct estimation only when there is no clock adjustment and the skew is nearly constant, so the flexibility is defined as the ability to find an interval as long as possible under these restrictions. However, the stability of clock is affected by many factors such as temperature and pressure and has a wide range, which make it difficult to build a flexible algorithm. Paxson divides the $n$ samplings into about $\sqrt{n}$ intervals where each interval is at least $\sqrt{n} \cdot (l_i - l_{i-1})$ or contains at least $\sqrt{n}$ samplings. Choosing $\sqrt{n}$ is a balance between de-nosing and calculating the median, so Paxson does not take the clock behavior into account when he makes the segmentation. Moon et al do not consider the problem of segmentation at all. The convex-hull approach by Zhang et al does not need to segment the $n$ samplings when calculating the skew, and their segmentation aims at detecting clock adjustments. The interval must be narrow enough so that there is at most one adjustment in any three consecutive intervals with width $w$. On the other hand, the interval must be wide enough so that the straight line underneath the delay points can be observed within each interval. The two opposite restrictions make it difficult to
choose w. PRCSEA uses post-dividing technology to segment the whole sampling. That is, it divides an interval only when the estimated skew in that interval does not seem to be a valid result. It is the only one that can give variable width intervals. In the next section, we can see that the width of the intervals divided by PRCSEA relates to the speed of skew changes, which validates its flexibility.

5.4. Robustness

Since the main disturber in skew estimation is clock adjustment, we define robustness as the ability to tolerate clock adjustments. The simplest solution is proposed by Moon et al, in which they did not consider any adjustment at all. Paxson proposes a simple adjustment detection algorithm that can only bear no more than one instantaneous adjustment. Zhang et al propose algorithms for both instantaneous and linear adjustments, but their approach is based on the assumption that the interval between two adjustments is large enough, which is not always correct. For some abnormal clock behaviors such as hiccup [Pa97] where the clock is adjusted twice in a short period of time, their approach will fail. PRCSEA uses MST to verify whether the estimation is misled by some events such as adjustment, route changes, etc. PRCSEA can give correct skew estimation without eliminating adjustment, and it can bear both kinds of adjustments.

5.5. Reliability

It is almost impossible that an inference-based algorithm can work well in all situations, so it is important for the algorithm to provide verification for the estimation results. Even though the algorithms rarely fail, the effect of the incorrect estimation may be large in many cases. Accordingly, we always need to observe and judge whether the estimations are right, which further restricts their applications. We define reliability as the ability to know whether the estimation is correct or not. Paxson’s cumulative minima test verifies whether a continuous trend exists in the OTT measurements (that is, the skew exists or not), but it does not tell us whether the estimation is believable or not. Both the single-scale test (SST) and MST proposed to verify the correctness of estimated skew value. SST and MST are based on the assumption that the minimal delay will occur several times in a measurement, which is also the assumption of clock skew estimation algorithm.

6. Experiments

6.1. Clock adjustments

In order to validate the algorithm, we perform one-way delay measurements in both wide-area and local-area networks. Traditional one-way measurement tools are composed of the sender part and the receiver part. Both parts must be deployed correctly to perform a measurement, which is rarely possible when the receiver is a third-party router. We developed a tool tsping, which uses ICMP timestamp request message to measure one-way delay. The resolution of ICMP timestamp message is at the millisecond level, and it needs more time for a router to generate an ICMP reply message than just forward a packet [17]. Fortunately, what we care about in this paper is the estimation of clock skew, not the precise one-way delay value. Therefore, the use of ICMP will not affect the validation of the algorithm.

We install the tool tsping in 3 nodes: Institute of Computing Technology in Chinese Academy of Sciences, University of Science and Technology of China and Xi’an Jiaotong University. The destination nodes which cover 8 ASes are randomly chosen. Fig. 2 gives the recursive process of PRCSEA where the clock is adjusted once in a measurement. The parameters used here are: \( P_{\text{min}} = 100 \) packets, \( T_{\text{min}} = 20 \) seconds, \( q = 0.05 \) and \( p_0 = 0.05 \), as discussed in Section 4. We use the simple example here to illustrate the recursive process of PRCSEA, and a study of the impact of these parameters on PRCSEA will be issued latter. The x-axis is the timestamp of the sender, and the y-axis is the one-way delay. The black solid line (the delay line) is the revised delay calculated by the original measured value subtracting the minimal measured value. The vertical light-color line gives the intervals in which PRCSEA estimates and tests the result. The thick line at the bottom of the delay points is the output of PRCSEA, where different colors represent different meanings. Light color means the estimation passing MST, while dark color means failure. PRCSEA first uses calculate_fit_line to estimate the skew of the whole data, and the value of estimated skew is the slope of the dark line in Fig. 2a. After this estimation, PRCSEA divides the data from the middle and continues in each interval, as Fig. 2b demonstrates. Only the right-hand interval gives the correct estimation in the second round of computation, so PRCSEA has to partition the left hand interval and goes on. Finally, in Fig. 2d, where PRCSEA gives correct estimation in all intervals, the algorithm stops.

To show the robustness of PRCSEA, we test it in a more complicated scenario where there are multiple clock adjustments during the measurement. The destination device in the scenario is a router, where a daemon wakes up periodically to synchronize its clock. The measurement duration is around one hour, and the daemon synchronizes the router’s clock around every 979 s, according to the sender’s clock. Fig. 3 gives the output of PRCSEA under the scenario, where the parameters are the same as in Fig. 2 We can see that during the intervals where there are clock adjustments, the estimation of PRCSEA does not pass the MST, and it is marked dark (not trustable). Furthermore, during the non-adjustment intervals, the estimation of PRCSEA is marked light (trustable).
6.2. The impact of parameters

Now we'd like to study the impact of the parameters $P_{\text{min}}$, $T_{\text{min}}$, $q$ and $p_0$ on the algorithm. First, $P_{\text{min}}$ and $T_{\text{min}}$ control the minimal interval length, which is measured in the number of packets and seconds, respectively. If the length of an interval is too short, or the interval contains too few packets, the estimation result might be misled by network noises and becomes useless. We use the data in the Fig. 3 to illustrate its impact on the algorithm. The results are illustrated in Fig. 4, where $P_{\text{min}}$ and $T_{\text{min}}$ are set to (400, 80), (200, 40), (50, 10) and (25, 5) in the four charts, respectively, and other variables are set to be constant. The reason we change $P_{\text{min}}$ and $T_{\text{min}}$ at the same scale is that they both control the interval length, although in different units. From these charts in Fig. 4 and Fig. 3 (where $P_{\text{min}}$ and $T_{\text{min}}$ are 100 and 20, respectively) we could see that, if $P_{\text{min}}$ and $T_{\text{min}}$ are too large to be comparable with the clock adjustment interval, the algorithm might stop without any believable estimation, as in Fig. 4a. However, if they are too small and there is no enough data, the estimation might always pass MST, as in Fig. 4d.

The $p_0$ is the threshold beneath which we reject the null hypothesis, and its selection is rather objective. There are two frequently used values, 0.05 and 0.01, in most of the null hypothesis cases. We have tried the two values, and they do not have much impact on the algorithm.

In previous Section 4.2 we have discussed the impact of $q$ on the algorithm, and select $q$ to be 0.05 based on the discussion. Now we would like to know the behavior of PRCSEA when $q$ is set to be other values. We set $q$ to be 0.01, 0.02, 0.1 and 0.2 and keep other parameters the same as in Section 6.1. The results are shown in Fig. 5. We can see that if $q$ is too small, the very few points at the intersection of light line and the delay points make the estimation pass MST. For example, in the scenario where $q = 0.01$ and there

Fig. 2. The recursive process of PRCSEA.

Fig. 3. The output of PRCSEA under multiple clock adjustments.
Fig. 4. The impact of $P_{\text{min}}$ and $T_{\text{min}}$ on the algorithm.

Fig. 5. The impact of $q$ on the algorithm.
Fig. 6. The output of PRCSEA, Paxson’s and Zhang’s algorithm with two close clock adjustments.

Fig. 7. Comparison of Paxson’s algorithm, Zhang’s algorithm, PRCSEA-SST, and PRCSEA-MST with non-zero drift.
are 200 points in an interval, since there must be at least two points on the line, the estimation results always pass MST. This is the case shown in Fig. 5a. On the other side, if \( q \) is much higher than the inherent delay probability in the measurement result, the estimation will have no way to pass MST, as shown in Fig. 5d. Therefore, we set \( q \) to be a smaller value, 0.05. Fortunately, MST helps PRCSEA to handle the scenario where the probability is much higher than 0.05, as shown in the next section.

6.3. Clock hiccup and drift

The three charts in Fig. 6 give the output of PRCSEA, Paxson’s and Zhang’s algorithms, respectively when there are two close clock adjustments in the measurements, which is called clock hiccup by Paxson [10]. We can see, in the intervals that do not contain the hiccup, PRCSEA gives the correct estimation, and on the contrary, the estimated skew is marked unbelievable (dark color) for failing to pass the MST. In this case, Paxson’s algorithm fails to detect the hiccup (Fig. 6b), and Zhang’s looks on it as one adjustment (Fig. 6c).

The four charts in Fig. 7 are to verify the robustness of PRCSEA when the drift is non-negligible. The input of PRCSEA in Fig. 7 is a 48 h-long trace in a local area network, so the value of \( q \) (more than 0.9) is much higher than the default value (0.05). To show the drift clearly, we remove a constant skew from the data. Other algorithms do not provide the non-constant skew estimation, and they only remove a constant skew from the data. Other algorithms do not provide the non-constant skew estimation, and they only give non-skew estimation, as Fig. 7a (Paxson’s algorithm) and Fig. 7b (Zhang’s algorithm) illustrated. However, we can see that SST (Fig. 7c) also does not function normally because of the drift and the extremely high \( q \)-value, as we predict in the previous section. The length of the intervals divided by PRCSEA when using MST (Fig. 7d) relates to the speed of skew changes. If the speed is fast, then the length is small and vice versa, which is a desirable property for non-constant skew estimation algorithms. We can also see, even with high \( q \)-value, the answer of PRCSEA armed by MST is satisfactory. Moreover, the interval length in the right chart relates to the speed of skew changes. At the time from 24 to 30 in the \( X \)-axis where the bottom of delay points almost forms a straight line and the skew is almost constant, the interval length is about 6 h. At the time around 44 in \( X \)-axis where drift is large, the interval length is about 1.5 h. These observations validate our assertion in Section 5.3.

7. Conclusions

This paper is the result of an attempt to resolve a Gordian knot in estimating computer clock skew. We present a general model that turns the estimation of clock skew to the solving of \( n \)-dimension equation group. We give 3 equation groups corresponding to the following 3 cases: zero clock drift with clock adjustments (equation group 4), zero clock drift with clock adjustments (equation group 9), and non-zero clock drift with clock adjustments (equation group 12). The existing clock skew estimation algorithms mainly focus on the resolving of equation group 4, Paxson and Zhang et al. resolve equation group 9 via extra presumptions. PRCSEA solves equation group 12 without increasing complexity, and becomes the only skew estimation algorithm that can deal with non-zero clock drift. Furthermore, PRCSEA has many good features compared with related works, such as flexibility, robustness and reliability, while its time complexity is no more than theirs. Finally, measurements show that PRCSEA performs well in realistic scenarios.
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