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Abstract
The state of the art congestion control algorithms for

wireless sensor networks respond to coarse-grained feedback
regarding available capacity in the network with an addi-
tive increase multiplicative decrease mechanism to set source
rates. Providing precise feedback is challenging in wireless
networks because link capacities vary with traffic on interfer-
ing links. We address this challenge by applying areceiver
capacity modelthat associates capacities with nodes instead
of links, and use it to develop and implement the first ex-
plicit and precise distributed rate-based congestion control
protocol for wireless sensor networks — thewireless rate
control protocol (WRCP). Apart from congestion control,
WRCP has been designed to achieve lexicographic max-min
fairness. Through extensive experimental evaluation on the
USC Tutornet wireless sensor network testbed, we show that
WRCP offers substantial improvements over the state of the
art in flow completion times as well as in end-to-end packet
delays.

1 Introduction
For low powered wireless sensor networks (WSN), the

degradation of per-source sustainable rate is quite drastic
with increase in network size. In our experiments on the
USC Tutornet testbed [14], with a 40 byte packet, a 4-node
network can give per-source rate as low as 16 pkts/sec. A 20-
node network under similar conditions results in a reduction
of per-source rate to∼ 2 pkts/sec, and in a 40-node this rate
reduces to∼ 0.5pkts/sec. This observation reflects the im-
portance of rate control protocols in these networks. Since
in the absence of rate control protocols sources will oper-
ate without the knowledge of sustainable rates, resulting in
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congestion collapse even for low data rate applications when
sufficiently large number of flows are active.

In WSN the philosophy of performing congestion control
has largely been based on router-centric approaches, which
use explicit congestion feedback from intermediate nodes.
The core mechanism for rate control used in existing propos-
als (ARC [25], CODA [23], FUSION [11], IFRC [17]) are
based on additive increase multiplicative decrease (AIMD)
algorithms. An AIMD-based scheme has the advantage that
the protocol is agnostic to the underlying link layer, requir-
ing no prior knowledge of the available capacity. This allows
for modular protocol design.

Despite the benefits presented by the AIMD mechanism, a
key drawback of AIMD-based rate control protocols is their
long convergence time to the achievable rate, and long queue
backlogs as the rates frequently exceed the available capac-
ity (this is used as a signal from the network to indicate that
it is time to cut back) [9]. This is illustrated in Figure 1,
which presents the performance of IFRC [17], the state-of-
the-art congestion control protocol in wireless sensor net-
works. These results are from a simple, single-hop, fully
connected, 4-node experiment with 1 sink and 3 sources.
It is observed that the rate allocation takes more than 300
seconds to converge, and queue sizes routinely reach 8-10
packets. The long convergence times do not affect the good-
put of flows when the flows are longi.e., flows whose du-
ration of activity is much longer than the convergence time
and the number of flows in the network is constant (astatic
scenario). However, we believe AIMD based rate control
protocols will adversely affect the goodput of flows when the
number of flows active in the system is continuously chang-
ing (a dynamic scenario). Note that this will occur when-
ever there exist short flows in the network. In this scenario,
the per-flow available capacity is continuously changing (due
to the rapidly changing active flow count). If the long con-
vergence time of the AIMD-based protocol prevents it from
adapting to these changes fast enough, it is inevitable that
active flows will be allocated sub-optimal rates. This sub-
optimality has significant ramifications in terms of energy
consumption, and hence on network lifetime. The lower the
goodput, the longer it will take for the flows to complete,
forcing radios in the network to be awake for a longer du-
ration, and hence consuming more energy. Such scenarios
are particularly relevant to event-driven sensor networks, and
those that deploy duty cycling to conserve energy.



Figure 1. Rate allocation and queue back behavior for
IFRC as observed at a particular node.

In this work, we aim to verify and address the above prob-
lems faced by AIMD-based rate control protocols. We focus
on designing a distributed rate control protocol for WSN, one
that will perform well not only in a static scenarios but in a
dynamic scenario as well. We show that drastic improve-
ments in the convergence time of a rate control protocol can
be achieved if the protocol design is based on the knowledge
of explicit capacity information, rather than on an AIMD
mechanism. The key challenge in achieving this, of course,
lies in overcoming the difficulty in computing the capacity,
given that the bandwidth of each link is affected by interfer-
ence from other links in its vicinity.

Our principal contribution in this work, for the specific
case of a collection tree, is the design and implementation
of a distributed rate control protocol, that we refer to as the
Wireless Rate Control Protocol(WRCP). WRCP uses an ap-
proximation of the available capacity in order to provide ex-
plicit and precise feedback to sources. This approximationis
obtained by exploiting performance knowledge of the under-
lying CSMA MAC protocol. The key idea in our approach
is to associate a constant capacity with the nodes instead
of the links. The gains of this approach, particularly in a
dynamic flow setting, in terms of convergence times (few
tens of seconds for WRCP as compared to hundreds of sec-
onds for IFRC) and smaller queue back logs are highlighted
in Figure 2. The fast convergence times translate to higher
goodput, and hence faster flow completion times (which in-
directly results in energy savings), and the reduced queue
size improves end-to-end packet delays.

The rest of the paper is organized as follows. First, in
Section 2, we present a useful notion of capacity in a WSN
operating over a CSMA protocol, which is referred to asre-
ceiver capacity. In Section 3, we present the software archi-
tecture used to design a rate control stack in the TinyOS-2.x
operating system. In Section 4, we present the design and
implementation of WRCP. This protocol has been designed
to work specifically over a collection tree. It uses the receiver
capacity model to provide explicit and precise rate controlin-
formation to the sources, striving to achieve a lexicographic
max-min fair allocation. In section 5, we present an analysis
to estimate the parameter settings for WRCP that guarantees
a stable operation for the protocol over any given topology.
In Section 6 we present our experimental setup for evaluat-
ing WRCP on TinyOS-2.X, running on Tmote Sky devices,
using the IEEE 802.15.4-compliant CC2420 radios. In Sec-

Figure 2. The behavior of allocated rate, queue back logs
for WRCP.

tion 7 we present empirical evidence, justifying our analysis
of parameter selection for WRCP. In Section 8 we undertake
a comparative evaluation with IFRC [17]. The results show
substantial improvements in flow completion times and end-
to-end packet delays. We place our contributions in light of
prior work in Section 9, and present concluding comments
on future work in Section 10.

2 Receiver Capacity
The primary requirement for designing an explicit and

precise rate control algorithm (such as RCP [9], XCP [13],
WCPCAP [18]) is a usable notion of achievable capacity. In
traditional wired networks, the notion of capacity is associ-
ated with a link existing between any two nodes. All flows
traversing the link are assumed to linearly share the constant
capacity of the link. In wireless networks the capacity of a
link is not constant, but rather affected by activity on inter-
fering links in its vicinity. We therefore need to redefine the
notion of capacity.

Each node can be perceived as having a receiver domain
consisting of all transmitting nodes within range, including
itself. The crux of our approach is to associate the concept
of capacity with nodes instead of links, we refer to this as
receiver capacity. This capacity is to be shared linearly by
all flows traversing the corresponding receiver’s domain. Al-
though in general the region of achievable rates in a given
receiver domain is not linear, we approximate it with a linear
rate region by making the receiver capacity a constant that
depends only upon the number of neighboring nodes (not
their rates).

Using the notion of receiver capacity, we can determine
constraints on rate allocation to flows in a WSN collection
tree. LetNi be the set of all neighbors ofi (consisting ofi
itself, all its immediate children, and all other nodes in its
interference-range);Ci the set denoting the subtree rooted
at i (including itself); r i the rate at which data generated at
source nodei is being transmitted; andBi the value of node
i’s receiver capacity. The receiver capacity constraint at a
nodei is then given as follows:

∑
j∈Ni

∑
k∈Cj

rk ≤ Bi (1)

We explain this with an example. Figure 3 shows an 8
node topology. The solid lines indicate a parent-child rela-
tionship in the tree. The dashed lines are interference links.



Figure 3. An illustrative example of the receiver capacity
model

Rates indicated on interference links1 quantify the amount
of interference generated by a neighboring node when it is
transmitting data to its parent. Thus, when node 2 sends its
data to node 1 at some rate, node 2 not only consumes the
corresponding amount of capacity at node 1 but also at node
3; the rate label on interference link 2→ 3 is the same as that
on link 2→ 1.

Based on our model, the constraint on the rates at node 2
would be as follows:

rtot
2 + rtot

3 + r4 + r5 ≤ B2 (2)

whereB2 is the receiver capacity of node 2 andr4 andr5 are
the source rates of nodes 4 and 5.rtot

2 andrtot
3 are the output

rates at node 2, node 3 and are given byrtot
2 = r2 + r4 + r5,

andrtot
3 = r3 + r6.

The half-duplex nature of the radios results in the termr4
andr5 appearing twice in equation 2. Constraints similar to
equation (2) can be obtained for every node in the example
topology presented in Figure 3, using equation (1).

In order to make the receiver capacity model applicable
to a real system, we need a good estimate of receiver capac-
itiesBi . It has been shown in [21], that as long as we choose
and estimate ofBi ≤

L
3 , whereL is the link rate presented by

the physical layer, the rates presented by the receiver capac-
ity model are globaly TDMA schedulable. Note, by setting
Bi ≤

L
3 we are underestimating the true capacity that can be

achieved, making the set of rate vectors defined by the re-
ceiver capacity model a subset of the true rate region when
using an ideal TDMA MAC. We will see in the next sec-
tion that such an underestimation is quite useful in practice
for adapting the receiver capacity model to a sensor network
CSMA MAC.

2.1 Receiver capacity and the CC2420 CSMA
MAC

Since most sensor networks today use a randomized
CSMA MAC as the de facto data link layer, we need to adapt
the receiver capacity model to work over a CSMA MAC.
Since the 1-hop capacity of a CSMA MAC is much smaller
than the actual link rate provided by the physical layer, as
long as the collisions in a CSMA MAC is small (making the
CSMA MAC behave similar to aninefficientTDMA MAC),
settingBi to the 1-hop capacity of a CSMA MAC will allow
us to use the receiver capacity model as it is. We now show
how this can be accomplished for a specific CSMA MAC,

1
For now, we assume links are perfectly bidirectional. In theWRCP protocol we will relax this assumption and

handle lossy/asymmetric links
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Figure 4. Saturation throughput for multiple senders for
the CC2420 CSMA MAC on TinyOS-2.0.2.2

the CC2420 CSMA MAC, which is currently one of the most
populars MAC’s used in sensor networks.

Our implementation is performed on the Tmote sky
mote [1], which uses the CC2420 radios, running TinyOS-
2.0.2.2. Figure 4 presents the empirically measured satura-
tion throughput for this platform as the number of senders
in-range is varied. The saturation throughput [4] of a CSMA
MAC is defined as the throughput observed by the receiver,
when all senders are backlogged, and are within each oth-
ers interference range. In order to associate a value to the
receiver capacity, we equate the capacity of a receiver with
the saturation throughput of the CSMA MAC. The satura-
tion throughput is used to represent the 1-hop capacity of the
CC2420 CSMA MAC.

The link rate presented by the CC2420 radio is
240 kbps= 30kBps. For a packet size of∼ 40 bytes, this
amounts to a link rate of 700 packets per second. If we
were to use an ideal TDMA MAC, as shown in [21], set-
ting each of theBi = 230 packets per second will guaran-
tee that the rate vector presented by the receiver capacity
model is TDMA schedulable. Since the saturation through-
put (∼ 90 packets per second) is much smaller than this re-
quired limit, making the CC2420 CSMA MAC behave as
an inefficient TDMA MAC, the rate vectors obtained by set-
ting the receiver capacity constraint to the 1-hop capacityof
the CC2420 CSMA MAC should be achievable. We wish to
reiterate that the objective of this model is not to represent
the exact rate region for WSN; instead it provides a tractable
approximation that we show is good in practice. The viabil-
ity of the receiver capacity model for a sensor network based
CSMA MAC will be further justified by our empirical results
for WRCP, which we present in sections 7 and 8.

3 Software Architecture of a Rate Control
Stack in TinyOS-2.x

In Figure 5, we present the software architecutre that will
be used to implement a rate control stack over TinyOS-2.x.
TinyOS 2.x, already provides a framework for building col-
lection trees in the form of the collection tree protocol (CTP)
(TEP 123 [2]). Since the objective of this work is to design
a rate control protocol that aims at achieving lexicographic
max-min fairness among sources over a collection tree, the
architecture is designed to integrate the rate control protocol
with the collection tree protocol. In Figure 5, the “Rout-
ing Engine” and the “Forwarding Engine” blocks are imple-
mented by CTP.
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Figure 5. Software Architecture for WRCP

For our implementation, a major modification was made
to the forwarding engine of CTP since the default forward-
ing engine of the collection tree protocol does not implement
a FIFO queue. It implements a form of priority queuing
which restricts the number of packets originating from an
application in the node itself to one, giving higher priority to
flows from its descendants. Since, our algorithm explicitly
assumes that the forwarding engine treats all flows equally,
we implemented a variant of the forwarding engine that im-
plements a FIFO queue.

In TinyOS-2.x, the communication block of the software
architecture is usually implemented using a CSMA MAC
(CC2420 CSMA for the Tmote sky platform). Given the
scarce resources in these networks, we wanted to optimize
the bandwidth used by the control traffic. Thus, we added
fields to the existing CSMA MAC header, to piggy back the
rate control information along with data packets. By piggy
backing the rate control information with the data packet,
neighbors of a node can obtain control information by sim-
ply operating in promiscuous mode.

In our software architecture, the core functionality of the
rate control protocol will be implemented in the “Rate Con-
troller”, “Flow Controller” and “Leaky Bucket” blocks. The
Rate Controller ascertains the sustainable rate for flows orig-
inating at this node, and sets the token generation rate in the
leaky bucket [3]. The Flow Controller then uses tokens from
the leaky bucket to admit packets from the application into
the system. The Rate Controller interfaces with the Forward-
ing Engine in order to insert rate control information into
MAC header of outgoing packets, in order to exchange this
information with its neighbors.

4 The Wireless Rate Control Protocol
While describing the receiver capacity model in Section 2,

we assumed an idealized setting with constant-bit-rate static
flows from backlogged sources and lossless links. A real
world sensor network on the other hand would have asyn-
chronous communication, lossy links and dynamic flows
which might result from the on-demand nature of the sens-
ing application. To implement the algorithm in a practical
setting, we need to relax these assumptions. To this end we
have designed theWireless Rate Control Protocol(WRCP)
which incorporates a number of mechanisms to handle these
real-world concerns.

The objective of WRCP is to achievelexicographic max-

min fairness [3] over a collection tree. A lexicographic max-
min fair rate vector

−→
r∗ is a rate vector, such that if the el-

ements of the max-min fair rate vector
−→
r∗ are arranged in

ascending order, for any other feasible rate vector
−→
r̈ whose

elements are also arranged in ascending order,
−→
r∗ will al-

ways be lexicographically greater than
−→
r̈ , i.e. there exists a

j, such thatr∗j > r̈ j , and∀i, 0 < i < j, r∗i = r̈ i . In WRCP,
we achieve lexicographic max-min fairness by using a sim-
ple idea, that every receiver, at every time step, divides the
available capacity at the receiver equally amongst all flows
that are consuming capacity at the receiver. In an idealized
sensor network setting it is feasible to show that an algo-
rithm that incorporates such a bandwidth allocation policy
will achieve a max-min fair rate vector using the proof tech-
niques presented in [3]. We however omit this proof due to
space constraints.

4.1 The WRCP Algorithm
In Figure 6, a single time step execution of the protocol

is presented in the form of theWRCPalgorithm. Definition
of notation used in the description of theWRCPalgorithm
is as follows;Pi is the parent of nodei; r i is the maximum
allocated rate at which flows consuming capacity at nodei
can operate;rtot

i is total transmission rate of nodei. It is im-
portant to note the the transmission ratertot

i is different from
the source rater i . The ratertot

i is the rate at which a node
is forwarding packets (both packets generated at nodei, and
packets routed through nodei), while r i is the rate at which a
source at nodei can inject packets into the system.rext

i is the
amount of external interference experienced by a nodei. γi
is the per-flow available capacity at nodei. This is the maxi-
mum capacity by which sources consuming capacity at node
i can increment their rates.p ji is the link success probability
between senderj and receiveri. Ni is the set of neighbors
of nodei (including its one hop children). The setNi can
change over time, depending on wether a neighbor is active
and has a flow to transmit/forward.Fi is the total number of
flows being forwarded by a nodei.

WRCP makes rate update decisions at an interval ofT
seconds. In step 1, WRCP first calculates the available per-
flow capacity at nodei, using the following equation:

γi((n+1)T) =

Bi(nT)− rext
i (nT)− ∑

j∈Ni(nT)
p ji rtot

j (nT)

∑
j∈Ni(nT)

p ji Fj(nT)

(3)
In step 3 it then calculates the minimum per-flow available
capacity at this node, by comparing its per-flow available ca-
pacity (step 1) with the per-flow available capacity it has
overheard from all its neighbors. All flows that are con-
suming capacity at this node can increment their rates by at
most this value (γmin

i ). Equation (3) captures the essence of
the simple idea described above, allowing WRCP to achieve
max-min fairness. The numerator in equation (3), is simply
the remaining capacity at nodei, and the denominator is the
total number of flows that are consuming capacity ati. Equa-
tion (3) therefore simply distributes the available capacity,
amongst all contending flows equally.



In steps 5-21, WRCP updates the current source rate of
any source that is operating at that node. The way the rate up-
date is performed depends on wether the minimum available
capacity calculated in step 3 is positive or not. If it is neg-
ative, and the negative per-flow available capacity has been
learnt from another node, than the advertising node is consid-
ered to be a “bottleneck node” (steps 9-14), and the current
source rate is set to source rate advertised by the bottleneck
node if the source rate of the node is greater than that adver-
tised. If however, the minimum per-flow available capacity
is positive, or if the node itself is the “bottleneck node”, the
source rate is updated using the following equation (step 18):

r i((n+1)T) = r i(nT)+ α× γmin
i ((n+1)T) (4)

whereα is a constant, and as will be seen in Section 5 is
responsible for the stability of the protocol. The need for
α arises due to the lack of accurate time synchronization,
which along with multi-hop communication can lead to in-
herent delays in the dissemination of rate control informa-
tion, specifically the available capacity, across the network.
This can lead to nodes constantly exceeding capacity, getting
delayed feedback on congestion and reducing their rates by
the excess capacity, exhibiting an oscillatory behavior. To
dampen the oscillations, we introduce a coefficient,α ≤ 1,
into the rate update equation. A small value ofα ensures
nodes acquire available capacity slowly, allowing for con-
vergence.

In the remainder of this section, we describe different
mechanisms implemented as part of the WRCP protocol in
order to calculate various information such as the update in-
tervalT, the total number of active flowsF i consuming ca-
pacity at nodei, the sender link qualityp ji , and the amount
of external interference (rext

i ) that are used as inputs to the
WRCPalgorithm. These mechanisms guarantee that WRCP
is able to calculate the required information in a realistic
wireless sensor network setting.

4.2 Rate update interval (T)
WRCP relies on aT second timer to present nodes with an

interval to calculate their rate updates. In order to maintain
a fair rate allocation, and system stability, it is essential that
T be large enough to guarantee that rate control information
has propgated to all nodes in the network within this update
intervalT. The value ofT depends on the depth, and quality
of links for a given collection tree.

Traditionally transport protocols on the Internet, such as
TCP, XCP [13] and RCP [9], rely on the end-to-end relia-
bility built into the protocols to obtain an RTT estimate for
each source in the network. They then use this RTT estimate
to determine the rate update interval. WRCP, similar to ex-
isting rate control protocols ([17, 16]) for sensor networks,
however does not have an end-to-end reliability mechanism.
Hence WRCP needs to explicitly implement a mechanism to
estimate this update interval for a given topology.

The mechanism implemented is as follows: whenever the
root generates a control packet (In a collection tree the root
consumes all data packets and hence has to explicitly gener-
ate a control packet) it associates a control sequence number
with this packet. The control sequence number is added to

Algorithm WRCP
1. Calculate Per Flow Available Capacity:

2. γi((n+1)T) =

Bi (nT)−rext
i (nT)− ∑

j∈Ni (nT)
p ji rtot

j (nT)

∑
j∈Ni(nT)

p ji Fj (nT)

3. Calculate minimum available per flow capacity:
4. γmin

i ((n+1)T) = min( min
j∈Ni (nT)

γ j (nT),γmin
Pi

)

5. Update per flow rate:
6. if γmin

i ((n+1)T) < 0 and arg(γmin
i ((n+1)T))! = i

7. \∗ Get the bottleneck node∗\
8. then k = arg(γmin

i ((n+1)T))
9. \∗ Follow the bottleneck node∗\
10. if r i > rk
11. then r i = rk
12. if r i > rPi
13. then r i = rPi
14. return
15. else
16. \∗ Use Rate update equation ifγmin

i > 0 ∗\
17. \∗ or if node is the bottleneck node.∗\
18. r i((n+1)T) = r i(nT)+α× γmin

i ((n+1)T)
19. \∗ Node’s rate should not exceed its parent rate.∗\
20. if r i > rPi
21. then r i = rPi
22. Broadcast to j ∈ Ni :
23. γi((n+1)T),γmin

i ((n+1)T), ri((n+1)T)

Figure 6. A single time step execution of the WRCP pro-
tocol at nodei.

MAC header before broadcasting the packet. The root in-
crements the control sequence number by one, if and only if
it has received an acknowledgement from all its 1-hop chil-
dren. A node sends acknowledgement to a specific control
sequence number as follows: if a node is a leaf node, it ac-
knowledges every control packet it gets, by setting a control
sequence acknowledge field in the MAC head of all its out-
going data packets. A parent, if it sees the control sequence
acknowledgement field set on receiving a packet from its
child, will set the control sequence acknowledgement field
in the MAC header of its data packets if it has received an
acknowledgement from all its 1-hop children. In this manner
control sequence number acknowledgement gets aggregated
at root of each sub-tree, and flows up the collection tree.
The root will receive a control sequence acknowledgement
for its current control sequence number, when all its 1-hop
children received an acknowledgement from their respective
sub-trees. In order to estimate the rate update intervalT, the
root will keep a running estimate of the time taken to incre-
ment the control sequence numbers. It will then propagate
this estimate throughout the network, to keep rate updates in
sync for all nodes.

4.3 Estimating Receiver Capacity (Bi)
As mentioned earlier, we approximate the receiver capac-

ity by the saturation throughput, which is a function of the
number of senders in the receiver’s range. The saturation
throughput is pre-calculated and stored as a lookup table.
Figure 4 shows that the saturation throughput will almost re-
main a constant as long as the number of senders is greater
than 4.

4.4 Estimating Active Flow Counts (F i)
To calculate the available per-flow capacity (equation

(3)), WRCP requires the number of active flows at a receiver.



In a dynamic environment, the number of active neighbors
and hence the number of active flows, in a given neighbor-
hood is not constant. To handle the ephemeral flow count, an
active flow statetag is associated with each neighbor entry.
Aging this entry in the absence of packets from the neighbor
helps give a good estimate of active flows in the network.
The number of flows in a neighborhood determine the per
flow available capacity at a receiver. A conservative estimate
can be obtained by simply looking up the total number of
active sources that each neighbor is forwarding, without re-
gard for the link quality with the neighbor. However, recent
empirical results have shown that capture effects are quite
dominant in these networks [20]. These results suggest that
nodes with stronger links will cause more interference (or
consume more capacity) than nodes with weaker links. We
therefore take an optimistic approach and weigh the number
of flows from a senderj to a receiveri by its link quality
p ji ∈ [0,1]. The active flow count at a nodei is thus given by
the following equation:

F i = ∑
j∈Ni

p jiFj(nT) (5)

WhereFj is the number of flows being forwarded by a node
j.

4.5 Estimating Transmission Rates (rtot
i )

Another term required in the calculation of the available
per-flow capacity (equation(3)) at a nodei, is the current
transmission ratertot of each neighbor. To cater for non-
CBR traffic, we maintain an exponential weighted moving
average of transmission rates as follows:

rtot
i = (1−β)rtot

i + β
Pkts Transmitted

1 sec
(6)

Pkts Transmittedare the total number of packets2 sent
out in 1 second, including retransmissions. Thus, the expo-
nential moving average of the transmission rate is computed
every second. Incorporating retransmissions into the calcu-
lations implicitly incorporates the affects of link lossesinto
per flow available capacity calculations, since retransmis-
sions due to link losses will result in a higher transmission
rate forcing the receiver to advertise a smaller available ca-
pacity. An important point to be noted in equation (3) is that,
as with the estimation of the active flow counts, the transmis-
sion rate used by a nodej is also weighed by the link quality
from j to i. The argument for weighing the transmission rate
by the link quality while estimating the remaining available
capacity is the same as that used for calculating the active
flow count (Section 4.4).

4.6 Estimating Sender Link Quality (p ji )
WRCP needs the link quality between a sender and the

receiver in order to estimate the per-flow available capacity
(equation(3)). WRCP requires link quality estimate only ina
single direction (from the sender to the receiver) simplifying
the link estimation. Since every node is operating in promis-
cuous mode, the forwarding engine of nodei maintains a

2These packets include those originated at this node, as wellas
those being forwarder by this node.

variablercv ji , which count the total number of packets re-
ceived from a senderj, for the last 10 packets that the sender
had transmitted. Once it observes that the sender has sent
out 10 packets, (which the receiver realizes with the help of
a transmission counter that the sender sends along as part
of the MAC header of data packets) the receiver updates the
moving average estimate from a particular senderj as fol-
lows:

p ji = βp ji +(1−β)
rcv ji

10
(7)

After updating the link qualityp ji , the receiver resets the
receiver counter torcv ji = 1.

4.7 Estimating External Interference (rext
i )

IEEE 802.15.4, the de-facto standard used for MAC pro-
tocols in sensor networks, suffers from severe external inter-
ference by 802.11 networks due to spectrum overlap. Given
the ubiquitous presence of 802.11 networks, it is imperative
that any rate control protocol for WSN have the ability to
predict the amount of external interference and incorporate
this estimate in deciding the sustainable rates. WRCP pre-
dicts the amount of external interference by observing the
queue size at a node. We believe the queue size represents
a good estimate of the external interference, since the only
case when WRCP rate predictions can go wrong is in the
presence of external interference (since the receiver capac-
ity model does not take external interference into account).
To estimate the amount of external interference to be used
in WRCP’s rate calculations we therefore use the following
mechanism; every nodei maintains an exponential moving
average of its forwarding queue sizeUi . The external inter-
ference experienced by a nodei is then given by the follow-
ing equation:

rext
i = (1−β)rext

i + β
Ui

1 sec
(8)

As is evident, the above moving average is updated every
1 second. The external interference, along with the transmis-
sion rates of the neighbors (as well as the nodes own trans-
mission rate) are used to calculate the available per-flow ca-
pacity, described in the next section.
4.8 Rate Bootstrapping for Flow Joins

If WRCP were to use equation 4 when a flowi joins the
network, flow i might never get to increment its rate (or it
might receive unfair rate allocation) if the network has been
operational for a while, resulting in complete consumption
of the network capacity. In such a scenario the new flow will
seeγmin

i ((n+1)T) = 0, not allowing the rater i to increment.
In order to allow WRCP to adapt to flow dynamics we use
a bootstrappingmechanism in which a new flowi enters the
network in a phase called thebootstrapphase. In theboot-
strap phase, a flowi joining the network uses equation 4 if
γmin
i > 0, else it uses the following rate update equation:

r i((n+1)T) = 2× r i(nT) (9)

Thebootstrapphase allows the new flow to increment its
rate even if the remaining capacity has become negative. If
the remaining network capacity is negative, this will force
existing flowsj to reduce their rates. Thebootstrapphase for



a flow i ends when its rate exceeds the per flow rate of the
bottleneck node, while the remaining available capacity is
still negative, i.e. whenγmin

i ((n+1)T) < 0, andr i((nT)) >
rk, wherek is thebottlenecknode. The end of thebootstrap
phase indicates that the new flowi, has forced the existing
flows j to reduce their rates making flowi’s rate equal to its
bottleneck flow rate.

5 Parameter Selection
The performance of WRCP, in terms of its stability, de-

pends primarily on the parametersα and T. As has been
described in section 4.2, the parameterT is determined dy-
namically by WRCP based on the topology and the routing
tree. The mechanism used to determine the parameterT also
ensures that the rate update interval for all sources in the
network is homogeneous. Thus, the only tunable parame-
ter required to guarantee the stability of WRCP isα. In this
section we present an analysis to determine bounds on the
parameterα that will guarantee a stable operation for WRCP.

The rate update equation used by WRCP is given by equa-
tion 4. If Bi is the receiver capacity at a bottleneck nodei,
the termγmin

i can be given by :

γmin
i ((n+1)T)=

(

Bi(nT)− ∑
j∈Ci

r j(nT)Γ j − ∑
g∈Ni

∑
k∈Cg

rk(nT))Γg

)

F i

Herer i(nT) is the per flow rate at sourcei, Ci is the set of
children under the subtree of nodei, Ni are the neighbors of
nodei, Γ j is the expected number of transmissions required
to successfully send a packet from a nodej to its parent, and
Fi is the total number of flows that are consuming bandwidth
at nodei. Effectively, the second term in equation (4) has
been replaced in the above equation, by a term that represents
the remaining available capacity at bottleneck nodei.

The CSMA MAC uses a stop and wait policy to ensure
reliability at the data link layer. The termΓi , the number
of packet transmissions required to ensure that a packet suc-
cessfully transmitted from a nodei to its parent, can be cal-
culated using the following recursive equation:

Γi = (1+ Γi)(1− pf
i )+ (2+ Γi)pf

i (1− pr
i )+2pf

i pr
i

Where pf
i is the probability of successfully transmitting a

packet from a nodei to its parent, andpr
i is the probability of

successfully receiving an ACK from the parent. Solving the
recursive equation, we can representΓi in terms of the link
quality pf

i andpr
i as follows:

Γi =
1+ pf

i

pf
i pr

i

We now present some assumptions which help simplify
our analysis. We replace the termΓ j for each j, by Γavg
whereΓavg is the average packet transmissions between par-
ent and a child for the entire network. For this analysis we
assume nodes have perfect synchronization, and accurate in-
formation allowing all flows at the bottleneck nodei to have
the same per flow rate at any given instant of time. Thus,
rk(nT) = r i(nT), for each flowk that consumes capacity at
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Figure 7. A 20 node topology.

nodei. Also the number of active flows is assumed to be a
constant in the network makingBi(nT) = Bi . Equation 4 can
be rewritten as:

r i((n+1)T) = r i(nT)+ α× (
Bi

F i
− r i(nT)Γavg) (10)

Based on equation 10 we state the following Lemma:
LEMMA 1. A rate control protocol using equation (10) will
converge if :

0 < α <
2

Γavg

PROOF. Assuming that all sources start with minimum con-
stant rater i(0), due to the recursive nature of equation 10,
we can rewrite equation 10 in terms ofr i(0), Bi , pavg, α and
n as follows;

r i(nT) = r i(0)(1−αΓavg)
n + α

Bi

F i

(

n−1

∑
k=0

(1−αΓavg)
k

)

(11)

Thus,

r i(nT) = r i(0)(1−αΓavg)
n +

Bi

F iΓavg
(1− (1−αΓavg)

n)

For r i(nT) to converge asn → ∞, 0 < αΓavg < 2. Thus,
for WRCP to converge it is essential that 0< α < 2

Γavg
.

6 Experimental Setup
Our implementation is performed on the Tmote sky

motes, which have CC2420 radios, running TinyOS-2.0.2.2.
The experiments are conducted over 20-node (Figure 7)
and 40-node (Figure 8) topologies on the USC TutorNet
testbed [14]. Experiments were conducted over a period of
few months to ascertain any change in the performance of
the protocols due to link quality variations in the topologies.
The average link quality ranged from 30%-75%. It was ob-
served that the link quality variations for the topologies over
this large time frame were negligible, lending validity to the
results. The experiments were conducted on channel 26 of
802.15.4 standards. The experiments were conducted on this
specific channel to have an external interference free envi-
ronment (this is the only channel in 802.15.4 that does not
overlap with 802.11 channels), allowing us to present repro-
ducible results. In order to show that the protocol shows



Topology Γavg
2

Γavg

20-node, Power = 5 4.2 0.476
20-node, Power = 10 5.61 0.3565
40-node, Power = 5 7.35 0.2721
40-node, Power = 10 12.05 0.1659

Table 1. The change in theoretical bound ofα, with
change in topology.

good performance on channels suffering from external in-
terference as well, in Section 8.6 we present WRCP perfor-
mance results in the presence of external interference. In all
experiments, sources are generating CBR traffic.
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7 Stability Analysis
In this section we present empirical evidence to validate

the analysis presented in section 5, which is used in estimat-
ing the parameter settings for WRCP. In section 5 we had
shown that for a given topology as long asα < 2

Γavg
, where

Γavg is the average number of transmissions between a node
and its parent, WRCP will remain stable. In order to empiri-
cally justify this statement we ran WRCP on the two topolo-
gies shown in figures 7 and 8. For each of the topologies we
varied the value ofα from 0.05 to 1.0 and observed differ-
ent metrics of performance for WRCP. The observed metrics
were the variance of the allocated rate and the average end-
to-end packet delay observed amongst all packets received
at the base station. For values ofα for which WRCP is sta-
ble, the variance of the allocated rate should be small. For
each of the topologies, these experiments were performed at
two different power levels, at a power level of 5 and a power
level of 10. For each of the two topologies Table 1 presents
the estimated values ofΓavg, and the bound onα, measured
at different power levels.

As can be seen from the figures 9(a), and 10(a) the vari-
ance in the allocated rate rises quite sharply onceα becomes
greater then the corresponding value of2

Γavg
, presented in ta-

ble 1. Increase in the variance indicates that asα → 2
Γavg

the

system takes a longer time to converge, and onceα > 2
Γavg

the
variance becomes large, implying oscillations. This behavior
is observed for the delay metric as well. The delay increases
asα → 2

Γavg
, and for values ofα > 2

Γavg
the delay is higher

than the delay whenα < 2
Γavg

. The increase in delay, for large
values ofα, is primarily due to the delayed feedback in the
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Figure 9. Evaluating behavior of WRCP with α for the
20-node topology.

system. The delayed feedback results in nodes having stale
information for their rate updates, resulting in erroneousin-
crements and decrements. These erroneous increments reg-
ularly force the system to operate beyond the sustainable re-
gion, resulting in large queues and hence longer delays.
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Figure 10. Evaluating behavior of WRCP with α for the
40-node topology.

The empirical evidence presented here validates our esti-
mates forα, and proves that as long asα < 2

Γavg
the system

remains stable.

8 Comparative Evaluation
In this section we present a comparative evaluation of

WRCP with the Interference Aware Rate Control protocol
(IFRC) [17], the state-of-the-art AIMD mechanism for rate
control over a collection tree. The comparison of WRCP
with IFRC highlights the advantages of having an explicit ca-
pacity based rate control protocol, as compared to one based
on an AIMD mechanism, especially in a dynamic flow sce-
narios.
8.1 IFRC

Rate allocation in IFRC is split into two phases. When a
source joins the network it starts in theslow-startphase. The
slow start phase is similar to the slow-start in TCP. In this
phase a source starts with a small initial allocated rate (r init )
and increases its allocated rate by a constant amountφ ev-
ery 1/r i seconds, wherer i is the current allocated rate of the
source. Thus, in the slow start phase at every step the source
increments its rate byφ × r i leading to an exponential in-
crease. The slow-start phase continues till the source detects
its first congestion event (average queues exceed a certain
threshold). At this point the source enters theadditive in-
crease phase. In the additive increase phase the source starts



with an initial value ofrThresh=
r i(tcong)

2 , wherer i(tcong)
is the source rate at the last congestion event. In the additive
increase phase a source increments its rate byδ

r i
every 1

r i
sec-

onds, leading to a constant increment ofδ at every step. The
details of each of these mechanisms and the methodology for
parameter selection is given in [17].

As will be seen in our evaluation, for IFRC the speed of
convergence, in terms of allocating the achievable max-min
rate, to each source in the slow-start as well as the additive
increase phase, depends on the initial values (r init for slow-
start andr i(tcong) for additive increase) and the maximum
achievable rate.

IFRC was implemented over TinyOS-1.x. On perform-
ing experiments with the 1.x stack we observed a consid-
erable difference between the throughput achieved by IFRC
on 1.x [17] and WRCP in 2.0.2.2. The gap was due to the
performance difference between the communication stack of
1.x, that had to be modified for enabling software ACK’s re-
quired by IFRC, and the communication stack of 2.0.2.2. In
order to have a fair comparison between WRCP and IFRC,
we decided to port IFRC to TinyOS-2.x. In order to validate
the porting of IFRC from TinyOS-1.x to 2.0.2.2, the behavior
of the allocated rates observed in TinyOS-2.0.2.2 was com-
pared to the ones presented in [17] and found to be the same,
and performance of IFRC over TinyOS-2.x was found to be
better than the performance of IFRC over TinyOS-1.x.
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Figure 11. Rate allocation for 20-nodestatic case.

For all experimental results presented in this section, the
size of the payload was 10 bytes. WRCP adds 16 bytes,
where as IFRC adds 26 bytes of overhead to each packet.
Since both protocols exchange control information over the
data path using a promiscuous mode of operation, WRCP
exhibits better overhead efficiency .

For the purposes of comparison we have set the IFRC pa-
rametersr init = 0.1 pkts/sec, φ = 0.0125, ε = 0.02. The
upper queue threshold was set to 20 packets. These parame-
ters were calculated as per the analysis presented in [17] for
a 40 node topology, since this is the maximum size network
we are dealing with in our experiments. For WRCP we set
α = 0.1, as per the analysis presented in section 5, and the
empirical evidence presented in section 7.

8.2 Evaluation Metrics and Hypotheses
We list the key metrics considered in the experimen-

tal evaluation, along with hypotheses/expectations regard-
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Figure 12. Goodput and end-to-end packet delays for 20-
nodestatic case.

ing WRCP’s performance on these metrics, given the design
goals:

• Goodput: On these topologies with high quality links,
we expect to see the goodput of sources match the allo-
cated rates.

• Flow Completion Time: This refers to the time re-
quired to send a given number of packets end to end
from a given source to the sink. As WRCP is designed
for rapid convergence, we expect to see high perfor-
mance with respect to this metric.

• End-to-End Packet Delays: Since WRCP uses an
approximation of the achievable network capacity, it
should be able to operate the system within the capacity
region. A direct indication of this would be the ability
of the protocol to maintain small queue backlogs. This
in turn should lead to reduction of end-to-end delays
due to queuing.

8.3 Comparative Evaluation Methodology
In order to have comparable results from WRCP and

IFRC, we ran IFRC and WRCP over the same topologies
(Figures 7 and 8 ).

Initially we consider a scenario where all flows start at the
same time, and all flows remain active for the entire dura-
tion of the experiment. We refer to this scenario as the static
scenario. Since IFRC and WRCP both strive to achieve lex-
icographic max-min fairness, this scenario acts as a valida-
tion for the WRCP design and implementation. This scenario
also highlights the advantage of using rate control protocol
(WRCP) that always makes the system operate with the rate
region, in terms of the end-to-end packet delays.

We then consider dynamic scenarios where flows origi-
nate in the network at different times (hence the distinction
with the static scenario). In this scenario flows are intermit-
tent. Certain flows remain on for the complete duration of
the experiment, while a few flows turn on only for a portion
of the experiment. The dynamic scenario captures instances
when short flows exist in the network. This scenario will
present the advantage that a explicit rate control protocolex-
hibits over an AIMD protocol in terms of higher goodputs,
and hence better flow completion times. As mentioned ear-
lier, it is important to note that faster flow completion times
implicitly imply better energy utilization, since they result in
shorter network uptime, conserving energy.



8.4 Static Scenario
In these experiments, all nodes except the root node (node

12 for the 20 node topology, and node 29 for the 40 node
topology) are sources. All flows start at the beginning of
the experiment. Once a flow starts, it remains active for the
duration of the experiment which lasted approximately 900
seconds (15 minutes).
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Figure 13. Rate allocation for 40-nodestatic case.

Figures 11 and 13 presents the performance results of
WRCP and IFRC on the 20 and 40-node topologies. For
both topologies, it can be seen that the goodput of WRCP
is better than or equal to that presented by IFRC (Fig-
ures 12(a) and 14(a)). Given that IFRC has the same ob-
jective as WRCP to present a lexicographic max-min fair
vector, WRCP should present the same or a lexicographi-
cally greater vector than IFRC. Thus, these results highlight
the functional correctness of WRCP. The gains of WRCP in
this setting are reflected in the end-to-end packet delay per-
formance of (figures 12(b) and 14(a)). Since WRCP uses
explicit capacity information it allows the system to operate
within the rate region. IFRC on the other hand needs to con-
stantly exceed the capacity region in order to estimate the
capacity. The constant probing of IFRC results in the pro-
tocol exhibiting higher queue sizes than WRCP, resulting in
larger end-to-end packet delays.
8.5 Dynamic Scenario

In this section we deal with a more practical setting where
the work load, in terms of the number of flows active in the
network, varies over time. This represents a more dynamic
environment. In this setting we show that the gains of us-
ing an explicit capacity based rate control protocol, over an
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Figure 14. Goodput and delay performance for 40-node
static case.
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Figure 15. Flow activity for the 20-node topology.

AIMD based protocol. Specifically we show that the gains
are prominent when either the network dynamics are such
that departure of flows will free a large amount of network
capacity which can be consumed by the remaining flows, or
the network experiences a large number of short flows. The
gains are primarily in terms of shorter flow completion times,
which will in turn manifests themselves into energy savings.
For each of the two topologies under consideration, we chose
two different types of dynamic work loads to capture the dif-
ferent test scenarios. The two types of work loads, for each
of the topologies is shown in figures 15 and 16. For each of
the cases the x-axis of the figures represent the duration of
the experiment, and the horizontal bars represent the dura-
tion for which each of the sources was sending traffic to the
sink. To create a notion of a mix of long and short flows,
long flows are represented by a subset of the flows that re-
main active for the entire duration of the experiment, while
short flows are represented by the subset of flows that turn
on and off intermittently during the experiment.
8.5.1 Case 1

For case 1, the rate allocation curves for both protocols,
over both topologies, show that they adapt well to flow joins
in the network. Both protocols cut down rate aggressively
to avoid congestion collapse. The key difference in the pro-
tocol performance comes when flows depart the network. If
a large number of flows are active in the network, the per
flow rate is quite small (1 pkt/sec for 19 active flows, and
∼ 0.5 pkts/sec for 39 active flows). At this juncture if a ma-
jority of flows depart, suddenly a large amount of capacity
becomes available for consumption. Such condition occurs
at 2000 second for the 20 node topology, and at 2500 second
for the 40 node topology. The problem with IFRC under this
condition is that since its rate of additive increase depends
inversely on therthresh values, the rate increments are small,
and its takes a long time for IFRC to consume this freed up
capacity. WRCP on the other has explicit knowledge of the
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Figure 16. Flow activity for the 40-node topology.
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Figure 17. Rate allocation 20-node dynamic(case 1).

available capacity, it’s increments being independent of the
current source rates and dependent purely on the available
capacity. WRCP thus easily outperforms IFRC in consuming
this freed up capacity. This is reflected in the goodputs for
the flows that are active for the entire duration of the experi-
ment in the 20, as well as the 40 node topologies (Figures 18
and 20).

A direct impact of the increase in goodput, is a much
smaller flow completion time. For the 20 node topology,
the sources 7 and 13 are able to send out 9000 packets in
2600 seconds using WRCP, as compared to only 6000 pack-
ets under IFRC. For the 40 node topology, the sources 20
and 31 are able to send out 10000 packets in 3600 seconds
for WRCP, as compared to only 7000 packets under IFRC.
As mentioned earlier, shorter flow completion times will re-
quire short network up-time, and hence will result energy
savings. The end-to-end packet delay performance for IFRC
and WRCP (Figures 18 and 20) for this dynamic case also re-
flects on the ability of WRCP to operate within the capacity
region.
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Figure 18. Pkts delivered, goodput and delay for dynamic
scenario(case 1) on the 20-node topology.
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Figure 19. Rate allocation 40-node dynamic(case 1).

8.5.2 Case 2
Unlike case 1, in case 2 the duration of the short flows is

much shorter (∼ 200 secs). The gains of having an explicit
capacity rate control protocol, for improving flow comple-
tion times of short flows, are clearly evident in this scenario.
The goodput plots for both the 20 node and 40 node topolo-
gies (Figures 21 and 22). The goodput of the short flow for
WRCP in both topologies is much higher than the goodput
for short flows with IFRC. The long flows in WRCP get a
lower goodput, since WRCP is more fair and allows a higher
goodput for the short flows. IFRC on the other hand gives
very high rates to long flows and starves the short flows. In
short WRCP gives a higher lexicographic max-min fair solu-
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Figure 20. Pkts delivered, goodput and delay for dynamic
scenario(case 1) on the 40-node topology.
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Figure 21. Packets delivered, goodput and end-to-end
packet delay for WRCP and IFRC for the dynamic sce-
nario(case 2) on the 20-node topology. The y-axis for the
packets delivered is inlog scale.

tion than IFRC. The increased goodput results in very short
flow completion times for the short flows. This is highlighted
in terms of the packets delivered using WRCP in Figures 21
and 22.
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Figure 22. Packets delivered, goodput and end-to-end
packet delay for WRCP and IFRC for the dynamic sce-
nario(case 2) on the 40-node topology. The y-axis for the
packets delivered is inlog scale.

To get a perspective on the gains exhibited by WRCP over
IFRC, in terms of the flow completion times, we can look at
some of the number for packet delivery on the 20 and 40-
node topologies. For the 20-node topology sources 2 and 16
are able deliver 450 packets in 200 seconds using WRCP,
compared to only 50 packets using IFRC. For the 40-node
topology, sources 17 and 33 are able to deliver∼ 500 pack-
ets in 200 seconds compared to 50 packets using IFRC. The
delay performance of WRCP is far superior to IFRC for the
20 as well as the 40 node topologies.

The two cases for the dynamic scenario exhibit the gains
that WRCP presents for short flows as well as long flows in
terms of flow completion times and delays.
8.6 WRCP performance in the presence of ex-

ternal interference
Since 802.15.4 experiences external interference due to

802.11 and other sources (such as microwaves), it is impera-
tive that WRCP is able to perform efficiently in the presence
of this external interference. In section 4.7, we described

how WRCP uses the forwarding queues at a node to predict
the amount of external interference. We validate this design
choice in this section.
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Figure 23. Rate allocation behavior with controlled ex-
ternal interference from an 802.11 source operating at
channel 14 (2.482 MHz).

Figure 23 shows the rate allocation behavior for WRCP
and IFRC on the 20-node topology in the presence of 802.11
interference. Recall that we are performing these experi-
ments on channel 26 of 802.15.4. Only channel 14 of 802.11
can cause interference in channel 26 of 802.15.4. For these
set of experiments we therefore operate an 802.11 radio,
close to node 1, running the mad wi-fi driver on channel
14, transmitting UDP packets of size 890 bytes, in order
to generate controlled interference. It is interesting to note
that it is not only the power level of the interference, but
also the rate at which this interference is generated that af-
fects the achievable rates of a sensor network. This can be
seen between 250-400 seconds, 550-700 seconds and 750-
900 seconds. During these intervals the power of the exter-
nal interference (802.11) was much higher than the power
at which the 802.15.4 radios. However the rate at which
this external interference was being generated is was varied
(17.8 KBps for 250-400 seconds, 890 KBps 550-700 sec-
onds, 1780 KBps for 750-900 seconds). As can be seen in the
rate allocation curve, at a lower rate (17.8 KBps) the exter-
nal interference hardly affects the achievable rate of a sensor
network, but as the rates start increasing the achievable rate
starts going down, with the sensor network being completely
shut down when the external interference starts operating at
a high rate of 1780 KBps.

Both IFRC and WRCP adapt their rates based on the
amount of external interference. IFRC relies on coarse
grained binary feedback asking nodes to simply cut their
rates by half when it observes congestion. In the presence
of external interference there is a high probability of these
control signals being lost, resulting in nodes decrementing
their rates by different amounts leading to asynchronization
and unfair rate allocation between nodes. This can be seen in
the rate allocation curve of Figure 24. The affect of this lack
of synchronization can be seen in the goodput (Figure 25(a)).
WRCP therefore presents a lexicographically greater good-
put than IFRC.

Figure 24 presents the instantaneous queue lengths, ob-
served on nodes 7 and 13 (1-hop) for WRCP as well IFRC.
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Figure 24. Queue length behavior with controlled exter-
nal interference from an 802.11 source operating at chan-
nel 14 (2.482 MHz).
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Figure 25. Goodput and End-to-end packet delay with
external interference for 20-node topology.

As can be seen both protocols keep the queues bounded for
the entire duration of the experiment. Due to the nature of al-
gorithm used in IFRC (AIMD), it can also be seen that while
for most of the experiment the sources are operating within
the rate region, the number of times sources cross the rate re-
gion, resulting in unsustainable queue sizes, is much higher
in IFRC than in WRCP. This results in the delay performance
of WRCP being much better than IFRC. This can be ob-
served in Figure 25(b). Thus, WRCP operates efficiently in
an external interference setting while still presenting perfor-
mance improvements over the state of the art (IFRC).

9 Related Work
Given the constraints on resources in wireless sensor net-

work, it has been shown that congestion control algorithms
are essential for the operational effectiveness of these net-
works [16]. Given the importance of this problem, there
have been a series of proposals aiming to mitigate the af-
fects of congestion in a WSN. We summarize some key pa-
pers briefly below: ARC [25] proposes an AIMD rate con-
trol strategy where by the nodes increase rates proportional
to the size of their sub tree and performs multiplicative de-
crease on sensing packet drops. ESRT [19] is a sink-centric
approach that measures available capacity, and allows for
rate increments and decrements, by observing the ability of
sources achieve a certain event detection reliability target.
CODA [23] congestion control mechanism [23] provides
for both open-loop hop-by-hop back-pressure and closed-
loop multi-source regulation whereby sources vary their rate

based on feedback from the sink. FUSION [11] uses a token
based regulation scheme that allows for additive increase of
source rates. It detects congestion using queue lengths and
mitigates congestion by a combination of hop by hop back
pressure and an adaptive MAC backoff scheme. In the work
by Ee and Bajcsy [10], each node determines its own average
aggregate outgoing rate as the inverse of its service time for
packets and shares this rate equally amongst the nodes served
in the subtree. This scheme does not always achieve a max-
min fair solution as information is not shared explicitly with
neighbors. IFRC [17] is a state of the art distributed approach
that mitigates congestion by sharing congestion information
explicitly with the set of all potential interferes of a node,
and uses AIMD to react to the feedback. However, its design
focuses primarily on achieving steady state fairness rather
than rapid convergence or low delay. RCRT [16] is a recent
centralized scheme where the sink employs an AIMD mech-
anism to calculate achievable rates and explicitly informsthe
sources as to the rate as which they can transmit.

While all these schemes are rate-based, router-centric
(with the exception of sink-centric ESRT and RCRT), and
most of them use explicit feedback, they differ greatly from
WRCP. The common theme in most of these proposals is that
they use AIMD based mechanisms to perform rate control,
while WRCP takes a different approach by using explicit and
precise feedback regarding the available capacity, in order to
provide rapid convergence and low end-to-end delays.

The idea of using explicit/precise feedback regarding
available capacity to perform congestion control has been
explored in the wired context. There exist prior works in the
ATM network literature where mechanisms have been pro-
posed for providing explicit and precise congestion feedback
using the resource management (RM) cells for ABR (avail-
able bit rate) traffic ([5], [15], [12] and [22]). In the Inter-
net context, recent protocols such as XCP [13] and RCP [9]
have highlighted the gains of using precise feedback us-
ing network capacity information, as compared to traditional
AIMD approaches followed by TCP and its many variants.
XCP [13] is a window based protocol that presents improved
stability in high delay bandwidth networks, and RCP is a rate
based protocol that improves the flow completion times for
short flows. In a multi-hop wireless setting, WCPCAP [18]
is a distributed rate control protocol that can achieve max-
min fairness using explicit capacity information. The key
difference between WCPCAP and WRCP is that WCPCAP
relies on a model that is very specific to an 802.11 mulithop
network. It is not clear how this model can be ported to a sen-
sor network setting. WRCP on the other uses a very simple
model, that we show works well in the context of a CSMA
MAC for sensor networks. Further, WCPCAP does not cater
for external interference, or present validation for its parame-
ter settings, whereas as has been demonstrated WRCP works
well in the presence of external interference, and the parame-
ter settings for WRCP are well understood. WRCP is similar
in spirit to RCP in its design and goals, since it is a rate based
protocol and attempts to shorten the flow completion times
by explicitly allocating rates based on available capacityin
the network. The key difference between RCP (as well as
XCP) and WRCP is that in the wired context, to keep the



system scalable, the core challenge is to perform a router
centric explicit and precise congestion notification without
maintaining any flow state information. In the wireless sen-
sor network context, flow states can be maintained (due to
the potentially small number of flows), but the main chal-
lenge is how to estimate the available capacity.

Our design of WRCP has been enabled by the use of the
receiver capacity model. It quantifies the capacity presented
by a receiver to flows that are incident on the receiver, and
presents constraints on the receivers that defines the band-
width sharing that takes place between flows incident on a
receiver. The model is particularly useful in our setting, since
it caters to a CSMA based wireless sensor network. There
are other interference models in the literature. Among the
most commonly used models are graph based models, such
as the clique capacity model ([6], [8]), and link based models
such as the SINR model [7] and the ALOHA model [24]. We
believe these models, which have been largely used in theo-
retical studies, are not well suited to CSMA-based networks.
For the clique-capacity model it is hard to determine all the
possible cliques in a distributed manner; the SINR model is
more akin to modeling MAC’s with variable bit rate radios;
the ALOHA model is very specific to the ALOHA MAC.

10 Conclusions
We have presented the design and implementation of the

Wireless Rate Control Protocol, which is the first protocol
to use explicit feedback based on precise capacity informa-
tion to achieve a max-min fair rate allocation over a collec-
tion tree. Through a comparative evaluation with IFRC [17]
we have shown the advantages of using explicit capacity in-
formation in designing rate control algorithms when com-
pared to AIMD approaches, in terms of flow completion
times, goodput and end-to-end packet delays. Currently
WRCP has been designed to specifically operate over a col-
lection tree, in our future work we plan to enhance WRCP to
work for any-to-any routing topologies.
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