ANALYSIS OF AFFECTIVE CUES IN HUMAN-ROBOT INTERACTION:
A MULTI-LEVEL APPROACH

Ginevra Castellano and Peter W. McOwan
Department of Computer Science,
School of Electronic Engineering and Computer Science,
Queen Mary University of London, UK

ABSTRACT
This paper reviews some of the key challenges in affect recognition research for the purpose of designing affect-sensitive social robots. An important requirement for a social robot is to be endowed with recognition abilities that vary according to the context of interaction. This paper presents an approach for the analysis of different affective cues depending on the distance at which user and robot interact.

1. INTRODUCTION
An important aspect of the design of social robots [1] is the ability to infer the user’s affective and mental states, so as to be able to engage in and act in an appropriate way during social interactions, for example, to ensure the user is interested in maintaining the interaction or to behave empathically.

The design of an affect recognition module based on the interpretation of the user’s behaviour is the first step towards the generation of a proper social behaviour. While researchers have been increasingly investigating affect recognition [2], the design of such a module to be integrated in a human-robot interaction framework has not been extensively addressed yet.

Robot companions are an example of robots which may benefit from the integration of such a “social perception module”. Robot companions can be useful in many applications: they can be employed as personal assistants in smart environments, as interactive toys for therapy and rehabilitation purposes, they can provide additional functionalities to assist carers, healthcare workers, etc. For robot companions to be able to cover these roles it is necessary that they are endowed with social capabilities [3] and are sensitive to what happens in the external world, with a special attention to what the user feels or communicates.

In order to establish a truly natural interaction with the user, recognition abilities must be designed according to the context of interaction. This paper presents an approach to affect recognition in which different affective cues are analysed depending on the distance at which user and robot interact, with a focus on non-verbal cues. In the following, we review some of the issues arising in the process of endowing robots with affect sensitivity. Challenges in the design of an affective perceptual framework sensitive to different types of cues are also discussed.

2. CHALLENGES IN AFFECT RECOGNITION RESEARCH

The design of robots that behave socially requires research on affect recognition to be taken beyond the state of the art. First of all, it is necessary that robots are provided with the ability to detect more subtle states than just prototypical emotions and their affect recognition system is trained with spontaneous, real-life expressions. They need to be sensitive to multiple modalities of expression, as affective messages are multimodal by their nature. Finally, affect recognition systems need to work in unconstrained environments. In the following we review some of the challenges and relevant issues for the design of social robots from the perspective of affect recognition.

2.1. Beyond prototypical affective states

Most of the research on affect recognition mainly addressed the issue of recognition of prototypical affective states such as basic emotions (e.g., joy, sadness, disgust, surprise, fear, anger, etc.). Social robots, instead, should be endowed with affect recognition abilities which go beyond the detection of prototypical emotions and are also sensitive to application-specific affective states, such as interest, boredom, frustration, willingness to interact, etc.

Some efforts reported in the literature include the work by Kapoor et al. [4], who proposed an approach to predict frustration in users interacting with a learning companion using multimodal non-verbal cues and the system developed by el Kaliouby and Robinson [5], that allows for the detection in real-time of complex mental states such as agreeing, concentrating, disagreeing, interested, thinking and unsure from head movement and facial expressions.
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The inclusion of affect representation into a framework for affect recognition represents a pressing need, while at the same time it is still challenging. In this respect, incorporating theories from psychology [6] would allow for models for automatic affect recognition to be improved to make the detection of more complex affective and mental states feasible.

2.2. Spontaneous affective expressions

One of the primary requirements for socially intelligent robots, such as robot companions, is the sensitivity to the affective states and expressions displayed by the user in everyday’s life. This requires robots to be provided with affect recognition systems that are trained with spontaneous, real-life and, possibly, application-specific expressions. One of the issues in affect recognition research is that most of the studies reported in the literature are based on acted affective expressions. These can be defined precisely and include several expressions for the same individual; they can be characterised by very high quality, but they often reflect stereotypes and exaggerated rather than spontaneous expressions.

In the affect recognition community, there have been some attempts to build systems based on spontaneous, real-life expressions. Ioannou et al. [7], for example, designed a neurofuzzy system for emotion recognition which allows for the learning and adaptation to a specific user’s naturalistic facial expression. Kapoor et al. [4] proposed a system that detects and responds to a user’s naturalistic non-verbal expressions that precede frustration. Devillers and Vasilescu [8] investigated the detection of affective states in a corpus of real-life dialogs collected in call centers using linguistic and paralinguistic features. Other researchers reported results on the automatic discrimination between posed and spontaneous facial expressions: see, for example, the work by Valstar et al. [9], who proposed an approach to distinguish between posed and spontaneous smiles by fusing multiple modalities of expression.

2.3. Sensitivity to multiple modalities

When considering affect recognition, it is expected that social robots are capable of integrating and interpreting multiple signals of different nature. Fusing multimodal affective cues can increase the chances that a better understanding of the affective message communicated by the user is achieved.

While multimodal affect recognition represents an important requirement of affect sensitive systems, the majority of the studies reported in the literature focus on affect recognition based on one single modality [2]. Nevertheless, studies on multimodal affect recognition are currently gaining ground. Some studies addressed bimodal affect recognition based on the fusion of facial expressions and body gesture, facial expressions and head gesture, head and body gesture, facial expressions and speech, physiological signals and speech. See [2] for an extensive overview. Some attempts of using multiple modalities have also been reported in the literature. In [4] frustration is predicted using several non-verbal affective expressions. Another study shows how facial expressions, body gesture and speech information is fused together at different levels to infer eight emotions in speech-based interaction [10]. In [9] multimodal information conveyed by facial expressions, head and shoulders movement is combined to discriminate between posed and spontaneous smiles.

A key issue in multimodal affect recognition is represented by the fusion of different modalities. Results from studies in psychology and neurology [11] report that the integration of different perceptual signals occur at an early stage of human processing of stimuli. This seems to suggest that different affective signals should be processed in a joint feature space rather than combined with a late fusion. Moreover, often features from different modalities are incompatible and their relationship is unknown. New methods for multimodal fusion should take into consideration what are the underlying relationships and correlation between different modalities [12].

The integration of multimodal information should not focus only on signals generated by the user, but also on contextual features. The appearance and the behaviour displayed by a social robot can definitely influence the perception of the user and her affective feelings towards it. Other contextual information such as the personality of the user, the type of interaction with the robot (e.g., short-term vs long-term), the environment in which the interaction takes place can also play an important role in the process of understanding how the user feels. An example reported in the literature is the work of Kapoor and Picard [13], who proposed an approach for the detection of interest in a learning environment by combining non-verbal cues and information about the learner’s task.

2.4. Robustness in everyday settings

Socially intelligent robots must be able to work in the user’s everyday settings. This means that affect recognition systems must be designed so as to be robust in real-world conditions: face detectors and body and facial features tracking systems which are robust to occlusions, noisy background [14], rigid head motions are examples of important requirements.

From the perspective of affect recognition, an issue that cannot be neglected is the type of platform that an affect recognition system runs on. Running complex algorithms for image processing and high-level interpretation on mobile platforms can be more problematic than for fixed robots, where distributed architectures can be designed to overcome issues related to limited processing power. To overcome this problem a possible approach can consist of having an additional laptop computer mounted on the robot. On the other hand, detection of simple low-level cues is also important, for example to endow a robot with an attention system [15].

Working in the user’s settings, a robot must be able to
infer the user’s state in real-time. In this respect, the segmentation and the analysis of the temporal dynamics of affective expressions represent a key issue, since a user’s affective state can start at any time [2]. The dynamics of affective expressions is a factor of primary importance in the interpretation of human behavior. Affective expressions vary over time, together with their underlying affective content. Analysis of static affect displays cannot account for temporal changes. Detection of temporal segments of affective expressions and analysis of their temporal evolution are then issues to be considered in the design of an affect recognition system for social robots. Some efforts towards a dynamic account for affective expressions that have been reported in the literature include [14], [9] and [16].

3. A MULTI-LEVEL APPROACH

As described in the previous Sections, it is expected that social robots are endowed with the ability to analyse different types of affective cues. These directly depend on the specific scenario of interaction with the user.

In a given scenario, the distance between user and robot defines the level of interaction between them. This means that the distance impacts the ability and the need for the robot to perceive and interpret different affective cues and states. In the following Sections we propose an approach in which different types of affective expressions analysis are performed depending on the distance existing between user and robot.

3.1. Short-range interaction

We refer to short-range interaction as the condition in which user and robot are face-to-face. Under these conditions, the cues that robots can base their prediction of affect on are those emerging in “face-to-face interaction”. With specific reference to non-verbal cues, examples are facial expressions, eye gaze, head gestures and orientation, posture, body expressivity [17]. An examplar work is the study by Kapoor et al. [4], who proposed a method to detect frustration in users interacting with a learning companion agent based on analysis of multimodal non-verbal behaviours including facial expressions, head gestures, posture, skin conductance and mouse pressure. In the robotics domain, one of the most famous examples is the work by Breazeal and colleagues, who designed an attention system based on low-level perceptual stimuli for the Kismet robot [15]. An overview of other studies investigating analysis of affective cues in face-to-face interaction is provided in Section 2.

3.2. Medium-range interaction

In case of medium-range interaction, robot and user do not interact face-to-face, but the user is the range of the robot. When users are at this distance from the robot, not too far and not too close, two examples of affective states/events that may be important for the robot to detect, are the predisposition to interaction and the interaction initiation.

The assessment of such states/events do not necessarily require the high-level interpretation of complex cues and expressions. The main focus, at this level, is on global indicators, such as full-body movements and their qualities, such as the quantity of motion and the degree of contraction/expansion of movements and gestures, that are reported to be effective cues for affect discrimination (see, for example, [16] and [18]). Recognition of simple gestures and actions, such as waving, approach, or avoidance may also be relevant to infer some information about the user in interaction scenarios in which the user is not interacting face-to-face with the robot but at the same time is still in its proximity. A combination of low and high-level cues may be of help when the robot is required to assess an “interaction initiation” condition. As in such a condition it is expected that the user approaches the robot from a certain distance and then gets close to it, the combination of full-body movement analysis and recognition (e.g., amount of movement, motion direction, approach) and analysis of face-to-face cues, such as face direction and eye gaze (see the work by Peters [19] for an example of modelling an interaction initiation scenario in a multi-agent environment based on gaze) is envisioned to be included in a framework for affective and affect-related states recognition.

3.3. Long-range interaction

This Section refers to interaction scenarios in which the user is in the same environment, but not in the range of the robot. Presence of people in the room, predisposition to interact, group affect are some of the affect-related states and expressions that a social robot may be designed to detect. Coarse cues such as the amount of people present in the room and the frequency with which each person moves in proximity of the robot during an interaction session may be of help to the robot in determining whether it is required or not and from which user. Global indicators of movement are the main focus also for this type of scenario. Gross actions (such as walking towards the robot), expressivity of the single user [10] and group expressivity [20] are some of the indicators that a social robot can analyse in order to assess an overall propension to interaction.

4. SUMMARY AND CONCLUSION

This paper presented an overview of some of the challenges in affect recognition from the perspective of human-robot interaction. As a requirement for social robots to establish a social interaction with humans, affect sensitivity is discussed with respect to issues such as the ability to perceive spontaneous and application-dependent affective states, the ability to analyse different modalities, the robustness in everyday settings.
An approach for the analysis of different affective cues depending on the distance existing between user and robot in a given interaction scenario was proposed. We claim that in order to establish a truly natural and engaging interaction with the user, social robots should be endowed with recognition abilities that vary according to the context of interaction.
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