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Abstract—Low-density parity-check (LDPC) codes are adopted in many applications due to their Shannon-limit approaching error-correcting performance. Nevertheless, belief-propagation (BP) based decoding of these codes suffers from the error-floor problem. Recently, a new type of decoders termed finite alphabet iterative decoders (FAIDs) were introduced. The FAIDs use simple Boolean maps for variable node processing. With very short word length, they can surpass the BP-based decoders in the error floor region. This paper develops a low-complexity implementation architecture for FAIDs by making use of their properties. Particularly, an innovative bit-serial check node unit is designed for FAIDs, and the symmetric Boolean maps for variable node processing lead to small silicon area. An optimized data scheduling scheme is also proposed to increase the hardware utilization efficiency. From synthesis results, the proposed FAID implementation needs only 52% area to reach the same throughput as one of the most efficient Min-sum decoders for an example (7807, 7177) LDPC code, while achieving better error-correcting performance in the error-floor region.

I. INTRODUCTION

Low-density parity-check (LDPC) codes are used in many applications due to their excellent error-correcting performance. Traditionally, LDPC codes are decoded by the iterative belief propagation (BP) algorithm [1] or its approximations, such as the Min-sum algorithm [2], with small performance loss. The BP-based decoding can approach the Shannon limit. Nevertheless, due to the presence of cycles in the corresponding Tanner graph, the error-correcting performance curve in high signal-to-ratio (SNR) region can flatten out. This is called the error floor. It happens because the decoding can get ‘stuck’ in trapping sets [3], [4] and fail to converge even if more decoding iterations are carried out. The performance in the error-floor region is of critical importance for applications that require very low error rate, such as flash memory and optical communications. Intensive research has been conducted to lower the error floor [5]–[7]. However, existing approaches need either multiple decoding trials with high-overhead post-processing or complicated variable node processing.

Recently, a new type of decoders, finite alphabet iterative decoders (FAIDs), were introduced for LDPC codes [8]. In these decoders, the messages are represented by alphabets with a very limited number of levels, and the variable-to-check (v-to-c) messages are derived from the check-to-variable (c-to-v) messages and channel information through a predefined Boolean map that is designed to optimize the error-correcting capability. It has been shown that, with only seven levels in the alphabets, which translate to 3-bit word length, FAIDs can outperform floating-point BP decoders in the error-floor region over binary symmetric channel. In addition, multiple FAIDs with different map functions can be adopted to further improve the performance at the cost of higher complexity [9].

This paper proposes a low-complexity implementation architecture for FAIDs by making use of their properties. Since the required word length is very short, adopting bit-serial check node units (CNUs) and processing all the v-to-c messages connected to a check node simultaneously would lead to higher efficiency in the decoder. An innovative bit-serial CNU architecture is developed for FAIDs based on the architecture in [10], which introduced one of the most efficient designs for Min-sum decoders. As opposed to the design in [10], both ’Min1’ and ’Min2’ are computed in our CNU to prevent performance loss on the FAIDs. Moreover, the Boolean maps at the variable node units (VNU) of FAIDs are symmetric and lead to small area requirement. An optimized data scheduling scheme is also proposed in this paper to maximize the hardware utilization efficiency. For a (7807, 7177) quasi-cyclic (QC) LDPC code, synthesis results show that the proposed FAID implementation with 7-level alphabets only requires 52% area to reach the same throughput as the Min-sum decoder in [10], while achieving better performance at the error-floor region.

The structure of this paper is as follows. Section II introduces FAIDs. The proposed decoder architectures are presented in Section III. Section IV analyzes the hardware complexity and provides comparisons with Min-sum decoders, and conclusions are drawn in Section V.

II. FAIDS AND MIN-SUM DECODERS

An LDPC code is a linear block code that can be defined by the corresponding parity check matrix $H$ or the associated Tanner graph. In the Tanner graph, a check (variable) node represents a row (column) of $H$, and a check node is connected to a variable node if the corresponding entry in $H$ is nonzero. The $H$ matrix of a QC-LDPC code consists of $r \times t$ sub-matrices of dimension $L \times L$. Each sub-matrix can be either a cyclically shifted identity matrix or a zero matrix. Due to the regularity in $H$, QC-LDPC codes usually have more efficient hardware implementations.
In FAIDs and BP-based decoders, messages are passed iteratively between check and variable nodes until a valid codeword is found or the maximum iteration number is reached. Each message in FAIDs is represented by an alphabet that is confined to \(2s + 1\) levels \(\{0, \pm L_i : 1 \leq i \leq s\}\), where \(L_i \in \mathbb{R}^+\) and \(L_i > L_j\) for any \(i > j\). Moreover, the message from the channel is denoted by \(y\), and \(y = \pm C\) for binary symmetric channel. Let \(m_1, \ldots, m_{d_v - 1}\) represent the incoming messages to a node with degree \(l\). In this paper, we focus on codes with constant variable node degree \(d_v = 3\). VNUs compute \(v\)-to-\(c\) messages. The \(v\)-to-\(c\) message to a check node is derived based on the channel information and the \(c\)-to-\(v\) messages from all other connected check nodes computed in the previous decoding iteration. An example of a Boolean map, \(\Phi_v\), for computing the \(v\)-to-\(c\) messages in a FAID with 7-level alphabets is shown in Table I when \(y = -C\). The table for \(y = C\) is symmetric to Table I. On the other hand, the function \(\Phi'_v\) used in the VNUs of Min-sum decoders is

\[
\Phi'_v(y, m_1, \ldots, m_{d_v - 1}) = y + \sum_{j=1}^{d_v-1} m_j. \quad (1)
\]

Moreover, for both decoders, the hard-decision of each bit is updated as the sign of \(y + \sum_{j=1}^{d_v-1} m_j\) in each decoding iteration.

Both FAIDs and Min-sum decoders share the same check node processing, which computes \(c\)-to-\(v\) messages. The \(c\)-to-\(v\) message to a variable node is calculated using the \(v\)-to-\(c\) messages from all other connected variable nodes. Assume the check node degree is \(d_c\), the function at the CNU, \(\Phi_c\), is

\[
\Phi_c(m_1, \ldots, m_{d_c - 1}) = \prod_{j=1}^{d_c-1} \text{sign}(m_j) \min_{j=1,\ldots,d_c-1}(|m_j|). \quad (2)
\]

From (2), the \(c\)-to-\(v\) messages from a check node can only have two possible magnitudes, the minimum and second minimum ones among the magnitudes of all incoming \(v\)-to-\(c\) messages. They are denoted by \(\text{Min1}\) and \(\text{Min2}\), respectively. As a result, only four values need to be recorded for each check node: \(\text{Min1, Min2, S} = \prod_{j=1}^{d_c} \text{sign}(m_j)\), and the index of the variable node, \(I\), that provides \(\text{Min1}\). Then the message to the variable node with index \(I\) has magnitude \(\text{Min2}\) and those to all other variable nodes have \(\text{Min1}\). The sign of each \(c\)-to-\(v\) message can be computed as multiplying \(S\) with the sign of the corresponding \(v\)-to-\(c\) message.

### Table I

<table>
<thead>
<tr>
<th>(m_1/m_2)</th>
<th>(-L_3)</th>
<th>(-L_2)</th>
<th>(-L_1)</th>
<th>0</th>
<th>+(L_1)</th>
<th>+(L_2)</th>
<th>+(L_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>(-L_1)</td>
<td>(-L_1)</td>
<td>(-L_1)</td>
<td>(-L_1)</td>
<td>0</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
</tr>
<tr>
<td>0</td>
<td>(-L_1)</td>
<td>(-L_1)</td>
<td>(-L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td></td>
</tr>
<tr>
<td>(L_1)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>(-L_2)</td>
<td>0</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
</tr>
<tr>
<td>(L_2)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>(-L_3)</td>
<td>0</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
</tr>
<tr>
<td>(L_3)</td>
<td>0</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
<td>(L_1)</td>
</tr>
</tbody>
</table>

A complete treatment of the FAID can be found in [8]. The frame error rate (FER) of the FAID for a \((7807, 7177)\) QC-LDPC code with \(L = 211\), \(r = d_c = 37\), and \(t = d_v = 3\) over binary symmetric channel with cross-over probability \(\alpha\) and 15 decoding iterations are shown in Fig. 1. As it can be observed, the FAID with 7-level alphabets has better performance than the floating-point BP in low FER region. In addition, it can substantially outperform the Min-sum decoding with 5-bit word length.

### III. VLSI Architectures for FAIDs

In this section, an efficient FAID implementation architecture is developed for QC-LDPC codes. Since the FAID requires very short word length, adopting bit-serial CNU and processing all the \(v\)-to-\(c\) messages connected to a check node simultaneously would lead to higher efficiency. This section proposes an innovative bit-serial CNU architecture based on the design in [10]. The CNU in [10] only computes \(\text{Min1}\), and \(\text{Min1+1}\) is used as \(\text{Min2}\). However, such an approximation could lead to performance loss and raise the error floor in the FAID. In our proposed CNU, both \(\text{Min1}\) and \(\text{Min2}\) are computed at the expense of small area overhead. Moreover, the CNU can be efficiently implemented due to the symmetry in the Boolean map table. An optimized interleaved data scheduling scheme is also developed in this section to maximize the hardware utilization efficiency of the FAID.

Fig. 2 shows the proposed bit-serial CNU architecture. The \(d_c\) \(v\)-to-\(c\) messages are in sign-magnitude form. They are input simultaneously starting from the most significant bits (MSBs) of the magnitudes, and the sign bits are loaded last as the least
significant bits (LSBs). Each input has a flag $f_i$ ($1 \leq i \leq d_v$). $f_i = '0'$ means that the corresponding input is a candidate of the minimum magnitude. At the beginning, the flags are all '0'. After a flag is flipped to '1', it will stay at '1' and mask the corresponding input through the OR gate on the left column of Fig. 2. The outputs of the OR gates are ANDed together. If any unmasked input bit is '0', the output of the $d_v$-input AND gate in the middle is '0'. As a result, the unmasked inputs whose bits are '1' will have the corresponding flags flipped to '1'. If none of the unmasked inputs is '0', then the flags remain unchanged. Apparently, the output of the $d_v$-input AND gate is the bit of the minimum magnitude in each clock cycle. Assume that $w$ is the word length, Min1 is available at the registers after $w − 1$ clock cycles. Also, the index $I$ can be derived from the flags at this time. In the $w$th clock cycle, the signs of the input messages are XORed to compute $S$.

In our design, Min2 is computed after Min1 is derived. There are two cases to consider.

**Case 1:** There is only one unique Min1, and accordingly only one flag is '0' at the end of the $w − 1$th clock cycle. In this case, Min2 should be the minimum magnitude among the rest $d_v − 1$ inputs. Hence, it can be computed by using the architecture in Fig. 2 for a second round and initializing the flag corresponding to the input that equals Min1 as '1'. The $d_v$ flags for Min1 should be loaded into another set of registers to derive the index $f$ before the second round starts. Also the second round only needs $w − 1$ clock cycles since $S$ does not need to be computed again.

**Case 2:** There are multiple equal minimum magnitudes in the input messages, and accordingly multiple zero flags at the end of the computation for Min1. In this case, Min2 is equal to Min1, and does not need further computation.

To differentiate these two cases, a unique zero detector (UZD) is included in the CNU. Its output signal, 'd', is asserted when there is only one zero flag. It can be generated as

$$d = \sum_{i=1}^{d_v} f_i \prod_{j \neq i} f_j,$$

where the add and multiply denote logic OR and AND, respectively. Through substructure sharing, the area requirement of the UZD can be reduced.

The VNU of the FAID can be efficiently implemented in a bit-parallel way using logic gates. $d_v$, c-to-v messages and the channel information are available to the VNU at the same time. After one clock cycle, $d_v$ v-to-c messages are derived simultaneously according to the Boolean map. To facilitate the computations in the CNUs, the alphabet levels are encoded into binary representations according to sign-magnitude format. Since the Boolean map is symmetric, the logic expression of each output bit can be effectively simplified through Karnaugh-map reduction.

Assume that the $H$ matrix of the QC-LDPC code has $r \times t$ nonzero sub-matrices of dimension $L \times L$, our proposed decoder employs $rL$ CNUs to process all rows of $H$ simultaneously in order to reach high throughput for optical communication and data storage systems. Accordingly, the check node processing for a decoding iteration can be finished in $2w$ clock cycles: $w$ clock cycles to find $\{\text{Min1}, I, S\}$, one clock cycle for unique zero detection, and $w − 1$ clock cycles to compute Min2 if necessary. In each decoding iteration, variable node processing follows check node processing. To increase the hardware utilization efficiency, two data blocks can be interleaved as proposed in [10], so that the variable node processing for one data block overlaps the check node processing of the other block. However, in the design of [10], $tL$ VNUs are adopted, and each bit-parallel VNU generates $d_v$ v-to-c messages for the same column of $H$ in one clock cycle. Hence, the variable node processing only takes one clock cycle, which is much shorter than the latency of the check node processing. This causes the VNUs to be idle most of the time. To maximize the hardware utilization efficiency, we propose to adopt less copies of the VNUs, and use the VNUs in a time-multiplexed manner to match the speed of the CNUs. As a result, the hardware cost of the overall decoder can be significantly reduced without sacrificing the throughput.

Fig. 3 shows the proposed scheduling of the computations in the decoding process. The darker and clear bars belong to the decoding of two data blocks. Since each column of $H$ does not have a dedicated VNU in our design, the results of the CNUs need to be permuted before they are sent to the VNUs according to the locations of the nonzero entries in $H$. This permutation can be done by multiplexors in one clock cycle. To match the speed of the CNUs, the columns of $H$ need to be divided into $2w − 1$ groups, and the variable node processing for each group is completed in one clock cycle. In addition, the permutation can be simplified as barrel shifting if the columns of $H$ processed each time are whole block columns of size $L$. Therefore, $L[t/(2w − 1)]$ VNUs can be adopted. The digits on the bars for the VNUs in Fig. 3 are the indices of the groups of columns. Without sacrificing the throughput, our scheme requires a substantially smaller number of VNUs than that in [10] at the expense of a small permutation network. Due to the interleaving, the registers for storing $\{\text{Min1}, \text{Min2}, I, S\}$ and the v-to-c messages need to be doubled to avoid access conflicts. These registers are also used as serial-to-parallel and parallel-to-serial converters between the VNUs and CNUs.

### IV. Complexity Analysis and Comparisons

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>Synthesis Results for CNUs Using 180nm CMOS Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Min-sum CNU [10]</strong></td>
<td><strong>Proposed CNU</strong></td>
</tr>
<tr>
<td>($w = 5$)</td>
<td>($w = 3$)</td>
</tr>
<tr>
<td>Area ($\mu m^2$)</td>
<td>6306 (1)</td>
</tr>
<tr>
<td>Max. freq. (Mhz)</td>
<td>384</td>
</tr>
<tr>
<td>Latency (# of clks)</td>
<td>6</td>
</tr>
</tbody>
</table>

Taking a $(7807, 7177)$ QC-LDPC code with $L = 211$, $r = d_v = 37$, and $t = d_v = 3$ as an example, the proposed FAID is synthesized in this section and compared with the Min-sum decoder in [10], which is among the most efficient existing designs. As shown in Fig. 1, with 7-level alphabets,
which translate to 3-bit word length, the FAID decoder can achieve better performance than the Min-sum decoder with 5-bit word length in the error floor region. The proposed CNU and VNU for the FAID with $w = 3$ are synthesized using SMIC 180nm CMOS technology and compared with those with $w = 5$ for the Min-sum decoder from [10] in Table II and III, respectively. During the synthesis, the clock frequency is set to higher values gradually, and the largest clock frequency that does not lead to sudden increase in the area is listed as the maximum achievable clock frequency in these tables.

Compared to the CNU for the Min-sum decoder in [10], the extra UZD needed in the proposed CNU causes 21% area increase. The check node processing for the Min-sum decoder with $w = 5$ can be finished in five clock cycles. However, another clock cycle is spent on computing $\text{Min}2=\text{Min}1+1$ in the design of [10]. Hence, the latency of the CNU for the Min-sum decoder with $w = 5$ is also six clock cycles.

It can be seen from Table III that the proposed FAID VNU has smaller area. The major reason is that 5-bit multi-input adders are required in the VNU of the Min-sum decoder according to (1), while the 3-bit symmetric Boolean map in the FAID can be implemented with simpler logic. Moreover, the Min-sum decoder also needs a saturation module to bound the sum of the messages within $w$ bits. This module is not necessary in the FAID VNU since the output messages are decided by the Boolean map.

### Table III

<table>
<thead>
<tr>
<th></th>
<th>Min-sum VNU [10] (w = 5)</th>
<th>Proposed FAID VNU (w = 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area ($\mu m^2$) (normalized)</td>
<td>5009 (1)</td>
<td>4454 (0.89)</td>
</tr>
<tr>
<td>Max. freq. (MHz) (normalized)</td>
<td>555 (1)</td>
<td>625 (1.13)</td>
</tr>
<tr>
<td>Latency (# of clks)</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Although the FAID requires extra permutation networks and its CNUs have additional UZDs and copies of registers for storing the flags resulted from the Min1 computation, the VNUs dominate the overall decoder area due to the high code rate. As a result, the proposed FAID only needs 52% the area of the Min-sum decoder in [10]. The critical paths of both decoders lie in the CNUs, and they are the same. Also both decoders require the same number of clock cycles in each decoding iteration. Hence, their achievable throughputs are the same. Assuming that 15 decoding iterations are carried out, the latency of both decoders is $15 \times (2 \times 6) = 180$ clock cycles. Considering that two data blocks are interleaved, the achievable throughput is $(2 \times 7807) \times 384/180 = 33.3$ Gbps.

### V. Conclusion

In this paper, a low-complexity implementation architecture was developed for the FAID. A novel bit-serial CNU was designed for the FAID and the implementation of the Boolean map for VNU is simplified using its symmetric property. In addition, the computation scheduling was optimized to fully utilize the hardware units. Compared to most efficient existing Min-sum decoders, the proposed FAID decoder requires substantially smaller area to achieve the same throughput. Our future work will be devoted to reducing the complexity of multiple FAIDs with different Boolean maps, which can be adopted to further lower the error floor.
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