Unsupervised Grow-Cut: Cellular Automata-based Medical Image Segmentation
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Abstract—This paper presents a new cellular automata-based unsupervised image segmentation technique that is motivated by the interactive grow-cut algorithm. In contrast to the traditional method which requires user-interaction to identify classes, the unsupervised grow-cut algorithm (UGC) starts with a random number of seed points and automatically converges to a natural segmentation. This is useful when deriving classes from large image datasets for applications such as region-based image retrieval. The algorithm has been tested on a subset of thirty medical images derived from the ImageCLEFmed database and 300 natural images from the Berkeley dataset. The unsupervised grow-cut algorithm has been compared against the Mean Shift method and Normalized Cut method. The segmentation outcome of the UGC algorithm is comparable with the other two methods. The number of classes derived by the UGC is independent of the number of initial seed points. Incorporating cellular automata makes the computational complexity of the algorithm independent of the dimension of the image and feature space.

I. INTRODUCTION

Segmentation is the process of deriving meaningful regions from images that are homogeneous with respect to local image features such as texture, color, edges etc. Supervised segmentation methods typically extract specific regions from images through user interaction or from manually generated training images [1, 2, 3, 4, 5]. For medical images, obtaining ground-truth is a cumbersome process, and is subject to intra and inter-operator variability. Several approaches have been proposed in literature for performing unsupervised image segmentation [6, 7, 8, 9]. Unsupervised segmentation is particularly useful for region-based image retrieval applications that derive “similar” regions/classes of unknown categories from a large database of images. Our objective for performing unsupervised segmentation is to automatically derive semantically relevant regions from medical images and create a visual ontology for the iMedline project at the National Library of Medicine (NLM) [10]. Since there can be multiple ways of partitioning an image, our goal is to sequentially generate hierarchical partitions using local image features. In this paper, unsupervised segmentation has been performed on low-resolution images to derive coarse segmentations from images. In future, we would like to incorporate automatic parameter selection based on top-down information to derive detailed regions from hierarchical image partitions.

Here, we explore the use of cellular automata (CA) for unsupervised image segmentation. This follows from evidence in literature where CA have been used to perform a wide variety of image processing tasks such as noise removal, edge detection, morphology detection, ridge-valley detection, convex hull detection etc. [11]. The proposed unsupervised grow-cut method is motivated by benefits offered by the interactive grow-cut algorithm [12] which offers reasonably robust segmentation but is dependent on user input and is also limited by the number of classes defined in the interaction. In the traditional method, a user can label some pixels in an image as “true” (+1) and some others as “false” (-1). Starting from the labeled pixels, the grow-cut algorithm propagates the labels using color features to derive an optimal cut (or segmentation) for a given image. However, the algorithm is dependent on the correctness of user-marked labels. To overcome this limitation and automate the process, we have developed the unsupervised grow-cut (UGC) algorithm, which can automatically identify the number of classes and the class boundaries based on local image features present in an image. Starting from random number of labels, the value for each cell (image pixel) is updated using the information of its current state and its neighbors. Cellular automata are a type of complex adaptive system in which, small locally operating units act in unison to produce a global emergent behavior. Cellular automata were introduced by von Neumann and Ulam and simulate the biological process of self-reproduction [13]. Other biologically-inspired computation systems such as Self-Organizing Feature Maps (SOFM) [14], Particle Swarm Optimization (PSO) [15], and Genetic Algorithms (GA) [16], etc. have been successfully used for medical image processing. Cellular-automata based interactive image segmentation was introduced fairly recently by Vezhnevets, and Konouchine [12] and used for interactive medical image segmentation by Kim et al. [17].

This paper is organized as follows. Section 2 describes the proposed algorithm in detail along with its relationship with other existing unsupervised segmentation algorithms: Mean Shift method and the Normalized Cut-based image segmentation method. The contribution of this research work is also presented in section 2. The description of datasets used and the results obtained are discussed in section 3. The future work and conclusions are described in section 4.
II. PROPOSED METHOD: UNSUPERVISED GROWCUT

Cellular automata are dynamic systems that evolve on a discrete grid of cells that interact locally to produce information at a global scale. In general, any discrete system undergoing deterministic local interactions can be modeled as a cellular automaton. Cellular automata computation is considered to be “brain-like” and modeled on computations performed by neurons in the human visual cortex. Typically, a CA consists of some pre-defined state-transition rules, which determine the value of each cell based on the value of its neighborhood cells. In case of image segmentation, the state transition rules are applied iteratively to update the value of each pixel in an image. A cellular automaton is defined using a triple \((S, N, \delta)\), where \(S\) is the state, \(N\) is the neighborhood and \(\delta\) is the state transition function (rule). The algorithm to update cell labels \(l\) and strengths \(\theta\) is described below:

**UGC update rule**

// For each cell...
for \(\forall p \in X\)
// Copy previous state
\[ f_{t+1} = f_t; \quad \theta_{t+1} = \theta_t; \]
// neighbors try to attack current cell
for \(\forall q \in N(p)\)
   if \[ g\left(\left| l_p - l_q \right|\right) \cdot \theta_q > t \text{ AND } l_q \neq l_p \]
      \[ l_{p, t+1} = l_q; \quad \theta_{p, t+1} = g\left(\left| l_p - l_q \right|\right) \cdot \theta_q; \]
   // create equivalence class
   if \( l_p \neq 0 \)
      \[ \left[ l_{p, t+1} \right] = \{ p \in X | p \sim l_{p, t+1} \} \]
   end if
end if
end for

A. Computational complexity

Since the UGC algorithm is dependent on state transitions occurring at local neighborhoods, the computational complexity is \(O(s*n)\), where \(s\) is the number of original seed points and \(n\) is the size of the local neighborhood. This is very advantageous because the computational complexity is independent of the image size or dimension of the feature space (color/texture etc.) that is used to determine the state transition rule.

B. Related Work

The UGC method is quite similar to the Mean Shift method of unsupervised image segmentation and the Normalized Cut-based image segmentation, which combine spatial information along with image features to perform segmentation. There are however some key differences between our approach and these two methods.

The mean shift algorithm works by averaging data points over a local neighborhood at successive iterations. It is a global optimization technique, in which data points are repeatedly shifted to the sample mean in a local neighborhood. In contrast, the data points remain unchanged in the case of the UGC algorithm. At each iteration, only the label matrix is updated using the cellular automata evolution rule. Instead of averaging over a window of points, the CA uses simple state transition rules to update the value of the central pixel in the local window. Since this state transition operation can be easily implemented using logic operations, implementing a cellular automata based segmentation on a N-dimensional image.

The algorithm to update cell labels \(l\) and strengths \(\theta\) is described below:
becomes straightforward, which is not the case for mean shift clustering.

Normalized Cuts is a graph-based image partitioning algorithm, which uses a feature similarity measure and spatial proximity to derive optimal partitions of a weighted undirected graph. Unlike UGC, the number of desired partitions has to be specified by the user before performing segmentation.

C. Contributions
Incorporating cellular automata for unsupervised segmentation offers the following advantages:
1. The number of classes need not be specified before segmentation is performed.
2. Since cellular automata use simple state transition rules, it is extensible to other features. Currently pixel intensity values have been used as state transition rules, but other image features such as texture, edges, probability maps depicting relative positions etc. could be easily incorporated into this framework.
3. The computational complexity of the segmentation algorithm is independent of the image size or the number of image features.

III. RESULTS
The algorithm was tested on a synthetic image, 300 natural images from the Berkeley dataset and 30 images from the ImageCLEFmed database. The results obtained from each of the datasets is described below.

A. Synthetic image segmentation
At first, the unsupervised grow-cut algorithm was tested on a synthetic image with four objects (Fig. 1(a)). Fig. 1(b) shows the initial seed points (labels) that were randomly assigned to the image. Panels (c) and (d) in Fig. 1 show regions found during the process of growing and merging of the labels using an equivalence relation to derive final number of classes and class boundaries. Fig. 2(a) shows the number of classes derived by UGC as a function of the number of initial seed points. The figure suggests that when a reasonably good size of initial seed points is chosen, the algorithm consistently returns the same number of classes. Fig 2(b) depicts that the execution time of the algorithm is a function of the number of original seed points. This is expected because the algorithm is O(s*n) as discussed previously. For this experiment, a fixed-size local neighborhood of 3x3 was chosen.

Figure 1. (a): Original image; (b): Initial random seed points with labels; (c) – (d): UGC grows and merges the random labels until it finds the desired classes based on color feature; (d) Segmented image with 5 labels. One for each object, and the background.

Figure 2. (a): The number of classes derived by UGC as a function of the number of initial seed points. (b): The execution time of UGC as a function of the number of initial seed points.
B. Natural image segmentation

Unsupervised segmentation using UGC was then performed on the Berkeley dataset consisting of 300 natural images. This dataset was chosen, because it consists of ground truth segmentation and could be used to compare the segmentation outcome of UGC against the Normalized Cuts method [1] and the Mean Shift algorithm [2] on four evaluation measures:

1. The Probabilistic Rand Index (PRI), which compares the segmentation outcome and the ground truth and counts the fraction of pairs of pixels that are correctly labeled.

2. The Variation of Information (VoI), which is defined as the average conditional entropy of one segmentation result given the other.

3. The Global Consistency Error (GCE), which measures the extent to which a segmentation result can be viewed as a refinement of the other at different scales.

4. The Boundary Displacement Error (BDE), which measures the average displacement error of boundary pixels between two segmented images. It computes the distance between a pixel in one boundary image and the closest pixel in the other boundary image.

Figures 3 shows segmentation outcome from UGC on four natural images from the Berkeley database. Table 1 shows the average evaluation measures derived from the segmentation outcomes from the 300 images. The table shows that the segmentation results from UGC are comparable with the Mean Shift and the Normalized cuts methods of image segmentation.

<table>
<thead>
<tr>
<th>Method</th>
<th>PRI</th>
<th>VoI</th>
<th>GCE</th>
<th>BDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>0.8574</td>
<td>1.1</td>
<td>0.0797</td>
<td>4.99</td>
</tr>
<tr>
<td>Mean Shift</td>
<td>0.76</td>
<td>2.4</td>
<td>0.23</td>
<td>9.7</td>
</tr>
<tr>
<td>NCuts</td>
<td>0.72</td>
<td>2.9</td>
<td>0.22</td>
<td>9.6</td>
</tr>
<tr>
<td>UGC</td>
<td>0.68</td>
<td>2.3</td>
<td>0.27</td>
<td>9.9</td>
</tr>
</tbody>
</table>

C. Medical image segmentation

The UGC algorithm was then compared with the mean shift algorithm (MS) and the normalized-cut method (NCut) of unsupervised segmentation on a subset of 30 MRI images of the lung and brain derived from the ImageCLEFmed database [18] from Oregon Health & Science University (OHSU). The parameters used for each algorithm were: UGC (threshold=0.95, initial labels=100), MS (spatial bandwidth=8, range bandwidth=4, minimum region area=50), NCut (number of final labels=10). Figures 4 and 5 show segmentation outcomes on 10 lung and brain images from the ImageCLEFmed database. The leftmost panel in these figures shows the original image resized to a lower resolution of 64x64 pixels. The next panel shows segmentation outcome using UGC. The other two panels show segmentation outcomes using the MS and the NCut methods respectively. Since the imageCLEFmed database does not have ground truth segmentation, quantitative evaluation of segmentation results could not be performed for this dataset. A visual inspection of the segmentation outcomes from all the images shows that the results of UGC are comparable with the other methods. Figure 6 depicts the stopping criteria of the UGC by plotting the number of pixels updated in the label matrix as a function of the number of iterations for the top two images of Figure 4.
Figure 4. (a): Original image 64x64. (b): Segmentation outcome using UGC. (c): Segmentation outcome using MS. (d): Segmentation outcome using NCut. The pseudo color images were generated using *label2rgb* command in Matlab®.
Figure 5. (a): Original image 64x64. (b): Segmentation outcome using UGC. (c): Segmentation outcome using MS. (d): Segmentation outcome using NCut. The pseudo color images were generated using `imagesc` command in Matlab.
IV. CONCLUSION AND FUTURE WORK

We present an unsupervised image segmentation technique using cellular automata where the number of classes and class labels are automatically determined by the algorithm at run time. The method has been compared with the mean shift method and the normalized cut method for unsupervised image segmentation. The segmentation outcomes of our CA-based method are comparable to the results of existing unsupervised segmentation methods. Segmentation using cellular automata is advantageous for the following reasons: efficient parallel implementation possible; computational complexity is independent of dimension of the image; extensibility to other features.

As mentioned previously, the algorithm parameter is currently set manually by the user. Since this algorithm would be used for image retrieval application, automatic selection of parameters using text-based top down information would be performed in future to derive relevant details from images.

Since a unique set of deterministic state transition rules is used to segment each image, segmentation and region characterization may be performed in a single step using this method. Validation of state transition rules as a means to quantitatively characterize anatomical regions present in medical images is another subject of future work for the iMedline medical image retrieval project at the National Library of Medicine (NLM).
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