An Ontology-Matching based Proposal to Detect Potential Redundancies on Enterprise Architectures
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Abstract—Our work presents an approach to automatic detection of potentially redundant elements within an Enterprise Architecture (EA). Unintended or unidentified redundancies can affect the data quality, duplicating efforts which may lead to inconsistencies. Evaluating and identifying manually redundant elements in large information systems (IS) is a tedious, error-prone and time-consuming task. Untimely, incomplete or inaccurate analysis, could affect the dynamics and organizational flexibility that promotes an EA. Our proposal is a MDA (Model-Driven Architecture) and Ontology-Alignment based. The main idea is to perform a transformation from an EA model towards ontology in OWL format (Ontology Web Language) and exploit ontology matching tools to infer correspondences between concepts. Our objective is to support architects analysis and making decisions with an integral view which describes EAs data and processes, and its inner relationships.
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I. INTRODUCTION

The Enterprise Architecture (EA) definition improves the business and Information Systems (IS) alignment within organizations. The alignment concept is based on ideas commonly used in EA frameworks, where business and Information Technology (IT) are described, and is a key issue in business because of the impact on the entire organization. The need for duplicated data insertion in different systems, the effort required to keep multiple coherent replicas of the same information and the lack of business information are common examples of such misalignment [1].

In [2] some concerns are mentioned that arise when a company faces the challenge of aligning IT and business: i) Analyze the current situation and determine the future business strategy. ii) Document the current architecture state and design the future architecture state. These evaluations require an accurate and complete diagnostic of the actual state of the company in all its domains (organizational structure, business processes, services, applications, infrastructure and information). The EA frameworks are mostly informal, so there is a lack of EA tools that can help enterprise architects to check this alignment [3].

In particular, inside the information domain of an EA, analysis of actual information assets should be conducted to detect and/or eliminate unplanned redundancies [4]. The causes of designs with unintentional redundancies range from strategies to improve performance or IS availability, to the lack of communication and cooperation within an organization. Therefore a controlled and intentional redundancy can be differentiated from an unplanned one that leads to performance and security problems, overcosts and inconsistencies [5].

A. Problem Description

The redundant information may lead to inconsistencies, overlapping entities, and duplication of efforts in design and development [5]. Let consider an organization with two ERPs (Enterprise Resource Planning) which need to be analyzed as part of, for example, a ISs migration process, merger or corporate acquisition. In both IS there will be concepts such as: *Supplier, Purchase Order, Bill*, etc. These concepts may not have exactly the same structure (name, attributes, data types, metadata, etc.). Similarly, processes such as *Approving Purchase Orders and Manage Bills*, may be common to these two systems, despite the syntactic or functional differences that may exist.

The descriptions in the EA should facilitate the identification of these matches, so it can support the migration, integration or unification strategies definition. With the current tools, architects must manually review and compare the set of artifacts that describe both systems and write down the results of their comparisons in other non-formal artifact (spreadsheets, text documents, images, etc.).

A manual alignment procedure implies a high probability of error and a large investment of time and resources [6], due to errors, omissions, or delays in the identification of such situations. The problem of finding similarities within heterogeneous schemas has been addressed from the perspective of ontology alignment, given the similarities between ontologies and database schemas [7]. Different systems of automatic ontology alignment have been proposed, however, they address the schema matching in an isolated way and the results of such comparisons are not formally incorporated
in the EA. Within its scope, information architecture relationships with processes, applications and services are not included, thus offering a partial view of the organization.

Automating the alignment task is not a trivial problem, since the exact semantics of the model is only fully understood by its designers and can not be fully expressed by the scheme itself [8]. The alignment of schemes is a task that has two main challenges: i) The size of the schemes and the number of matches to be performed are increasing. ii) The complexity of comparing data sources that have syntactic, semantic and terminological heterogeneity [9].

B. Objectives y Contributions

Our proposal main objectives are: i) Semi-automate the process of identifying redundant entities in the context of an EA, exploiting ontology alignment techniques. ii) To enrich the formal descriptions of the information architecture current state, adding the implicit relationships among its elements. iii) Supporting impact or gap analysis task, through a view that describes these relationships.

The main contributions of this work are: A EA metamodel is extended to express elements of the information domain and explicit and implicit relationships that exist among them. We developed a tool that automatically transforms information architecture models to ontologies and compares them with the aim of finding similarities. We implemented a user interface that allows to verify (confirm / edit / reject) the candidate mappings generated by the matching engine. We developed a graph-based report that displays the correlations detected inside the information domain.

C. Document Structure

The rest of this paper is structured as follows: Section II provides a study case to motivate this work. Section III describes the context in which our proposal is framed. Section IV develops the proposed solution. Section V outlines the experimental process. Section VI talks about related work and finally Section VII offers the conclusions.

II. MOTIVATION

In order to better describe the problem, let’s take as an example two ERP systems from an organization used in the Enterprise Architecture Laboratory at the University of Los Andes. Figure 1 shows a part of the two SI involved: On the left the ERP1 system is described and on the right the ERP2 system is depicted. These views correspond to artifacts that have syntactic, semantic and terminological heterogeneity.

Our proposal main objectives are: i) Semi-automate the process of identifying redundant entities in the context of an EA, exploiting ontology alignment techniques. ii) To enrich the formal descriptions of the information architecture current state, adding the implicit relationships among its elements. iii) Supporting impact or gap analysis task, through a view that describes these relationships.

The main contributions of this work are: A EA metamodel is extended to express elements of the information domain and explicit and implicit relationships that exist among them. We developed a tool that automatically transforms information architecture models to ontologies and compares them with the aim of finding similarities. We implemented a user interface that allows to verify (confirm / edit / reject) the candidate mappings generated by the matching engine. We developed a graph-based report that displays the correlations detected inside the information domain.
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The main contributions of this work are: A EA metamodel is extended to express elements of the information domain and explicit and implicit relationships that exist among them. We developed a tool that automatically transforms information architecture models to ontologies and compares them with the aim of finding similarities. We implemented a user interface that allows to verify (confirm / edit / reject) the candidate mappings generated by the matching engine. We developed a graph-based report that displays the correlations detected inside the information domain.

C. Document Structure

The rest of this paper is structured as follows: Section II provides a study case to motivate this work. Section III describes the context in which our proposal is framed. Section IV develops the proposed solution. Section V outlines the experimental process. Section VI talks about related work and finally Section VII offers the conclusions.

Table I: CANDIDATE MAPPINGS BETWEEN ERP1 AND ERP2

<table>
<thead>
<tr>
<th>ERP1 Element</th>
<th>ERP2 Element</th>
<th>Sim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Create Person</td>
<td>Create Account</td>
<td>0.9</td>
</tr>
<tr>
<td>Activate Person</td>
<td>Approve Account</td>
<td>0.8</td>
</tr>
<tr>
<td>Person</td>
<td>Customer</td>
<td>0.9</td>
</tr>
<tr>
<td>Person</td>
<td>Account</td>
<td>0.75</td>
</tr>
</tbody>
</table>

III. BACKGROUND

A. Enterprise Architecture

An Enterprise Architecture (EA) offers an integral and structured way to describe an organization, its IS, and how these are integrated to achieve the business goals supported by Information Technologies (IT). This description is made out of documents, diagrams and other artifacts that formalize different points of view of the organization, so that they are a reference and support for decision making. Nowadays, various AEs frameworks are widely used, like Zachman [20], Department Of Defense Architecture Framework (DoDAF) [21] and The Open Group Architecture Framework (TOGAF) [22]. These frameworks have in common the disaggregation in EA dimensions: i) Business Architecture defines the strategy, governance, organization and key business processes. ii) Data Architecture describes the logical and physical organization data assets structure and the data management resources. iii) Application Architecture provides a model for applications to be deployed, their
Figure 1. Example of business and information domain alignment

interactions and relationships with key business processes of the organization. iv) Technology Architecture describes the hardware and software capabilities that are required for the deployment of business services, data and applications.

Data architecture domain is the focus of our contribution and has as an objective to define types and data sources needed to support the business, so they can be: Complete, consistent, stable and understood by users [22].

B. Tartarus: An EA Metamodel

Model-Driven Architecture (MDA) is a proposal by the OMG to address software development by providing a set of guidelines to structure specifications expressed in models. It is neutral in terms of technology and provider, and seeks to significantly reduce the development effort, separating the system architecture from the platform architectures. One of the MDA key elements is the Platform Independent Model (PIM) that describes the structure and behavior of a system, but not their implementation. The particular platform implementation (JEE, .NET, etc.) is defined in a Platform Specific Model (PSM), which originates from the PIM. To realize this conversion, changes are made based on detailed templates for each platform, which map elements of the PIM to PSM elements.

Tartarus is a MDA approach, for the EAs analysis, of the Moosas Project at the University of Los Andes [23]. Its core is a metamodel that allows the definition of EA models. Tartarus arises as a solution choice to the current variety of frameworks, standards, tools and formats that are part of the definition of an AE [24]. A first phase of this project focused on finding differences between business processes.

Figure 2 provides an overview. The project is comprised of five packages: Enterprise contains the structure, value chain, principles, organizational incentives and other strategic elements. Continuum meets the definitions to describe how the EA evolves. Management has the necessary factors to evaluate the artifacts that form an architecture. Environment is the elements set that describes the environment in which business operates. Architecture brings together the key concepts to visualize and structure the EA. Architecture package is divided into three domains: Business Domain: Describes the business processes. Technology Domain: Includes software and hardware capabilities that support services and information business. Information Domain: Structures data components that are a part of the company information.

C. Ontology

Ontology is, basically, an explicit description of a specific knowledge domain, defined in terms of their concepts, properties, attributes, constraints and individuals [25]. Formally we can define ontology as: $O = \{C, P, H^C, H^P, A^O, I, R^I\}$. Where $C$ is the set of concepts,
$P$ is the set of properties and $H^C$ is the hierarchy of relationships between concepts such that $H^C \subset C \times C(e_i, e_j) \in H^C$ denotes that the concept of $e_i$ is a subconcept of $e_j$. In the same way $H^P$ defines the hierarchical relationships among properties. $A^O$ is the set of axioms. $I$ refers the set of individuals, meaning, concepts and properties instances who are associated by relational instances $R^I$. One of the main advantages of ontologies is to provide useful features for intelligent systems, knowledge representation and engineering [26].

D. Ontology Alignment

An ontology alignment function can be formally defined as: $f(O_1, O_2) = \{e_{i1}, e_{i2}, i, r_i\}$ [9] [27], where $O_1$ and $O_2$ are input schemes/ontologies, respectively called source and target. $e_{i1}$ and $e_{i2}$ are two compared entities; $i$ corresponds to the index of similarity or confidence (measured between 0 and 1); and $r_i$ is the relationship (equality, specialization, generalization) that may exist between $e_{i1}$ and $e_{i2}$. Detecting similar elements among different information sources is also a core need in assessment, migration, and integration processes, evolution of SI, exchange of information in P2P systems and composition of web services [9].

In 2004 Ontology Alignment Evaluation Initiative (OAEI) arises, an initiative that annually evaluates ontology alignment systems. The OAEI objective is to compare different proposals, with the aim of offering conclusions about the best techniques and strategies, for which, it is provided some test cases on which different systems experiment. Among the evaluated issues we can find: The benchmark track, The directories and thesauri track, Instance matching. Performance on these tests is typically measured under three indicators: Precision refers to the fidelity and expresses the proportion of effective elements of total items retrieved. Recall is associated with completeness and measures the ratio between the total of retrieved items over the total number of elements that should have been identified. The F-Measure combines precision and recall to determine a balance between them and ranges from 0 to 1: $F-Measure = \frac{2 \cdot Precision \cdot Recall}{Precision + Recall}$.

There are several proposed methods for automatic alignment of ontologies [10] [6] [7] and our proposal includes some of them. The alignment main techniques are scheme-, content-, and combined-based. The scheme-based only take into account the structural information of the scheme, not its content. Within this group linguistic, textual, structural and restrictions comparisons are applied. Content-based strategies involve statistics, patterns or even the same data to infer correspondences. The combined techniques apply the above approaches for better results. This combination can be manually or automatically configure, using machine learning. This paper does not seek to determine the best way to detect possible redundancies, but to adapt and apply techniques and advances in the field of ontology alignment to the EA context.

IV. Proposed Solution

Our proposal is a model-driven work supported by ontology alignment that semi-automatically identifies potentially redundant elements. This approach allows to formally expressing the organization data schemas in a central and homogeneous repository that favors analysis and evaluations of the organization data assets. Our contribution is a part of a work in progress, which as a first step defined the metamodel with the basic concepts that describe an EA [24]. That work also generated: A importer of processes expressed in XPDL (XML Process Definition Language) and a mechanism to find automatically the differences between two versions of a business process. Our contribution in particular, addresses the information domain, but it additionally includes base elements to the model to align other domains of EA in the future work.

The system imports the structures from an XML schema or a database connection and puts it in a model conforming to Tartarus metamodel. Starting from the model a transformation to OWL is made, to infer similarities between elements using an ontology alignment system. The results of these inferences are loaded back to the repository. Our proposal is divided into six stages and an overview is shown in Figura 3.

A. Import Schemes

Initially business processes and entities formal description is required. These definitions can be expressed manually or imported from a JDBC, XML and XPDL source, to obtain a model containing processes, entities and their relationships, in terms of Tartarus concepts. In Figure 4 our information architecture metamodel (left) is detailed, which is an adaptation of the work proposed in [28], enriched with the definitions of the inferred relationships between entities, tables comments and columns comments. The Schema metaclass represents the schemes contained in the EA. In our case, the ERPI scheme becomes the instance Schema:SI. The Attribute metaclass is specialized into two subclasses: SimpleAttribute defines columns in the database or XML Schema primitive types, they have a data type (INTEGER, DOUBLE, STRING, etc.). On the other hand, Abstract refers to entities in a relational model or complex data types in XML Schema.

For example, the entity Person becomes an object Abstract:SI.Person and each of their fields (Fullname, Born-date, Mail, etc.) are objects of type SimpleAttribute with their respective types of data. In BinaryAbstractAggregation, the relationships between each pair of Abstract elements are defined. The relationship between the entities Person and Order is represented by the association BinaryAbstractAggregation:Person.Order.

The MatchResult metaclass mapps inferred correspondences between Abstract elements, after the alignment execution. At point zero there are no results of alignments, these
are added after the first iteration. For example, an instance MatchResult:S1.Person_S2.Customer represents a mapping where, left:S1.Person, right:S2.Customer, similarity:0.9 and type:EQUIVALENCE. As mentioned before, although this work focuses on the redundancy detection in the information dimension, the domain of business processes metamodel was also extended so the similarities between elements of processes (Mapping concept) could be expressed. Furthermore it is required to associate DataObjects with data entities (Abstract) that support them, through a Link metaclass. The automation of these comparisons between different domains is in progress at the time of writing this document.

B. Transform Model

Subsequently, we run a Tartarus-OWL transformation to bring all the concepts defined in the model to ontologies, see Figure 5. The decision of using OWL [29] was due to the greater expressiveness and vocabulary that provides for the description of knowledge, compared to other formats like RDF. An OWL file is generated for each schema defined in the model. Each Abstract object is translated into an owl:Class. SimpleAttribute elements are mapped as owl:DatatypeProperty of the container OWL class. The data type of these attributes is redefined as primitive XMLSchema data. If the attribute is also marked as an identifier, an element owl:FunctionalProperty is included. Abstract type attributes are transformed into elements owl:ObjectProperty, where the domain is the container class and the range corresponds to the Abstract attribute. BinaryAbstractAggregation instances also become owl:ObjectProperty, where source and destination Abstract equated to domain and range respectively. Finally, the Attribute.remarks are transformed as rdfs:comment of OWL classes and properties.

C. Provide Inputs

The next step is to provide input ontologies to the alignment system. In order to do this, we made a combinatorial in which, from a universe of $n$ ontologies we take a subset $k$ of two elements (source and target ontology) to compare them. The total number of comparisons is given by the binomial coefficient $C(n, k) = \frac{n!}{k!(n-k)!}$. In a case with three schemes, whole aligning task requires three comparisons:
The matching engine, that is currently part of our solution, is AgreementMaker [13]. This decision was supported in terms of availability, documentation, algorithms variety, scalability and obtained results\(^1\) in the last OAEI campaign [30]. For each pair of ontologies/schemas, we apply a matchers set that are already implemented within AgreementMaker. Each algorithm must be configured with parameters such as similarity threshold and cardinality. These techniques use names, comments, tags, data types and ontologies structures to determine degrees of similarity. With the outputs of each comparison, we conducted a post-processing that consists in applying transitivity relationship between different schemes alignments, to infer new associations.

To better explain the post-processing, we assume that we apply a set of algorithms \(A = \{a_1, a_2, a_3\}\) over the schemes \(S_1, S_2, S_3\). As a result we get three mappings \(S_1 \times S_2 = \{S_1.\text{Person} \simeq S_2.\text{Customer}, S_1.\text{Store} \simeq S_2.\text{Warehouse}\}\), \(S_1 \times S_3 = \{S_1.\text{State} \simeq S_3.\text{Province}\}\), and \(S_2 \times S_3 = \{S_2.\text{Customer} \simeq S_3.\text{Client}, S_2.\text{Bill} \simeq S_3.\text{Invoice}\}\). Note that the \(S_1 \times S_3\) mapping did not include correspondence \(S_1.\text{Person} \simeq S_3.\text{Client}\), but based on the mappings \(S_1 : \text{Person} \simeq S_2 : \text{Customer}\) and \(S_2 : \text{Customer} \simeq S_3 : \text{Client}\), and applying transitivity, we can infer: \(S_1 : \text{Person} \simeq S_3 : \text{Client}\).

\(^1\)Top three in the Benchmark Track

---

**Figure 5. Tartarus-OWL Transformation**

\(S_1 \times S_2, S_2 \times S_3\) and \(S_1 \times S_3\).

**E. Verify Mappings**

Once the candidate mappings are calculated, they must be verified by the architect. The system presents a user interface with an inferred relationships and similarity index table, allowing him to approve, modify the relationship type or reject the mapping. After the expert confirmation, these checks become permanent (Verified state) in the model.

**F. Consult Model**

Once the alignment results are confirmed, a Tartarus-dot transformation generates a graphical report. *dot* is a domain specific language that allows drawing directed graphs as hierarchies [31]. Mappings are expressed as directed graphs, to provide the expert the view of correlations between the different model elements. Figure 6 shows the transformations of Tartarus elements to a dot elements: Schema to Cluster, Abstract to Node and MatchResult to Edge. Additionally some graphic conventions were added for ease of interpretation.

---

**V. EXPERIMENTATION**

In our experiment, we continue with the study case worked in Section II, extending it to all the elements of the scheme and including two additional SI. We have developed a proposal prototype as an Eclipse project. This project contains the metamodels, transformations and import and alignment tools. Using this prototype we have implemented a two phases experiment: First phase evaluates each of the transformations in terms of performance and accuracy of the alignment process. Second phase compares the results accuracy by applying transitivity between different alignments. In this section, we hope to evaluate the levels of precision achieved with this prototype. We also measured the contribution of post-processing, to the initial technics,
in terms of F-Measure (see Section III-D). The machine on which the experiment was conducted is a laptop with dual core processor, 2.2 GHz, 64-bit and 4GB RAM.

A. Phase 1

In the initial test four schemes were loaded: ERP1 (S1) and ERP2 (S2) mentioned in Section II, together with a user and roles management scheme (S3) and a system CRM (S4). Through the JDBC-EMF importer, we access schemes to populate the Tartarus model. The tool loaded the structure in 922 ms from the database, comprised of: 48 tables and 168 fields distributed in 4 schemes. 72.7% of the items had comments, which were also included in the model to further support the process of alignment. The resulting model consists of 260 entities and 1,175 attributes. The next step was the execution of Tartarus-OWL transformations. The process output was 4 ontologies, one for each schema for a total of 48 Class, 168 DataProperties and 47 ObjectProperties in OWL format, with their respective annotations. The average execution time of these transformations was 490 ms.

The alignment was done programatically in Java, invoking algorithms iteratively already incorporated in the AgreementMaker engine. Six comparisons were processed between different ontologies in 57,130 ms. The algorithms were the ones selected in the AgreementMaker proposal in the OAEI Benchmark Track 2010 Campaign: Advanced Similarity uses a character comparison technique. Parametric String makes a pre-processing where it cleans, lemmatizes and tokenizes text for implementing syntax comparison. Multi Words is a technique based on vector space similarity where close concepts are taken into account. Lexical Synonym compares synonyms and hypernyms. Partial Graph makes structural comparisons based on graphs and Linear Weighted Combination, an algorithm that combines the results generated by the above, calculating an average of similarity. We vary the similarity threshold to evaluate the achieved accuracy in each of the six comparisons (S1xS2, S1xS3 ... S3xS4). The obtained results were compared against the reference alignments, which are golden rules defined by an expert. We use a reference alignment to evaluate the results accuracy. Figure 7 relates the levels of accuracy (F-Measure) achieved in each comparison for different similarity thresholds.

We could verify how in every comparison of ontologies pairs, different levels of accuracy are achieved under the same similarity threshold. Empirically we found that the ontologies/schemas that belong to distant domains, i.e. offered less common elements (i.e., S3xS4), have very low levels of accuracy (less than 10%). On the other hand, ontologies/schemas of closer domains (i.e., S1xS2) show better indicators (up to 46%). In general, these results show lower levels of accuracy in contrast to the 89% obtained by the AgreementMaker in the Benchmark Track 2010. Our hypothesis is that the distance between the compared domains affects significantly the levels of Recall and Precision. While in the Benchmark Track ontologies of related domain are compared (for example, ontologies of the Bibliography domain) that have a lot of concepts and the same or similar terms, our work compares not close and not exhaustive domains like an ERP or CRM systems.

B. Phase 2

The second phase evaluates the results incorporating the post-processing for verification of transitive relations. The same set of threshold values used in Phase 1 was taken. We estimate for the range of threshold values (40-70), the F-
Measure average of the 6 comparisons. Figure 8 contrasts the averages obtained in Phase 1 (PROM1) and Phase 2 (PROM2).

We managed to increase the accuracy average of the alignment process for each of the evaluated levels of similarity threshold. The most significant increase occurred with a threshold of 55% where we got 4% more than what was obtained in Phase 1. We found that the best results were also obtained with thresholds close to 55%. Finally, the 2,138 mappings obtained with the best accuracy indicator, were incorporated into the model Tartarus. A total of 2,142 entities, 8,568 attributes and 4,284 associations were added to the model to store these inferences in 3.292 ms. Thus, the inferred relationships charted new links between EA elements to increase its completeness.

VI. RELATED WORK

Protégé [32] is a widely used environment for designing ontologies, and thanks to its extensible architecture, allows adding plug-ins for specific uses. Among them exist some plug-ins that let you import schemes to ontologies [33] and align ontologies [34].

Many studies have addressed the schemes alignment [6] [7] and implemented tools to automate it [10] [11] [12] [13] [14] [15]. These approaches align ontologies and export the resulting mappings to proprietary formats, spreadsheets, flat files, OWL or RDF. RiMoM [35] is a multi-strategy framework of ontology alignment that automatically combines different techniques. RiMoM was among the top three proposals of the OAEI Benchmark Track 2010 Campaign. This system allows you to configure database connections to compare schemes.

Finding similarities in business processes, has been a topic discussed by other authors. In [17] and [18] it is proposed the alignment application based on graphs and lexical to find similar activities in business process models. On the other hand, a proposal for expressing business processes with Petri nets on ontologies to realize semantic alignments is proposed in [16]. Also a framework for automatic derivation of comparisons between two business processes is presented in [19].

Our proposal, unlike these works, integrates, centralizes and enhances the schemes alignment, since our metamodel defines the information domain and its entities, not in an isolated way but integrated with business process elements that make up the EA.

VII. CONCLUSIONS

We have presented a proposal to detect semi-automatically redundant elements in data schemas in an EA framework. Tartarus metamodel was extended to include explicit and implicit relationships between entities and business processes. We exploit a system to generate ontological alignments of these entities using different techniques. Then we incorporate the results of the EA alignment, to facilitate analysis processes in information architecture. Next we contrast the differences, in accuracy levels by comparing close and distant domain ontologies. We show evidence, such as applying transitivity, we improve the accuracy of an alignment process.

Given the accuracy rates in our experiments, we conclude that it is necessary an expert reviewing to verify and confirm the mappings in order to validate their quality. We have shown that it is possible to semi-automatic support the process of identifying potential redundancies, shortening the comparisons time and consolidating the resulting mappings. We are currently working on the inclusion of business processes domain within alignment tasks. This will enable semi-automatically aligning of business processes, and also infer links between processes and data elements.
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