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Abstract 

The detection of coronavirus (COVID-19) is now a critical task for the medical practitioner. The coronavirus spread 

so quickly between people and approaches 100,000 people worldwide. In this consequence, it is very much essential 

to identify the infected people so that prevention of spread can be taken. In this paper, the deep feature plus support 

vector machine (SVM) based methodology is suggested for detection of coronavirus infected patient using X-ray 

images. For classification, SVM is used instead of deep learning based classifier, as the later one need a large dataset 

for training and validation. The deep features from the fully connected layer of CNN model are extracted and fed to 

SVM for classification purpose. The SVM classifies the corona affected X-ray images from others. The methodology 

consists of three categories of Xray images, i.e., COVID-19, pneumonia and normal. The method is beneficial for 

the medical practitioner to classify among the COVID-19 patient, pneumonia patient and healthy people. SVM is 

evaluated for detection of COVID-19 using the deep features of different 13 number of CNN models. The SVM 

produced the best results using the deep feature of ResNet50. The classification model, i.e. ResNet50 plus SVM 

achieved accuracy, sensitivity, FPR and F1 score of 95.33%,95.33%,2.33% and 95.34% respectively for detection 

of COVID-19 (ignoring SARS, MERS and ARDS). Again, the highest accuracy achieved by ResNet50 plus SVM 

is 98.66%. The result is based on the Xray images available in the repository of GitHub and Kaggle. As the data set 

is in hundreds, the classification based on SVM is more robust compared to the transfer learning approach. Also, a 

comparison analysis of other traditional classification method is carried out. The traditional methods are local binary 

patterns (LBP) plus SVM, histogram of oriented gradients (HOG) plus SVM and Gray Level Co-occurrence Matrix 

(GLCM) plus SVM. In traditional image classification method, LBP plus SVM achieved 93.4% of accuracy. 

Keyword- coronavirus, COVID-19, diagnosis, deep features, SVM. 

1. Introduction 
Nowadays, "coronavirus" is prefixed with the word "novel," as it is a new strain of the virus. 

As indicated by the WHO, coronaviruses have a place with a wide family run from the usual 

cold to perilous illnesses (World Health Organization, 2020). The strain that began spreading 

in Wuhan, the capital of China's Hubei locale, is recognized from two distinctive coronaviruses, 
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namely severe acute respiratory syndrome (SARS) and the Middle East respiratory syndrome 

(MERS). Indications of coronavirus defilement go in earnestness from respiratory complexity 

like pneumonia, kidney issue and development of fluid in the lungs. 

On 11th February 2020, the WHO Director-General gave an acronym “COVID-19” to these 

infections were found to be caused by a new coronavirus. In the last two decades, two 

coronavirus epidemics are observed, i.e. SARS-CoV and MERS-CoV. The first one started in 

china, spread to twenty-four countries and reported 8000 cases & 800 of deaths. The second 

one started from Saudi Arabia, reported 2500 cases and 800 deaths. The detail of coronavirus 

is depicted in Table 1. 

Table 1. Detail of coronavirus 

CoV Year Origin Mortality rate 

SARS 2002 Guangdong province, China 10% 

MERS 2013 Saudi Arabia 34% 

COVID-19 2019 Wuhan, China 3.4% 

 

Among the causing pathogens for respiratory diseases, CoV is become the dangerous one 

because of its serial interval (5 to 7.5) and reproductive rate (2 to 3) (Nishiura et al., 2020). The 

CoV belongs to single-stranded RNA viruses (+ssRNA) family mostly observed in animals 

(Perlman et al., 2009; Chan et al., 2013). The analysis carried out till date, the viruses have no 

species barrier and can cause severe diseases like MERS and SARS. The coronavirus infection 

can provoke SARS that is severe enough to be called Acute respiratory distress syndrome 

(ARDS). In general, estimates suggest that 2% of the population are healthy carriers of a CoV 

and that these viruses are responsible for about 5% to 10% of acute respiratory infections (Chen 

et al., 2020b). COVID-19 spreads more quickly than SARS and have symptoms like other 

coronaviruses. Figure 1 shows the distribution of COVID-19 cases and deaths worldwide, as of 

13th April 2020 (European Centre for Disease Prevention and Control, 2020).  
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Figure 1. COVID-19 cases and deaths worldwide, as of 13th  April 2020. 

The test of COVID-19 is currently a difficult task because of the unavailability of the diagnosis 

system everywhere, which is causing panic. On account of the restricted accessibility of 

COVID-19 testing units, we have to depend on different finding measures. Since COVID-19 

attacks the epithelial cells that line our respiratory tract, we can utilize Xray to examine the 

strength of lungs. The medical practitioner often uses Xray images to diagnose any kind of 

lungs diseases. Furthermore, nearly in all emergency clinics have X-beam imaging machines, 

it could be conceivable to utilize Xray to test for COVID-19 without the devoted test kits. 

Therefore, developing an automated analysis system is necessary to save medical professionals 

valuable time.  

In the current situation of the rapid spread of COVID-19 many kinds of research have been 

going on based on clinical features (Yang et al., 2020; Wang et al., 2020; Chen et al., 2020a). 

Deep Learning is a combination of machine learning methods that mainly focused on the 

automatic feature extraction and classification from images. The object detection and 

classification are the two main tasks where deep learning is applied.  The advancement of 

machine learning has a great benefit for clinical decision making and development computer-

aided systems (Greenspan et al., 2016; Wahab et al., 2017; Xia et al., 207; Burlina et al., 2017). 

As the data set available is in hundreds, which is very small for transfer learning approach and 

it's leading a question mark about the robustness of the classification model. So, instead of using 

a pre-trained network as a classifier in transfer learning approach to detect the COVID-19, we 

choose SVM as the classifier. The SVM classifies Xray images of COVID-19 patient, 

pneumonia patient and healthy people with the use of deep features extracted from fully 

connected layer of the pre-trained network.    

In this paper, a classification model is developed, which classify the Xray images of COVID-

19, pneumonia patient and healthy people. The main objective of this research is to screen out 
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the healthy people and pneumonia patient. The healthy people are in doubt because they came 

from abroad or, previously living in a COVID-19 affected area. Again, mostly pneumonia 

symptoms and COVID-19 are some extents similar, and both are lungs related diseases. So, it 

also needs to screen out the pneumonia patient from COVOD-19. Hence, in this study, we 

prepared a dataset contains Xray images of COVID-19 patient, pneumonia patient and healthy 

people. The dataset consists of 127 confirmed COVID-19 images, 127 confirmed pneumonia 

images and 127 healthy images. i.e. in total 381. Again, the pneumonia images include 63 

bacterial pneumonia and 64 viral pneumonia.  The COVID-19 X-ray images are collected from 

the GitHub repository shared by Dr. Joseph Cohen, a postdoctoral fellow at the University of 

Montreal (Cohen JP et al., 2020). The GitHub repository contains Xray and CT images of SARS, 

MERS, and Pneumonia with the frontal and lateral view. Again, we exclude the MERS, SARS, 

and ARDS. We only choose 48 COVID-19 frontal view Xray images. 

The frontal view includes posteroanterior (PA) and anteroposterior (AP) views. Mostly these 

views are used to examine the lung diseases. In addition to GitHub, we collected 79 Xray 

images from Kaggle repository (Kaggle, 2020). Again, another two sets of Xray images 

(pneumonia and healthy) are collected from (Kermany et al., 2018) to train the classification 

model to distinguish the COVID-19 from pneumonia patient and healthy people. The Xray 

images of COVID-19, Bacterial Pneumonia, Viral Pneumonia and Normal are shown in Figure 

2. The detail about the dataset is in Table 2. 

We use this dataset for deep feature extraction using pre-trained networks such as AlexNet, 

VGG16, VGG19, GoogleNet, ResNet18, ResNet50, ResNet101, InceptionV3, 

InceptionResNetV2, DenseNet201, XceptionNet, MobileNetV2 and ShuffleNet. The deep 

features obtained from these networks are fed to the SVM for classification. Again, the 

traditional image classification methods are applied for the detection of COVID-19. 

Table 2. Detail of Dataset.  

Samples Number Repository Total 

COVID-19 COVID-19 

without MERS, SARS, ARDS 
(Frontal View Xray images) 

48 GitHub (Dr. Joseph Cohen) 127 

COVID-19 79 Kaggle 

Pneumonia Bacterial Pneumonia 63 Kermany et al. 2018  127 

Viral Pneumonia 64 

Normal 127  127 
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(a) (b) (c) (d) 

Figure 2. Xray Images (a) COVID-19 (b) Bacterial Pneumonia (c) Viral Pneumonia (d) Normal 

The main contribution of this article is as follows. 

• We prepared a dataset of 381 Xray images, i.e. chest Xray frontal view images of 127 

COVID-19, 127 pneumonia and 127 healthy people. 

• The deep features of most used 13 number of deep CNN models (AlexNet, VGG16, 

VGG19, GoogleNet, ResNet18, ResNet50, ResNet101, InceptionV3, 

InceptionResNetV2, DenseNet201, XceptionNet, MobileNetV2 and ShuffleNet) are 

extracted and used by SVM classifier for detection of COVID-19. 

• The proposed method is a three-class problem to classify the Xray images of healthy 

people, pneumonia patient and COVID-19 patient. 

• Finally, a comparative analysis of deep feature plus SVM and traditional image 

classification method (LBP+SVM, HOG+SVM and GLCM+SVM) is carried out. 

The remaining paper is organised as follow. Section 2 discussed the methodology. The 

experimental results are detailed in section 3. At last, section 4 concludes with future scope. 

2. Methodology 

Deep feature extraction is based on the extraction of features acquired from a pre-trained CNN 

(Lopes et al., 2017). The deep features are extracted from fully connected layer and feed to the 

classifier for training purpose. The deep features obtained from each CNN networks are used 

by SVM classifier. After that, the classification is performed, and the performance of all 

classification models are measured. The COVID-19 disease detection model based on deep 

features by SVM classifier is shown in Figure 3. 
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Figure 3. Detection COVID-19 by SVM based on Deep Feature using X-ray images. 

The deep features of CNN models are extracted from a particular layer and feature vector is 

obtained. The features are fed to the SVM classifier for classification of COVID-19, pneumonia 

patient and healthy people. The CNN is multilayer structure network, and each layer produces 

a response. The layers extract the essential image feature and pass to the next layer. The feature 

layer and feature vector used by CNN models are detailed in Table 3. The activation is in GPU 

with a minibatch size of 64 and GPU memory have space enough to fit image dataset. The 

activation output is in the form of the column to fit in linear SVM training. To train the SVM, 

the function 'fit class error-correcting output codes ('fitcecoc') is used. This function returns full 

trained multiclass error-correcting output of the model. The function 'fitcecoc' uses K(K-1)/2, 

binary SVM model, using One-Vs-All coding design. Here, K is a unique class label. Because 

of error-correcting output codes and one-Vs-all coding design of SVM, the performance of 

classification models is enhanced.   

In the convolution layer, formats of enrolled channels are utilised. Each one channel is limited 

spatially (traverse along with height and weight) but enlarges with the complete deepness of 

input volume. The images that have, Height H, Depth D and Width W shading channels (i.e., 

H × D, W), the enrolled channels isolate an image width as 𝑊1 =
(𝑊−𝐹+2𝑝)

𝑆+1
, here F speaks to 

the spatially expands neuron estimate; p is the main part of zero padding, and S is the size of 

way. Thus, the height is partitioned by 𝐻1 =
(𝐻−𝐹+2𝑝)

𝑆+1
; depth D1 is the extent of the number of 

channels K. For instance, an image having 28 × 28 × 3 (3 is for the shading channels), if the 

open field (or channel) has a size of 5 × 5 × 3 (altogether 75neurons + 1bias), a 5x5 window 

with profundity three moves along the width and height and produces a 2-D activation map. 

The Pooling Layer works individually above all the deepness portion for the input and rescales 

it extensional applying the MAX operation. It obtained the size of the volume of HDW and 

separates the image into 𝑊1 =
𝑊−𝐹

𝑆+1
  as Width and 𝐻1 =

𝐻−𝐹

𝑆+1
 as Stature and profundity D1 is 

same as the info D. After the calculation against each shading channels the MAX task is finished. 

In this way, the feature matrix is then diminished in POOLING layer. 

Table 3. Details of feature layer and feature vector of CNN models. 

CNN  

models 

Feature Layer Feature Vector CNN 

models 

Feature 

Layer 

Feature 

Vector 

AlexNet fc6 4096 Xception predictions 1000 

   Resnet18 Fc1000 1000 

Vgg16 fc6 4096 Resnet50 Fc1000 1000 

Vgg19 Fc6 4096 Resnet101 Fc1000 1000 

   Inceptionv3 predictions 1000 

MobileNetV2 Logits 1000 Inceptionresnetv2 predictions 1000 

ShuffleNet Node_202 1000 GoogleNet loss3-classifier 1000 
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  Densenet201 Fc1000 1000 

 

3. Results and Discussion 

In this study, we examined the performance of classification models for detection of COVID-

19 based on eleven number of CNN models. The experimental studies were implemented using 

the MATLAB 2019a deep learning toolbox. All applications were run on a laptop, i.e. Acer 

Predator Helios 300 Core i5 8th Gen - (8 GB/1 TB HDD/128 GB SSD/Windows 10 Home/4 

GB Graphics) and equipped with NVIDIA GeForce GTX 1050Ti. The measurement of 

performance of each classifier is measured in terms of Accuracy, Sensitivity, Specificity, False 

positive rate (FPR), F1 Score, MCC and Kappa. In addition, this experimentation used One-

Vs-all approach and linear SVM as the SVM classifier parameter. The results reported in Table 

4 and Table 5 are based on the average value of 20 independent executions. The training and 

testing ratio is 80:20 and adapted randomized selection for training and testing in each 

execution.  The accuracy of different classification models with their mean, minimum and 

maximum achievable values in 20 independent execution are recorded in Table 4. Also, the 

other performance measures such as sensitivity, FPR and F1 score of different classification 

models are recorded in Table 5. 

 

 

Table 4 Accuracy (%) of different Classification models based on SVM using deep features of 

various CNN models. 
Classification Models Mean Minimum Maximum 

AlexNet 94.86 90.66 98.66 

DenseNet201 93.86 88.00 97.33 

GoogleNet 91.73 84.00 98.66 
InceptionResnetV2 91.13 81.33 97.33 

InceptionV3 90.26 85.33 96.00 

MobileNetV2 94.46 90.66 98.66 
ResNet18 94.26 89.33 98.66 

XceptionNet 93.00 88.00 97.33 
ResNet101 93.53 88.00 98.66 

ShuffleNet 65.26 60.00 70.66 

VGG16 94.20 92.00 97.33 
VGG19 94.13 89.33 98.66 

ResNet50 95.33 92.00 98.66 

 

 

Table 5 Performance measures (%) in terms of Sensitivity, FPR and F1 Score of different 

Classification models based on SVM using deep features of various CNN models. 
Classification Models Sensitivity FPR F1 Score 

AlexNet 94.86 2.56 94.85 

DenseNet201 93.86 3.06 93.86 

GoogleNet 91.73 4.13 91.74 
InceptionResnetV2 91.13 4.43 91.04 

InceptionV3 90.26 4.86 90.28 

MobileNetV2 94.46 2.76 94.46 
ResNet18 94.26 2.86 94.25 

XceptionNet 93.00 3.50 93.00 

ResNet101 93.53 3.23 93.54 
ShuffleNet 65.26 17.36 58.79 

VGG16 94.20 2.90 94.20 
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VGG19 94.13 2.93 94.15 
ResNet50 95.33 2.33 95.34 

 

It is observed from Table 4, the accuracy of ResNet50 plus SVM is better among the 13 

classification models. The mean, minimum and maximum value of accuracy is higher than the 

other classification models, i.e. 95.33%, 92.00% and 98.66% respectively. Again, it is observed 

from Table 5, the ResNet50 plus SVM results in higher sensitivity and F1 Score, i.e. 95.33% 

and 95.34% respectively. The most important parameter for measuring the performance of any 

classification model is the false positive rate (FPR) and need to be minimum. Here, the 

ResNet50 plus SVM have the lowest FPR, i.e. 2.33%. 

3.1. Comparison with other machine learning approach 

In image processing and machine learning approach, mostly HOG plus SVM, GLCM 

plus SVM and LBP plus SVM are applied for image classification. The accuracy of 

those approaches is given in Table 6. 

Table 6. Accuracy (%) score of traditional image classification methods. 

Methods GLCM+SVM HOG+SVM LBP+SVM 

Accuracy 93.2 88.5 93.4 

 

3.2. Discussion and comparison of simulation results 

The proposed study used pre-trained CNN models to obtain the best performance for detection 

of COVID-19. We evaluated the performance results of deep feature extraction based on the 

AlexNet, VGG16, VGG19, GoogleNet, DenseNet201, InceptionResNetV2, InceptionV3, 

ResNet18, ResNet50, ReseNet101, XceptionNet, MobileNetV2 and ShuffleNet deep models. 

Also, traditional methods such as LBP plus SVM, HOG plus SVM, and GLCM plus SVM, 

which are widely used in object recognition, were applied, and their accuracy scores were 

evaluated.   

First, we extract deep features from a specific layer using the AlexNet, VGG16, VGG19, 

GoogleNet, DenseNet201, InceptionResNetV2, InceptionV3, ResNet18, ResNet50, 

ReseNet101, XceptionNet, MobileNetV2 and ShuffleNet pre-trained networks. The specific 

feature layer and its feature vector are detailed in Table 3. The obtained deep features were 

calculated for their performance using SVM classifier. According to the results, the ResNet50 

plus SVM model achieved the highest classification accuracy, i.e. 95.33%.  

Later, traditional methods such as LBP plus SVM, HOG plus SVM and GLCM plus SVM were 

evaluated for detection of COVID-19. According to the results, among these three methods, the 

highest classification accuracy was 93.4% using the LBP plus SVM classification model. 

4. Conclusion  
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The content of the manuscript about the coronavirus is based on the data available in WHO, 

European Centre for Disease Prevention and Control An agency of the European Union and 

other official websites worldwide. The chest X-ray images are used for simulation purposes are 

collected from GitHub and Kaggle. The adapted methodology for detection of coronavirus 

(COVOD-19) using X-ray images is based on deep feature and SVM. For this, we extracted the 

deep feature of 13 pre-trained CNN model and fed to SVM classifier individually. For better 

robustness of the classification model, each classification model is executed 20 times, and the 

average value is recorded. The classification model, i.e. ResNet50 plus SVM, is performing 

better compared to other 12 classification models. The proposed classification model for 

detection of COVID-19 is achieved 95.33% of accuracy. The accuracy of 95.33% is the average 

of 20 independent executions, and its highest achieved value of accuracy is 98.66%. This 

research may be extended with a large dataset. The limitation of this methodology is that if the 

patient is in a critical situation and unable to attend for Xray scanning. 

Declaration: International Journal of Mathematical, Engineering and 

Management Sciences. ISSN: 2455-7749. (Scopus, Engineering-Q2). 
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