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ABSTRACT
Real-world tagging datasets have a large proportion of new/unseen documents. Few approaches for recommending tags to a user for a document address this new item problem, concentrating instead on artificially created post-core datasets where it is guaranteed that the user as well as the document of each test post is known to the system and already has some tags assigned to it. In order to recommend tags for unseen documents, approaches are required which model documents not only based on the tags assigned to it in the past (if any), but also the content.

The focus of my research is on utilising the content of documents in order to address the new item problem in tag recommendation. I apply this methodology first to simple baseline tag recommenders and then the more advanced tag recommendation algorithm FolkRank [3][4].

One of my main contributions is a novel adaptation to the FolkRank graph model to use multiple word nodes instead of a single document node to represent each document. This enables FolkRank to recommend tags for unseen documents and makes it applicable to full real-world tagging datasets, addressing the new item problem in tag recommendation.
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1. INTRODUCTION

With the advancement of Web 2.0, tagging is a popular methodology for many user-driven document organisation applications, such as social bookmarking websites. The automatic generation of tag recommendations aid the social tagging process and lead to a more valuable document organisation overall. Tags are an unstructured organization method where each user has the liberty of choosing and/or making up any string of characters to be used as a tag for a document. The task of tag recommendation is to automatically suggest a set of tags to a user for a document that he is in the process of tagging.

The data contained in social tagging systems is often described as a folksonomy. A folksonomy is a tuple \((U, D, T, A)\) where \(U\) is the set of users, \(D\) is the set of documents, \(T\) is the set of tags and \(A \subseteq U \times D \times T\) is the set of tag assignments. A tag assignment \(a \in A\) is a triplet \((u, d, t)\) and means that user \(u\) has assigned tag \(t\) to document \(d\) [4].

Thus a folksonomy can be modelled as a hyper-graph with the adjacency tensor given by a 3-dimensional binary matrix \(F = [f_{i,j,k}]\) where each entry \(f_{i,j,k} \in \{0,1\}\) specifies whether or not user \(u_i\) tagged document \(d_j\) with tag \(t_k\). A post in the folksonomy consists of a set of tags \(T_d\) assigned by a user \(u_i\) to a document \(d_j\). The set of posts is given as \(P \subseteq U \times D \times 2^T\) where each post \(p \in P\) is a triplet \((u_i, d_j, T_d)\). We use the notation \((u_i, d_j, \emptyset)\) for query posts where the set of tags \(T_d\) is unknown and to be predicted.

2. RELATED WORK

Existing tag recommendation solutions can be categorised into approaches which model and analyse the folksonomy data in order to come up with recommendations; and content-based approaches where the textual content and/or metadata of documents is considered.

Methodologies relying on the folksonomy data include Hypergraph [12][10], Graph [4][9][5] and Collaborative [1][7][13] approaches. While hypergraph approaches try to capture and analyse all characteristics of the data in their models, graph-based and collaborative approaches can be described as reductionist methods since they reduce the 3-dimensional folksonomy data to one or several 2-dimensional projections. In content-based approaches, the textual content of the documents is used for either Tag/Keyword Extraction [7] or with document classification techniques [2][11].

Hybrid approaches which combine several tag recommenders also exist and have been explored in [8]. The challenge with hybrid approaches is how to combine the recommendations given by the individual components of the system to achieve the best effect.

The effectiveness of tag recommendation algorithms is usually evaluated against simple baseline recommenders. These
include recommending the most popular tags in the system, the most used tags of the user and the most popular tags of the document.

3. PERSONALISING CONTENT-BASED TAG RECOMMENDATION

My first contribution was a hybrid tag recommender which generates predictions based on the content of documents and personalises the resulting tag list to reflect the preference of the user which is learnt from the user profile [6]. The existing documents in the system are represented by their fulltext content using a bag-of-words representation with each word having an importance score with regard to the document (TF-Idf score). The known training documents are organised into groups based on their content by a hierarchical clustering technique. This allows the system to assign the query document to a cluster in the hierarchy and thus identify a content-based neighbourhood of existing documents. The initial set of candidate tags then consists of past tags not only related to the query document but also to documents in the neighbourhood. This gives the system the potential to recommend tags for new documents that have not been tagged yet. The hierarchical clustering also provides a set of content words which are deemed most important for each cluster of documents. If the set of candidate tags for a test post does not contain a sufficient number of tags with scores above a preset threshold, these cluster-related words can be used to generate new tags for the test post.

4. EXTENDING FOLKRANK WITH CONTENT DATA

While utilising the immediate neighbourhood of the query document and user is a simple and effective way to generate and rank a small set of candidate tags, there is a limit to how many of the real tags can be found this way with a reasonable accuracy. If the user decides to use a tag that he has not used before and that also has not been used by his peers for the query document (or its immediate neighbourhood), then a more advanced ranking technique is required to filter out the most probable tags from the large number of total tags in the system.

FolkRank is a graph-based tag recommendation algorithm [3][4] which is modelled on Google’s PageRank. Similarly to PageRank, the key idea of FolkRank is that a document which is tagged by important users with important tags becomes important itself. The same holds symmetrically for users and tags. Users, documents and tags are represented as nodes in an undirected multi-edge tri-partite graph with uniform edge weights (all edges have weight 1). All co-occurrences of users and documents; users and tags; and documents and tags are edges between the corresponding nodes.

The importance or rank of each node is calculated by an iterative weight-spreading algorithm, in a similar fashion to PageRank. To find a set of tag recommendations for a new post \((u, d, \emptyset)\), where the set of tags \(T_j\) is not known (and is denoted by the empty set), the nodes in the graph representing \(u\) and \(d\) are given a high preference weight and the iterative weight-spreading algorithm is executed until the weights in the graph stabilise. The nodes which represent tags are then ranked in descending order of weight, and the top \(K\) ranked tags are selected as tag recommendations, where \(K\) is a predefined number usually set to a value between 1 and 10.

One drawback of the FolkRank algorithm is its complexity and long runtime. However, more importantly, FolkRank can only generate successful recommendations for posts where the user and document are already known to the system. This makes FolkRank only applicable to artificially created post-core datasets of level 2 or higher with any success. When trying to apply FolkRank to a query post with a new user and/or new document, it defaults to recommending either the most popular tags of the user, the most popular tags of the document or the most popular tags in the system, depending on whether the document, the user or both are new. While the new user problem is not as prominent since each user is only new during his first post, the new document problem is present in the vast majority of posts. Posts-cores of level 2 or higher thus only capture a small fraction of the real-world tag recommendation problem. In the Bibsonomy dataset, only about 15.2% of all posts are included in the post-core level 2 subset.

In the full Bibsonomy dataset, the number of posts where the user is new (first encountered) is equal to the number of users; this is the case in roughly 1% of all posts. The number of posts where the document is new (first encountered) is equal to the number of documents; which comprises 90% of all posts. A further consideration is that FolkRank cannot generate and recommend new tags which do not exist in the training data. In Bibsonomy the number of tag assignments where the tag is new (first encountered) is equal to the number of tags and is the case in 7% of all tag assignments.

4.1 Extension of Folkrank with Content Data

In order to overcome the new item problem and make FolkRank applicable to full real-world datasets, we include the content of documents in the tag recommendation process. For test posts where the query user is new (as well), we have to default to the most popular tags found to be related to the query document and cannot personalise these to the user, which is acceptable since the user does not have a tagging profile yet.

4.1.1 ContentFolkRank

Our approach for including content data into FolkRank is to include the word content of documents directly into the FolkRank graph. We adapt the graph to use triplets \((user, word, tag)\) instead of \((user, document, tag)\). Each tag assignment in the training data \((u, d, t)\) is converted to a set of tag assignments with words instead of documents \(\{(u, w_1, t), (u, w_2, t), \ldots, (u, w_n, t)\}\) where each of the words \(w_i \in d\). The test vector for each test post \((w_q, r_q)\) is then given by \((u, w_1, w_2, \ldots, w_n)\) where each \(w_i \in d_q\).

We first change the FolkRank graph from having multiple edges with uniform edge weights to a single-edge graph with weighted edges. If we set the weight of the edge between two nodes \(n_1\) and \(n_2\) to the number of nodes \(N\) which have an edge to both \(n_1\) and \(n_2\), our graph configuration is equivalent to the original FolkRank multi-edge graph. However, using single weighted edges reduces the runtime of the recommender considerably and allows for easier manipulation of edge weights.

We then create custom rules for setting the weights of edges connecting different types of nodes, namely user - word
edges, word - tag edges and user - tag edges. We want the sum of the weights of edges connecting any user $u$ to words nodes from any one document $d$ to be either zero or equal to a pre-defined constant. This would mean that regardless of the number of words that a document is represented by, the sum of weights of edges connecting $u$ to the word nodes representing $d$ will always be the same. To achieve this and additionally include the varying importance of different content words to the document, we use the Tf-Idf scores of the words in the document, where the Tf-Idf scores are normalised to sum 1. Since several documents, for example $d_a$ and $d_b$, tagged by the same user $u_a$ can contain the same word $w_a$, the weight of the edge between $u_a$ and $w_a$ is set to the sum of the Tf-Idf scores of $w_a$ in $d_a$ and $d_b$. The same holds for edges between word and tag nodes. The weight of the edges between user and tag nodes, $u_a$ and $t_a$, is set to the number of posts (documents) in which $u_a$ has used $t_a$.

The preference vector for each test post is given by $(u, w_1, w_2, ..., w_k)$ where each $w_k \in d_q$. The preference weight of the user $u$ is set to a predefined constant $PW$, while the preference weight for each word $w_q$ is set proportional to its Tf-Idf score in $r_q$, and is given by $pw(w_q) = PW \times \text{TfIdf}(w_q, r_q)$. Since the Tf-Idf weights are normalised to sum 1 per document, the sum of the preference weights of all words $w \in d_q$ is equal to the preference weight attributed to the user $u$ (and is equal to $PW$).

5. POSTRANK

An issue which exists in plain FolkRank (as well as our adaptation ContentFolkRank) is the problem of balancing edge weights. Due to the fact that a post can have a variable number of tags assigned to it, the user and document nodes of the post can be connected to a variable number of tag nodes each. The difficulty is then deciding the weight to give to the single edge between the user and document node. One can either keep the weight at 1 regardless of the number of tags in the post or set the user-document weight relative to the number of tags in the post. Both are incomplete solutions only addressing one part of the problem. The problem is to choose edge-weights so that from the perspective of any one node in the graph, an equal total edge weight goes to different types of nodes (ie all document nodes and all tag nodes) while preserving an equal (or explicit) distribution of edge weights between nodes of the same type (ie each document node should get the same weight from a user regardless of the number of tags in their respective posts). In order to address the edge-weight balancing problem, I am currently working on a solution which includes an additional type of node, representing posts themselves, in the graph. This allows to balance edge weights in the context of each post without affecting the weights in other posts which contain the same user, document or tag.

6. EXPERIMENTAL EVALUATION

6.1 Bibsonomy Dataset

The dataset consists of tagging data from the social bookmarking website Bibsonomy\(^1\) [3]. The system and data is divided into web site bookmark tagging data and publication BibTex tagging data. We concentrate on website bookmakers and evaluate our recommenders on this subset of Bibsonomy.

\(^1\)http://www.bibsonomy.org/

6.2 Evaluation Methodology

6.2.1 Train-Test Split

We split each dataset by date to produce a training and test set, similarly to [7], where the last 3 months of tagging activity is the test set. Table 1 shows the percentage of new users, documents and tags in our test set for the Bibsonomy Bookmark Full dataset.

<table>
<thead>
<tr>
<th></th>
<th>% New Items</th>
<th>% Posts with New Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>68%</td>
<td>17.5%</td>
</tr>
<tr>
<td>Documents</td>
<td>92.5%</td>
<td>91.6%</td>
</tr>
<tr>
<td>Tags</td>
<td>39%</td>
<td>17%</td>
</tr>
</tbody>
</table>

* This is the average percentage of new tags per test posts, since one post can have multiple tags

Table 1: Bibsonomy Bookmark Test Set New Items

6.2.2 Evaluation Measures

We use Recall@N to evaluate the success rate of the recommenders where $N$ is the predefined number of tags to recommend. Recall is calculated per test post and then averaged over posts to give the overall recall on the test set.

6.3 Results

Figure 6.3 shows the recall on the Bibsonomy Bookmark Full dataset when recommending tag sets of different sizes. In these initial results, the source of content words which are used in the ContentFolkRank recommender is the title of the documents. As expected, FolkRank performs better than the baseline recommenders at all levels since it is able to aggregate much wider-reaching connections in the data than the immediate neighbourhoods from which the baseline recommendations are constructed. By including content in the FolkRank graph, the ContentFolkRank recommender shows a considerable improvement over plain FolkRank.

![Figure 1: Recall on Bibsonomy Bookmark Full](image)

7. CONCLUSION

In order to utilise tag recommendation algorithms in real-world tagging systems, it is important that the algorithms
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can recommend tags for previously untagged documents since the vast majority of posts in these systems contains new documents. The new item problem for documents can be addressed by building recommenders which consider the content of the documents in their models. My research is focused on this task and I have applied this methodology first to baseline recommenders [6] and then to the more potent graph-based recommender FolkRank. The inclusion of document content data in tag recommendation systems shows an improvement over purely folksonomy-based recommenders and makes the content-aware recommenders viable for use in real-world tag recommendation systems.

8. FUTURE WORK

In the future, I plan to fully evaluate the suggested ContentFolkRank recommender on further datasets such as CiteULike and Delicious as well as complete the development of the PostRank recommender. I also plan to examine the usefulness of topic models with regard to FolkRank. After learning a set of topics from the content of the training documents, the FolkRank graph could be created with nodes which represent topics instead of documents or words. A query document would then be mapped onto a set of topics and the document-related part of the preference vector would be a set of weights which represent the membership of the document to each of the topics. With ContentFolkRank, especially when using content information from metadata and fulltext content, the need arises to reduce the dimensionality of the document representation and size of the graph.

While topic models would be one way to achieve this, I also plan to explore traditional dimensionality reduction alternatives.
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