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Abstract—This letter considers the problem of signal denoising using a sparse tight-frame analysis prior. The $\ell_1$ norm has been extensively used as a regularizer to promote sparsity; however, it tends to under-estimate non-zero values of the underlying signal. To more accurately estimate non-zero values, we propose the use of a non-convex regularizer, chosen so as to ensure convexity of the objective function. The convexity of the objective function is ensured by constraining the parameter of the non-convex penalty. We use ADMM to obtain a solution and show how to guarantee that ADMM converges to the global optimum of the objective function. We illustrate the proposed method for 1D and 2D signal denoising.

I. INTRODUCTION

A standard technique for estimating sparse signals is through the formulation of an inverse problem with the $\ell_1$ norm as convex proxy for sparsity. In particular, consider the problem of estimating a signal $x \in \mathbb{R}^n$ from a noisy observation $y \in \mathbb{R}^n$,

$$ y = x + w, $$

where $w$ represents AWGN. We assume the underlying signal to be sparse with respect to an overcomplete tight frame $A \in \mathbb{R}^{m \times n}$, $m \geq n$, which satisfies the tight frame condition, i.e.,

$$ A^T A = rI, \quad r > 0. $$

Using an analysis prior, we formulate the signal denoising problem as

$$ \arg \min_x \left\{ F(x) := \frac{1}{2} \| y - x \|_2^2 + \sum_{i=1}^m \lambda_i \phi \left( \|Ax_i\|; a_i \right) \right\}, $$

(3)

where $\lambda_i > 0$ are the regularization parameters, and $\phi: \mathbb{R} \to \mathbb{R}$ is a non-smooth sparsity inducing penalty function. The parameters $a_i$ control the non-convexity of $\phi$ in case it is non-convex. The analysis prior is used in image processing and computer vision applications [6], [7], [16], [30], [32], [36], [38]. Commonly, the $\ell_1$ norm is used to induce sparsity, i.e., $\phi(x) = |x|$ [10], [35]. In that case, problem (3) is strictly convex and the global optimum can be reliably obtained.

The $\ell_1$ norm is not the tightest envelope of sparsity [21]. It under-estimates the non-zero values of the underlying signal [8], [26]. Non-zero values can be more accurately estimated using suitable non-convex regularizers. Non-convex regularization in an analysis model has been used for MRI reconstruction [9], EEG signal reconstruction [25], and for computer vision problems [29]. However, the use of non-convex regularizers comes at a price: the objective function is generally non-convex. Consequently, several issues arise (spurious local minima, a perturbation of the input data can change the solution unpredictably, convergence is guaranteed to the local minima only, etc.).

In order to maintain convexity of the objective function while using non-convex regularizers, we propose to restrict the parameter $a_0$ of the non-convex regularizer $\phi$. By controlling the degree of non-convexity of the regularizer we guarantee that the total objective function $F$ is convex. This idea which dates to Blake and Zisserman [3] and Nikolova [26], has been applied to image restoration and reconstruction [27], [28], total variation denoising [22], [33], and wavelet denoising [14].

In this letter we provide a critical value of parameter $a$ to ensure $F$ in (3) is strictly convex (even though $\phi$ is non-convex). In contrast to the above works, we consider transform domain regularization and prove that ADMM [5] applied to the problem (3) converges to the global optimum. The convergence of ADMM is guaranteed, provided the augmented Lagrangian parameter $\mu$, satisfies $\mu > 1/r$.

II. SPARSE SIGNAL ESTIMATION

A. Non-convex Penalty Functions

In order to induce sparsity more strongly than the $\ell_1$ norm, we use non-convex penalty functions $\phi: \mathbb{R} \to \mathbb{R}$ parameterized by the parameter $a \geq 0$. We make the following assumption of such penalty functions.

Assumption 1: The non-convex penalty function $\phi: \mathbb{R} \to \mathbb{R}$ satisfies the following

1) $\phi$ is continuous on $\mathbb{R}$, twice differentiable on $\mathbb{R}\backslash\{0\}$ and symmetric, i.e., $\phi(-x; a) = \phi(x; a)$
2) $\phi'(x) > 0, \forall x > 0$
3) $\phi''(x) \leq 0, \forall x > 0$
4) $\phi'(0^+) = 1$
5) $\inf_{x \neq 0} \phi''(x; a) = \phi''(0^+; a) = -a$
6) $\phi(x; 0) = |x|$

Since $\phi(x; 0) = |x|$, the $\ell_1$ norm is recovered as a special case of the penalty function $\phi$. The parameter $a$ controls the degree of non-convexity of $\phi$. Note that the $\ell_p$ norm does not satisfy assumption 1. The rational penalty function [18],

$$ \phi(x; a) = \frac{|x|}{1 + a|x|/2}, $$

(4)
the logarithmic, and the arctangent penalty functions \([8], [31]\) are examples that satisfy Assumption 1. The rational penalty \(\phi\) for \(a = 0.4\) is shown in Fig. 1.

The proximity operator of \(\phi\) [12], \(\text{prox}_\phi : \mathbb{R} \to \mathbb{R}\), is defined as
\[
\text{prox}_\phi(y; \lambda, a) := \arg \min_{x \in \mathbb{R}} \left\{ \frac{1}{2} (y - x)^2 + \lambda \phi(x; a) \right\}.
\]

For \(\phi(x; a)\) satisfying Assumption 1, with \(a < 1/\lambda\), the proximity operator is a continuous non-linear threshold function with \(\lambda\) as the threshold value, i.e., \(\text{prox}_\phi(y; \lambda, a) = 0, \forall |y| < \lambda\). The proximity operator of the absolute value function is the soft-thresholding function. There is a constant gap between the identity function and the soft-threshold function due to which the non-zero values are underestimated [17]. On the other hand, non-convex penalty functions satisfying Assumption 1 are specifically designed so that the threshold function approaches identity asymptotically. These non-convex penalty functions do not underestimate large values.

**B. Convexity Condition**

In order to benefit from convex optimization principles in solving (3), we seek to ensure \(F\) in (3) is convex by controlling the parameter \(a_i\). For later, we note the following lemma.

**Lemma 1:** Let \(\phi : \mathbb{R} \to \mathbb{R}\) satisfy Assumption 1. The function \(s : \mathbb{R} \to \mathbb{R}\) defined as
\[
s(x; a) := \phi(x; a) - |x|,
\]
is twice continuously differentiable and concave with
\[
a \leq s''(x; a) \leq 0.
\]

**Proof:** Since \(\phi\) and the absolute value function are twice continuously differentiable on \(\mathbb{R} \setminus \{0\}\), we need only show \(s''(0^+) = s''(0^-)\) and \(s''(0^+) = s''(0^-)\). From assumption 1, we have \(\phi'(0^+) = 1\), hence \(s'(0^+) = 0\). Moreover, by assumption 1 we have \(\phi'(0^-) = 0\), hence \(s'(0^-) = 0\). Further, \(s''(0^+) = \phi''(0^+)\) and \(s''(0^-) = \phi''(0^-)\). Thus the function \(s\) is twice continuously differentiable. The function \(s\) is concave since \(s''(x) = \phi''(x) \leq 0, \forall x \neq 0\). Using Assumption 1 it follows that \(-a \leq s''(x; a) \leq 0\).

Figure 1 displays the function \(s(x; a)\), which is twice continuously differentiable even though the penalty function \(\phi\) is not differentiable. The following theorem states the critical value of parameter \(a_i\) to ensure the convexity of \(F\) in (3).

**Theorem 1:** Let \(\phi(x; a)\) be a non-convex penalty function satisfying Assumption 1 and \(A\) be a transform satisfying \(A^T A = rI, r > 0\). The function \(F : \mathbb{R}^n \to \mathbb{R}\) defined in (3) is strictly convex if
\[
0 \leq a_i < \frac{1}{r\lambda_i}.
\]

**Proof:** Consider the function \(G : \mathbb{R}^n \to \mathbb{R}\) defined as
\[
G(x) := \frac{1}{2} \|y - x\|^2 + \sum_{i=1}^m \lambda_i s([Ax]_i; a_i).
\]

Since \(G\) is twice continuously differentiable (using Lemma 1), the Hessian of \(G\) is given by
\[
\nabla^2 G(x) = I + A^T \text{diag}(\lambda_1 d_1, \ldots, \lambda_m d_m) A,
\]
defined as
\[
\nabla^2 G(x) = A^T \left( \frac{1}{r} I + \text{diag}(\lambda_1 d_1, \ldots, \lambda_m d_m) \right) A.
\]

The transform \(A\) has full column rank, from (2), hence \(\nabla^2 G(x)\) is positive definite if
\[
\frac{1}{r} + \lambda_i d_i > 0, \quad i = 1, \ldots, m.
\]

Thus, \(\nabla^2 G(x)\) is positive definite if
\[
s''([Ax]_i; a_i) > -\frac{1}{r\lambda_i}.
\]

Using Lemma 1, we obtain the critical value of \(a_i\) to ensure the convexity of \(G\), i.e.,
\[
0 \leq a_i < \frac{1}{r\lambda_i}.
\]

It is straightforward that
\[
F(x) = G(x) + \sum_{i=1}^m \lambda_i ([Ax]_i),
\]

Thus, being a sum of a strictly convex function and a convex function, \(F\) is strictly convex.

Note that if \(a_i > 1/(r\lambda_i)\), then the function \(G(x)\) is not convex, as the Hessian of \(G(x)\) is not positive definite. As a result, \(1/(r\lambda_i)\) is the critical value of \(a_i\) to ensure the convexity of the function \(F\). The following corollary provides a convexity condition for the situation where the same regularization parameter is applied to all coefficients.

**Corollary 1:** For \(\lambda_i = \lambda, i = 1, \ldots, m\), the function \(F\) in (3) is strictly convex if \(0 \leq a_i < 1/(r\lambda)\).

We illustrate the convexity condition using a simple example with \(n = 2\). We set
\[
A^T = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad A^T A = 4I,
\]
and \(\lambda_1 = \lambda_2 = 1\). Theorem 1 states that the function \(G\) defined in (9) is convex for \(a_i \leq 1/4\) and non-convex for \(a_i > 1/4\).
The iterative algorithm I converges to the global minimum of the solution. In particular, for $\phi$ that we can utilize convex optimization approaches to obtain the augmented Lagrangian parameter $\mu$. The following theorem states that ADMM can be used to solve (3) with guaranteed convergence, provided the augmented Lagrangian parameter $\mu$ is appropriately set. Such a condition on $\mu$ was also given in [22]. Note that $\mu$ does not affect the solution to which ADMM converges, rather the speed at which it converges.

**Theorem 2:** Let $\phi$ satisfy Assumption 1 and the transform $A$ satisfy the Parseval frame condition (2). Let $a_i < 1/(r_i \lambda_i)$. The iterative algorithm I converges to the global minimum of the function $F$ in (3) if

$$\mu > 1/r.$$  (18)

**Proof:** We re-write the problem (3) using variable splitting [1] as

$$\arg \min_{u,x} \left\{ \frac{1}{2} \| y - x \|^2 + \sum_{i=1}^{m} \lambda_i \phi(u_i; a_i) \right\}$$ s.t. $u = Ax$.  (19a)

The minimization is separable in $x$ and $u$. Applying ADMM to (19) yields the following iterative procedure with the augmented Lagrangian parameter $\mu$.

$$x \leftarrow \arg \min_{x} \left\{ \frac{1}{2} \| y - x \|^2 + \frac{\mu}{2} \| u - Ax - d \|^2 \right\}$$  (20a)

$$u \leftarrow \arg \min_{u} \left\{ \sum_{i=1}^{m} \lambda_i \phi(u_i; a_i) + \frac{\mu}{2} \| u - Ax - d \|^2 \right\}$$  (20b)

$$d \leftarrow d - (u - Ax)$$  (20c)

The sub-problem (20a) for $x$ can be solved explicitly as

$$x = (I + \mu A^T A)^{-1} (y + \mu A^T (u - d))$$  (21)

$$= \frac{1}{1 + \mu r} (y + \mu A^T (u - d)),$$  (22)

using (2). The sub-problem (20b) for $u$ can be solved using prox$_\phi$, provided the function $R$ is convex. Consider the function $Q : \mathbb{R}^n \rightarrow \mathbb{R}$ defined as

$$Q(u) := \sum_{i=1}^{m} \lambda_i s(u_i; a_i) + \frac{\mu}{2} \| u - Ax - d \|^2.$$  (23)

From Lemma 1 and the proof of Theorem 1, $\nabla^2 Q(u)$ is positive definite if

$$s''(u_i; a_i) > \frac{-\mu}{\lambda_i}$$ \Rightarrow \mu > a_i \lambda_i.$$  (24)

Since $a_i < 1/(r_i \lambda_i)$, it follows that $\nabla^2 Q(u)$ is positive definite if $\mu > 1/r$. Hence $Q$ is strictly convex for $\mu > 1/r$. Note that $R(u) = Q(u) + \| u \|_1$. Hence, the function $R$, being the sum of a convex and a strictly convex function, is strictly convex. As such, the minimization problem in (20b) is well-defined and its solution can be efficiently computed using the proximity operator of $\phi$ (5), i.e.,

$$u_i \leftarrow \text{prox}_\phi \left( [Ax + d]; \lambda_i / \mu, a_i \right).$$  (25)

Since $A$ has full column rank, ADMM converges to a stationary point of the objective function (despite having a non-convex function in the objective) [24], [37]; see also [4], [20], [23]. Moreover, the function $F$ is strictly convex (by Theorem 1) and the sub-problems of the ADMM are strictly convex for $\mu > 1/r$. As a result, the iterative procedure (20) converges to the global minimum of $F$. \hfill $\square$

A globally convergent algorithm based on a different splitting is presented in [2]. In that approach, the objective function is split into two functions, both of which are convex regardless of the auxiliary parameter value. Hence, no parameter constraint is required to ensure convergence.

**IV. EXAMPLES**

**A. 1D Signal Denoising**

We consider the problem of denoising a 1D signal that is sparse with respect to the undecimated wavelet transform (UDWT) [11], which satisfies the condition (2) with $r = 1$. In particular, we use a 4-scale UDWT with three vanishing moments. The noisy signal is generated using Wave-
respectively. To maximally induce sparsity we set the discontinuities. Further, the peaks are less attenuated when using non-convex regularization in comparison with convex regularization. We also denoise the noisy signal by means of direct non-linear thresholding of the noisy wavelet coefficients with $\beta$. For comparison we use reweighted $\ell_1$ minimization \[8\], with $\beta$ chosen in order to obtain the lowest RMSE. As seen in Fig. 4, the non-convex regularization outperforms the three methods by giving the lowest RMSE. The RMSE values are obtained by averaging over 15 realizations for each $\sigma$.

For further comparison, we generate the noisy signal in Fig. 3 for $1 \leq \sigma \leq 4$, and denoise it with non-convex and convex regularization. We also denoise the noisy signal by means of direct non-linear thresholding of the noisy wavelet coefficients and by reweighted $\ell_1$ minimization. We use the same $\beta$ values as in Fig. 3. The value of $\beta$ for direct non-linear thresholding is also chosen to obtain the lowest RMSE. As seen in Fig. 4, the non-convex regularization outperforms the three methods by giving the lowest RMSE. The RMSE values are obtained by averaging over 15 realizations for each $\sigma$.

We consider the problem of denoising a 2D image corrupted with AWGN. We use the 2D dual-tree complex wavelet transform (DT-CWT) \[34\], which is 4-times expansive and satisfies \(2\) with $r = 1$. The noisy 'peppers' image has peak signal-to-noise ratio (PSNR) value of 14.6 dB. We use the same $\lambda$ for all the sub-bands. As in the previous example, we set the value of $\lambda$ for each case (convex and non-convex) as a constant multiple of $\sigma$ that gives the highest PSNR.

Figure 5 shows that the denoised image (non-convex case) contains fewer wavelet artifacts and has a higher PSNR. Figure 6 shows the PSNR values (convex and non-convex) for different values of $\lambda$. To further assess the performance of tight-frame non-convex regularization, we realize several noisy 'peppers' images with $10 \leq \sigma \leq 100$. As in the case of the 1D signal denoising, Fig. 6 shows that non-convex regularization offers higher PSNR across different noise-levels.

For comparison we use reweighted $\ell_1$ minimization \[8\], with $\beta$ chosen in order to obtain the lowest RMSE.

For further comparison, we generate the noisy signal in Fig. 3 for $1 \leq \sigma \leq 4$, and denoise it with non-convex and convex regularization. We also denoise the noisy signal by means of direct non-linear thresholding of the noisy wavelet coefficients and by reweighted $\ell_1$ minimization. We use the same $\beta$ values as in Fig. 3. The value of $\beta$ for direct non-linear thresholding is also chosen to obtain the lowest RMSE. As seen in Fig. 4, the non-convex regularization outperforms the three methods by giving the lowest RMSE. The RMSE values are obtained by averaging over 15 realizations for each $\sigma$. lab (http://www-stat.stanford.edu/~wavelab/) with AWGN of $\sigma = 4.0$. We set the regularization parameters $\lambda_j = \beta \sigma 2^{-j/2}$, $1 \leq j \leq 4$. We use the same $\lambda_j$ for all the coefficients in scale $j$. The value of $\beta$ is chosen to obtain the lowest RMSE for convex and non-convex regularization respectively. To maximally induce sparsity we set $a_j = 1/\lambda_j$.

Fig. 4. RMSE values as a function of the noise level $\sigma$ for the 1D signal denoising example.

Fig. 3. 1D denoising example. Non-convex regularization yields lower RMSE than convex regularization.

Fig. 5. Image denoising. Wavelet artifacts are more prominent when using $\ell_1$ norm regularization.

Fig. 6. Relative performance of convex and non-convex regularization for image denoising. (a) PSNR as a function of $\lambda$. (b) PSNR as a function of $\sigma$. 

For further comparison, we generate the noisy signal in Fig. 3 for $1 \leq \sigma \leq 4$, and denoise it with non-convex and convex regularization. We also denoise the noisy signal by direct non-linear thresholding of the noisy wavelet coefficients and by reweighted $\ell_1$ minimization. We use the same $\beta$ values as in Fig. 3. The value of $\beta$ for direct non-linear thresholding is also chosen to obtain the lowest RMSE. As seen in Fig. 4, the non-convex regularization outperforms the three methods by giving the lowest RMSE. The RMSE values are obtained by averaging over 15 realizations for each $\sigma$.

B. 2D Image Denoising

We consider the problem of denoising a 2D image corrupted with AWGN. We use the 2D dual-tree complex wavelet transform (DT-CWT) \[34\], which is 4-times expansive and satisfies \(2\) with $r = 1$. The noisy 'peppers' image has peak signal-to-noise ratio (PSNR) value of 14.6 dB. We use the same $\lambda$ for all the sub-bands. As in the previous example, we set the value of $\lambda$ for each case (convex and non-convex) as a constant multiple of $\sigma$ that gives the highest PSNR.

Figure 5 shows that the denoised image (non-convex case) contains fewer wavelet artifacts and has a higher PSNR. Figure 6 shows the PSNR values (convex and non-convex) for different values of $\lambda$. To further assess the performance of tight-frame non-convex regularization, we realize several noisy 'peppers' images with $10 \leq \sigma \leq 100$. As in the case of the 1D signal denoising, Fig. 6 shows that non-convex regularization offers higher PSNR across different noise-levels.

V. CONCLUSION

This letter considers the problem of signal denoising using a sparse tight-frame analysis prior. We propose the use of parameterized non-convex regularizers to maximally induce sparsity while maintaining the convexity of the total problem. The convexity of the objective function is ensured by restricting the parameter $a$ of the non-convex regularizer. We use ADMM to obtain the solution to the convex objective function (consisting of a non-convex regularizer), and guarantee its convergence to the global optimum, provided the augmented Lagrangian parameter $\mu$, satisfies $\mu > 1/r$. The proposed method outperforms the $\ell_1$ norm regularization and reweighted $\ell_1$ minimization methods for signal denoising.