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Abstract—OFDM suffers from severe performance degradation in the presence of phase noise. In particular, phase noise leads to common phase error (CPE) as well as intercarrier interference (ICI) in the frequency domain. Some approaches in the literature mitigate phase noise by directly evaluating and then compensating for CPE or ICI, while others choose to correct phase noise in the time domain.

A new parametric model of OFDM signals is proposed in this paper which shows that, in the presence of phase noise, each received frequency-domain subcarrier signal can be expressed as a sum of all subcarrier signals weighted by a vector parameter. Then, two reduced-complexity techniques are presented to estimate this weighting vector. The first is a maximum likelihood (ML) method whereas the second one is a linear minimum mean square error (LMMSE) technique. Using the obtained estimates, we also propose two approaches, i.e., a decorrelator and an interference canceler, to mitigate phase noise. It is shown that most conventional methods can be readily obtained from our approaches with some approximation or orthogonal transform.

Theoretical analysis and numerical results are provided to elaborate the proposed schemes. We show that the performance of both approaches is superior to that of conventional methods. Furthermore, LMMSE gives the best performance, while ML provides a much simpler yet effective way to mitigate phase noise.

Index Terms—OFDM, phase noise, LMMSE, ML.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has raised a lot of interest both in wireline and wireless communications. It has been deployed in many applications, including digital subscriber line (DSL), digital video/audio broadcasting (DVB/DAB), IEEE 802.11a wireless local area networks (WLAN) and European high performance local area networks (HIPERLAN2) [1]–[3]. In comparison to single carrier transmission, OFDM is quite effective in combating channel multipath fading with relatively low complexity while providing high spectral efficiency. This makes it quite attractive for future high rate wireless multimedia communications.

One disadvantage of OFDM, however, is its sensitivity to frequency offset and phase noise, both of which destroy the orthogonalities among OFDM subcarriers, cause the leakage of digital Fourier transform (DFT), and eventually lead to common phase error (CPE) and intercarrier interference (ICI) among subcarriers. Frequency offset is a deterministic phenomenon and many approaches have been presented in the literature to mitigate it [4]–[7]. On the other hand, phase noise, which is the focus of this paper, is a random process that proves to be more complicated than frequency offset.

Phase noise has been extensively analyzed in the literature [8]–[12]. Different approaches have been proposed to eliminate its effects using in-band pilots. These approaches can be categorized into two: the time-domain approach [13], [14], and the frequency-domain approach [15], [16].

The time-domain approach mitigates phase noise at the receiver before the digital Fourier transform (DFT). In particular, a time-domain approach presented in [13], estimates phase noise using a pilot tone surrounded by the guard band. This approach requires a special pilot pattern which, however, restricts its applicability. A more general approach was proposed in [14] which interprets the time domain phase noise by orthogonal transforms, such as discrete cosine transform (DCT) or DFT, and turns phase noise mitigation into the recovery of DCT/DFT-based waveforms. This approach is based on the least-squares (LS) method of [14, Eq. (9)], which requires a large number of pilots to guarantee a satisfactory bit error rate (BER) performance. Furthermore, the method in [14, Eq. (9)] was only considered in the absence of channel fading.

The frequency-domain approach involves the correction of CPE and ICI. The method introduced in [15] directly compensates for the CPE or for its phase. Such a method may not always be effective as it neglects ICI, an important contribution of phase noise. In [16], a new phase noise suppression (PNS) algorithm was proposed, which approximates ICI as random Gaussian noise and obtains the estimates of the CPE and the noise energy. These estimates are then applied to a minimum mean square error (MMSE) equalizer. By simultaneously mitigating both CPE and ICI, this method provides performance gain over the conventional one. An alternative MMSE approach was proposed in [17] to deal with phase noise in a AWGN channel. In this scheme, the equalization of the received signal is required before phase noise estimation. Since multiple OFDM symbols are needed for the MMSE estimation, its complexity may become an issue in practice.

In the presence of phase noise and AWGN noise, each received subcarrier signal can be expressed as the weighted sum of all transmitted subcarrier signals multiplied by the corresponding channel response on each subcarrier. Moreover, both CPE and ICI are functions of those weighting coefficients.
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so that, once those weighing coefficients are obtained, phase noise can be readily mitigated. This idea was initially proposed in [18] and [19]. Based on this observation, we extend and propose two general approaches to estimate these phase noise parameters with significantly reduced complexity. Two phase noise mitigation schemes are then presented that employ the estimated phase noise parameters. It is shown that most conventional approaches based on in-band pilots, either in the time domain, or in the frequency domain, can be readily obtained from our proposed methods with some simple approximation or by an orthogonal transform. Numerical results are also provided to illustrate the effectiveness of the proposed schemes.

This paper is organized as follows. Section II presents the general phase noise and OFDM system models. The new approaches for phase noise estimation and mitigation are proposed in Section III, and their performance analysis is provided in Section IV. Section V provides the numerical results that demonstrate the effectiveness of the proposed schemes compared with previous approaches. Section VI concludes this paper.

II. SYSTEM MODEL

We consider an N-subcarrier OFDM system with symbol period $T$ and cyclic prefix length $N_R$. Moreover, perfect frequency and timing synchronization between transmitter and receiver is assumed.

A. Phase Noise Model

Phase noise is typically modeled as a continuous Brownian motion or random Wiener process [9], given by

$$
\phi (t) = \int_0^t u (t) \, dt
$$

where $u (t)$ is a zero-mean Gaussian random variable. For the $n$th data signal of the $m$th OFDM symbol, phase noise can then be described by a discrete Markov model which gives [14]

$$
\phi_m (n) = \sum_{i=0}^{m(N+N_g)+N_g+n} u (i)
$$

where the variance of i.i.d. $u (i)$ is given by $\sigma^2_u = 2\pi/\beta T/N$, with $\beta$ denoting the two-sided 3-dB linewidth$^1$.

The correlation function of $\phi_m (n)$ within the same OFDM symbol is shown to be [8] [11]

$$
E \left[ \phi_m (n) \phi_m (l) \right] = \frac{2\pi \beta T}{N} \cdot \min \left( m \cdot (N+N_g) + n, m \cdot (N+N_g) + l \right)
$$

Consequently, the correlation function of $e^{j\phi_m (n)}$ is given by

$$
E \left[ e^{j\phi_m (n)} e^{-j\phi_m (l)} \right] = e^{-\pi \beta T (n-l)/N}
$$

where the characteristic function of the random Gaussian variable $u (i)$, $\Psi (u_i) = E \left[ e^{j\psi u_i} \right]$ is given by $\Psi (u_i) = e^{-\pi \beta T \sigma^2_u / N}$ [20], which further simplifies (4) as

$$
E \left[ e^{j\phi_m (n)} e^{-j\phi_m (l)} \right] = e^{-\pi \beta T (n-l)/N}
$$

In the process of deriving (5), we have assumed $n \geq l$. As a matter of fact, we can readily extend (5) to a general case, namely

$$
E \left[ e^{j\phi_m (n)} e^{-j\phi_m (l)} \right] = e^{-\pi \beta T |n-l|/N}
$$

which holds for arbitrary $n$ and $l$. It follows that phase noise, as shown in (2) and (3), is a non-stationary random process with its correlation function changing with the time $m$. Nevertheless, the exponential process of random phase noise is stationary, as shown in (6).

B. OFDM System Model

OFDM partitions the incoming data stream into $N$ low-rate parallel substreams, which modulate a set of subcarriers using inverse digital Fourier transform (IDFT) so as to obtain the time domain signals. A cyclic prefix is then added to the time domain signal to eliminate inter-symbol interference (ISI) caused by channel multipath fading and enables simple channel equalization at the receiver.

Assuming perfect frequency and timing synchronizations, we stay focused on the effects of phase noise on OFDM signals. For a high-rate OFDM system, channel is often assumed invariant within a block and modeled as $L$-tap $T/N$-spaced FIR filter $g = [g (0), g (1), \ldots, g (L-1)]^T$, where $L$ is assumed to be less than $N_g$. Such a case can be found in the IEEE 802.11a WLAN standard [2].

After removing the cyclic prefix and taking the length-$N$ DFT at the receiver, the received $k$th subcarrier signal of the $m$th symbol can be expressed as [16]

$$
g_m (k) = x_m (k) h_k (k) c_m (0) + \sum_{l \neq k}^{N-1} x_m (l) h_k (l) c_m (l-k) + z_m (k)
$$

where $x_m (k)$ and $h_k (k)$ are the frequency-domain signal and channel gain, respectively; $z_m (k)$ denotes the AWGN noise with zero mean and variance $\sigma^2$. For the sake of simplicity, the transmitted signals $x_m (k)$ are assumed to be mutually independent with $E \left[ |x_m (k)|^2 \right] = E_z$, while the energy of the channel gain $h_k$ is normalized to unity, namely $E \left[ |h_k (k)|^2 \right] = 1$. In (7), $c_m (p)$ is given by

$$
c_m (p) = \frac{1}{N} \sum_{n=0}^{N-1} e^{j2\pi np/N} e^{j\phi_m (n)}
$$

with $\phi_m (n)$ denoting the random phase noise.

Equation (7) suggests that the received signal $y_m (k)$ is the weighted sum of $x_m (k) h_k (k)$ plus AWGN noise with the weighting coefficients denoted by $\{c_m (p)\}_{p=0}^{N-1}$. As a result, two detrimental effects occur:

1. Common phase error (CPE) denoted by $e_m (0)$;

$^1$The word “linwidth” is usually used in the literature to describe the 3-dB bandwidth of phase noise power spectrum.
2) Intercarrier interference (ICI) represented by the second term of (7) as a function of \( \{ c_m(p) \}_{p=1}^{N-1} \).

With (8) being the IDFT of \( e^{j\phi_m(n)} \), \( c_m(p) = c_m(p \text{mod} N) \) is simply the frequency-domain expression of phase noise. Therefore, both effects are the corresponding results of phase noise, which eventually leads to system performance degradation.

III. PHASE NOISE MITIGATION

A. Parameter Estimation

1) Frequency Domain Parameters: Equation (7) can be expressed, in a matrix form, as

\[
y = \begin{bmatrix} w_0 & w_1 & \cdots & w_{N-1} \end{bmatrix} c + z
\]

where \( y = [y_0, y_1, \ldots, y_{N-1}]^T \); vectors \( z \) and \( c \) take the same form as \( y \); matrix \( W \) consists of the frequency-domain transmitted signals \( x(k) \) and the channel response \( h(k) \). The first column vector of matrix \( W \) is defined as \( w_0 = (a_0, \ldots, a_{k-1})^T \) with \( a_k = x(k)h(k) \), \( k = 0, 1, \ldots, N - 1 \). It follows that \( w_0 \) is just a left circulant \( k \)-entry shift of \( w_0 \) and therefore \( W \), which is a circulant matrix determined by \( w_0 \), is usually nonsingular in practice. The frequency-domain approach of phase noise mitigation is to find the vector \( c \) and compensate for it.

2) Time Domain Parameters: Equation (8) can be rewritten in vector form as

\[
c = \frac{1}{\sqrt{N}} \mathbf{F}^H \mathbf{t}
\]

where \( t = [e^{j\phi(0)}, e^{j\phi(1)}, \ldots, e^{j\phi(N-1)}]^T \), and \( \mathbf{F} \) is the DFT matrix denoted by

\[
\mathbf{F} = \frac{1}{\sqrt{N}} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & e^{-j2\pi/N} & \cdots & e^{-j2\pi(N-1)/N} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & e^{-j2\pi(N-1)/N} & \cdots & e^{-j2\pi(N-1)(N-1)/N} \end{pmatrix}
\]

From equation (10), we have

\[
\mathbf{t} = \sqrt{N} \mathbf{F} \mathbf{c}
\]

which suggests that vector \( \mathbf{t} \) is actually the FFT of the desired frequency-domain vector \( \mathbf{c} \). Therefore, once we have obtained the vector \( \mathbf{c} \) via a certain estimator, the time-domain vector \( \mathbf{t} \) can be obtained without any loss in estimation accuracy. Hereinafter, we will focus on different estimation techniques in the frequency domain. Using (12), it is quite straightforward to extend those methods to the time domain.

B. Maximum Likelihood Estimation (MLE)

We notice that in (9), \( y \) is a Gaussian random variable with mean \( \mathbf{W}c \) and variance \( \sigma^2 \mathbf{I} \). Maximum likelihood estimation (MLE) is a method that asymptotically achieves the Cramer-Rao lower bound (CRLB) by minimizing the conditional probability distribution function \( p(y|c) \) [21]. In additive white Gaussian noise \( z \), this is equivalent to minimizing the squared Euclidean distance \(^3\). Likewise, we use this superscript for all the other estimation results as well.

\[
\hat{c} = \arg \min_{\xi} \| y - \mathbf{W}c \|^2
\]

which leads to

\[
\hat{c}_{\text{ml}} = (\mathbf{W}^H \mathbf{W})^{-1} \mathbf{W}^H y = \mathbf{W}^{-1} y
\]

This estimator was first introduced in [18] for phase noise estimation where it was termed as simultaneous CPE and ICI correction (SCIC). Note that, both [18] and [19] proposed to estimate only a subset of phase noise vector \( c \). These are actually the simplified versions of the MLE in (14). For the time domain approach, (12) simply gives

\[
\hat{t}_{\text{ml}} = \sqrt{N} \mathbf{F} \hat{c}_{\text{ml}}
\]

Note that the time-domain approach proposed in [14] actually leads to the same estimate as (15) when the number of pilots equals the number of subcarriers \( N \). In other words, the difference between (14) and the approach in [14] is just an orthogonal DFT transform.

C. Linear Minimum Mean Square Error Estimation (LMMSEE)

For the received signals in (9), the linear minimum mean square error estimation (LMMSEE) gives [21]

\[
\hat{c}_{\text{lmmse}} = \mathbf{R}_{cy} \mathbf{R}_{yy}^{-1} y
\]

Since

\[
\mathbf{R}_{cy} = E[cy^H] = \mathbf{R}_c \mathbf{W}^H
\]

and

\[
\mathbf{R}_{yy} = E[yy^H] = \mathbf{W} \mathbf{R}_c \mathbf{W}^H + \sigma^2 \mathbf{I}
\]

where \( \mathbf{R}_c = E[cc^H] \). Using (5), we denote \( \mathbf{R}_c \) by

\[
[ \mathbf{R}_c ]_{mn} = e^{-\pi \beta |m-n|/N}, \text{ with } m, n \in [1, N]
\]

Substituting (17) and (18) into (16) yields

\[
\hat{c}_{\text{lmmse}} = \mathbf{R}_c \left[ \mathbf{R}_c + \sigma^2 (\mathbf{W}^H \mathbf{W})^{-1} \right]^{-1} \mathbf{W}^{-1} y
\]

Likewise, in terms of (12), the time-domain approach gives

\[
\hat{t}_{\text{lmmse}} = \sqrt{N} \mathbf{F} \hat{c}_{\text{lmmse}}
\]

As can be seen in (19), the LMMSEE requires the statistics of phase noise as well as AWGN noise. In other words, the LMMSEE depends on the phase noise linewidth \( \beta \) and the AWGN noise variance \( \sigma^2 \). In practice, once the receiver design is done, the phase noise linewidth is known. In cases where a variation in temperature causes the change of the linewidth

\(^3\)The estimation result is indicated by the superscript \( \hat{\xi} \).
β, some adaptive method could be introduced to track this change. The AWGN noise variance can be determined from the receiver bandwidth and noise figure.

Note that the method proposed in [16] can be obtained directly from an approximation of this method with significantly reduced computational complexity. We have the following remarks for the results we obtained:

Remark 1: We show that conventional frequency-domain approaches, where the ICI is approximated by a Gaussian random variable, are the direct results of our methods. Rewrite (9) as

\[ y = w_0 c_0 + \tilde{z} \]  

where \( \tilde{z} = (w_1, \ldots, w_{N-1}) \cdot c^1 + z \), with \( c^1 \) denoting the vector \( c \) without the first element. For small phase noise and a large number of subcarriers \( N \), the CPE factor \( c_0 \) contains most of the effects of phase noise. Therefore, it may be sufficient to estimate \( c_0 \) using the ML method [15], or using the MMSE method for better performance [16]. This suggests that conventional frequency-domain methods, such as those in [15] and [16], are just the simplified versions of the methods proposed in the paper by estimating a subset of the weighting coefficient vector.

Remark 2: Conventional time-domain approaches, such as the one proposed in [14], give the corresponding time-domain expression of our estimated vector by applying IDFT to (14) or (19), as shown in (15) or (20). However, it is worth mentioning that [14] claims that the \( N \) parameters of the time-domain phase noise could be transformed by DCT/DFT into \( L \) (\( L < N \)) parameters, which can then be estimated by using \( M \) pilot signals. Nevertheless, it is readily understood that one can not guarantee that such a transform does always exist. In other words, an approximation might be needed in some situations. Therefore, \( L \) can not be much smaller than \( N \) in order to make the approximation applicable. On the other hand, the condition \( L \leq M \leq N \) must be satisfied in order to obtain the solution. Therefore, a large number of pilots \( M \) is necessary, which significantly decreases spectral efficiency.

When using decision feedback, our approach has a high spectral efficiency. Moreover, unlike [14] where an AWGN channel is assumed, we explicitly deal with fading channel.

D. Complexity Reduction

Both the MLE and LMMSEE methods require the inversion of the matrix \( W \), which subsequently needs the computational complexity of the order of \( N^3 \). Similar to the shift-forward circulant matrix introduced in [22], \( W \) is a shift-forward circulant matrix. Likewise, \( W \) can also be readily decomposed into (see Appendix)

\[ W = F^H V F P \]  

where \( F \) is the DFT matrix, \( V \) is a diagonal matrix defined in (A-8) and \( P \) is a permutation matrix defined in (A-3). The inversion of \( W \) is then given by

\[ W^{-1} = P^{-1} F^H V^{-1} F = PF^H V^{-1} F \]  

where we used \( P^{-1} = P \). Substituting (23) into the MLE (14) and the LMMSEE (19), we then have

\[ \hat{c}_{ml} = PF^H V^{-1} F y \]  

On the other hand, using the Matrix Inversion Lemma

\[ (P^{-1} + A^H B A)^{-1} = P - PA^H \left( APA^H + B^{-1} \right)^{-1} AP \]  

leads to

\[ R_c \left[ R_c + \sigma_z^2 (W^H W)^{-1} \right]^{-1} - I \left[ I + \sigma_z^2 R_c W^H W \right]^{-1} \]  

By substituting (23) and (26) into (19), \( \hat{c}_{lmmse} \) becomes

\[ \hat{c}_{lmmse} = \left( I - \left[ I + \sigma_z^2 R_c W^H W \right]^{-1} \right) W^{-1} y = \left( I - \left[ I + \sigma_z^2 R_c PF^H V^H V FP \right]^{-1} \right) \cdot PF^H V^{-1} F y \]  

We notice that

1) The inversion of the diagonal matrix \( V \) is quite simple;
2) \( P \) is a simple permutation matrix;
3) \( F^H \) or \( F \) can be implemented with fast algorithms;

Therefore, the computational complexity is greatly reduced with respect to the inversion of \( W \). It is worth mentioning that the LMMSEE still needs the matrix inversion of the term \( R_c + \sigma_z^2 P F^H (V^H V)^{-1} F P \). Even though the computational complexity might be further reduced by taking advantage of its symmetric structure, LMMSEE is still much more complex than MLE.

E. Phase Noise Mitigation

As discussed above, we have proposed two approaches to estimate phase noise parameters. In order to mitigate phase noise, we further present in this section two approaches for phase noise mitigation: decorrelation and ICI cancellation.

1) Decorrelation: Rewrite (9) as

\[ y = C w_0 + z = CHx + z \]  

with \( H = diag(h(0), h(1), \ldots, h(N-1)) \), \( x = [x(0), x(1), \ldots, x(N-1)]^T \), and accordingly

\[ C = \begin{pmatrix} c_0 & c_1 & \cdots & c_{N-1} \\ c_{N-1} & c_0 & \cdots & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ c_1 & \cdots & c_{N-1} & c_0 \end{pmatrix} \]  

Similar to \( W \), \( C \) is a circulant Matrix, each row of which has the identical elements as the previous row, but moved one position to the right and wrapped around. Then, with the estimated \( \hat{c}_i, i = 0, \ldots, N - 1 \), from the above methods, we obtain, after phase noise mitigation and channel equalization, the estimated data

\[ \hat{x} = H^{-1} \hat{c}^{-1} y \]
The inversion of the $N \times N$ matrix $\tilde{C}$ requires a computational complexity of $O(N^3)$, which might not be acceptable in many cases. We notice that the circulant matrix $C$ can be readily diagonalized by [22]

$$C = F^H \Lambda F$$

(31)

where $F$ denotes the DFT matrix defined by (11); $\Lambda = \text{diag} \left[ f(c,1), f(c,e^{j2\pi/N}), \ldots, f(c,e^{j2\pi(N-1)/N}) \right]$ with the polynomial function $f(c,x)$ given in (A-7).

It’s interesting to see that, in fact, the diagonal elements of $\Lambda$ are just the IDFT of $c$, i.e., $\Lambda = \sqrt{N} \text{diag} \left( F^H c \right)$.

Therefore, in terms of (31), (30) yields

$$\hat{x} = H^{-1}F^H \tilde{\Lambda}^{-1}Fy$$

(32)

Equation (32) shows that $\hat{x}$ depends on the diagonal matrix operations and DFT transforms. Hence, it’s quite straightforward to see that the computational complexity is greatly reduced.

2) ICI and CPE Cancellation: As shown in (21), the received data can be expressed as

$$y = w_0 c_0 + W^1 c_1 + z$$

$$= c_0 H x + W^1 c_1 + z$$

(33)

where $W^1$ denotes the matrix $W$ without the first column vector. Then, the estimated data is given by

$$\hat{x} = H^{-1}c_0^{-1} \left[ y - W^1 c_1 \right]$$

(34)

The ICI and CPE cancellation method reduces computational complexity even more than the decorrelator, due to the fact that it does not require a matrix inversion. Moreover, compared with the decorrelator, the ICI plus CPE canceller does not enhance AWGN noise. This makes it perform better in case of medium to low estimation error levels.

F. Practical Considerations

Both ML and LMMSE techniques proposed in this paper require a priori knowledge of the matrix $W$, which is determined by the transmitted signals and the channel gains in the frequency domain. In other words, we have to know:

1) The channel frequency response;

2) All transmitted signals within an OFDM symbol.

In a high-rate OFDM system, the channel usually varies slightly within an OFDM symbol. Therefore, as in [2], all subcarriers of the preamble of each block are used for channel estimation. In practice, phase noise is limited to small to medium levels such that the major portion of phase noise energy is contained in the CPE, i.e., the CPE is dominant over the ICI. Since pilot-assisted channel estimation actually corrects the CPE in the preamble, and the effect of the ICI on the estimation accuracy is determined by the energy level of the ICI itself, these channel estimates are reliable enough to provide adequate information for our purpose [23], [24].

The knowledge of the transmitted signals can be replaced by the tentative data, i.e., the initial estimate of the data signals. These initial estimates can be obtained by applying one of the conventional CPE correction methods [15], [16], and channel equalization to the received signals in the frequency domain. It is well known that such a decision feedback results in a better performance since the tentative data brings more information for better decisions. However, error propagation might occur with such a method, especially for low SNRs, since the first decision under low SNRs usually contains many errors, which might not improve the final decision or, sometimes, might even make it worse. In this case, our simulations show that the AWGN noise determines the performance, and that phase noise and its mitigation does not affect the performance significantly.

With the estimated channel and the tentative data applied to (14) or (19), phase noise is therefore mitigated using (32) or (34).

IV. PERFORMANCE ANALYSIS

In this section, we discuss the performance of different estimation methods on system performance. We focus on the frequency-domain approach since the extension of the analysis to the time domain is quite straightforward.

A. General Comparisons

1) It is well known that LMMSEE performs better than MLE by minimizing the mean square error of the estimation result. However, LMMSEE requires a prior knowledge of the phase noise linewidth $\beta$ and the AWGN noise variance $\sigma^2$. which, however, are not necessary for MLE. In this regard, MLE may be a better choice than LMMSE.

2) Both methods involve a matrix inversion which requires the computations of the order of $O(N^3)$. Nevertheless, the mathematical methods described earlier can be used to significantly reduce the complexity. It is clear that LMMSEE is more complex than MLE since it requires extra computations for $I - \left[ I + \sigma^{-2} R_c P^H V^H V F P \right]^{-1}$. We notice that, although the phase noise $\phi_m(n)$ is nonstationary, the resulting random variable $e^{j\phi_m(n)}$, as shown in (5), is stationary, and so is $c$. Hence, once we know the phase noise linewidth $\beta$, the DFT length $N$ and the OFDM symbol period $T$, $R_c$ can be precomputed and stored for the subsequent data processing.

3) For high signal to noise ratios (SNRs), i.e., $\sigma^2 \rightarrow 0$, (19) reduces to

$$\left\{ I - \left[ I + \sigma^{-2} R_c P^H V^H V F P \right]^{-1} \right\} W^{-1} y = W^{-1} y$$

(35)

which is the same as (14). This implies that, for high SNRs, the performance of MLE and LMMSE will be similar.

B. Computational Complexity

We first keep in mind that each complex multiplication is equivalent to four real multiplications plus two real additions, and each complex addition is equivalent to two real additions.
1) **MLE:** This technique requires the inversion of \( W \), whose computation is of the order of \( O(N^3) \). By taking advantage of the properties of the circulant matrix, we can factorize \( W \) into four matrices with one being diagonal and the remaining three being unitary (some are DFT matrices). Since the inversion of a diagonal matrix is very simple, and the inversion of unitary matrices in (23) is known, i.e., \( P^{-1} = P, F^{-1} = F^H \), it is readily seen the significant reduction on the computations. More specifically, the following features are helpful in reducing complexity:

1. \( P \) is a simple permutation matrix that doesn’t require complex multiplications or additions;
2. \( F^H \) or \( F \) can be implemented using fast algorithm;
3. \( V \) is a diagonal matrix whose elements are related to the DFT of vector \( w_0 \), or, more specifically, \( \{a_k\}_{k=0}^{N-1} \).

The approximate numbers of complex multiplications and complex additions for (24) are \( 3N^2 \) and \( 3N^2 - 2N \), respectively. Since \( F \) is a DFT matrix and FFT algorithms are available, the complexity can be reduced to \( \frac{3N}{2} \log_2 N + N \) complex multiplications and \( 3N \log_2 N \) complex additions, respectively.

2) **LMMSEE:** Equation (27) requires the additional computation of \( I- \left[ I + \sigma^{-2}R_cPF^HV^HVFP \right]^{-1} \) in comparison to (14).

1. \( FP \) involves permutation only. \( VFP \) requires \( N^2 \) complex multiplications and no additional computations for \( PF^HV^H \). Note also that the elements of \( V \) have already been formed before computing \( PF^HV^HV FP \);
2. The multiplication of \( PF^HV^H \) with \( VFP \), when the FFT algorithm is applied, requires \( N^2 \log_2 N \) complex multiplications and \( N^2 \log_2 N \) complex additions;
3. The multiplication of \( \sigma^{-2}R_c \) with \( PF^HV^H VFP \) requires \( N^3/2 \) complex multiplications and \( N^3/2 \) complex additions;
4. The addition of \( I \) to \( \sigma^{-2}R_cPF^HV^H VFP \) requires \( N \) additions;
5. The inversion of \( R_c (W^H W) + \sigma^2 I \) requires \( N^3 \) complex multiplications and \( N^3 \) complex additions, respectively;
6. The addition of \( I \) with \( \left[ I + \sigma^{-2}R_cPF^HV^H VFP \right]^{-1} \) requires \( N^2 \) complex additions;
7. The multiplication of \( I- \left[ I + \sigma^{-2}R_cPF^HV^H VFP \right]^{-1} \) and \( W^{-1}y \) requires \( N^2 \) complex multiplications and \( N^2 \) complex additions, respectively.

In summary, LMMSEE requires an additional \((3N^3 + N^2 \log_2 N + 2N^2)/2\) complex multiplications and \(\frac{3N^3}{2} + N^2 \log_2 N + N^2 + 2N\) complex additions approximately, on top of \( \frac{3N}{2} \log_2 N + N \) complex multiplications and \(3N \log_2 N \) complex additions required by MLE. Hence, the complexity associated with the LMMSEE is much larger in comparison to that of the MLE.

C. **Mean Square Error**

For the two estimation methods, MLE and LMMSEE, it’s readily understood that LMMSEE would yield better performance. The mean square errors (MSEs) of the two methods can be obtained as in [21].

Assuming \( \hat{c} = c + e \), where \( e \) denotes the Gaussian distributed estimation error with zero mean and variance \( \sigma_e^2 \),

\[
\hat{\Lambda} = \text{diag} \left( f_c(1), f_c(e^{j\frac{2\pi}{N}}), \ldots, f_c(e^{j\frac{2\pi(N-1)}{N}}) \right),
\]

whereas

\[
\Lambda = \text{diag} \left( f_e(1), f_e(e^{j\frac{2\pi}{N}}), \ldots, f_e(e^{j\frac{2\pi(N-1)}{N}}) \right).
\]

In the following, we compare the performance of different phase noise mitigation methods based on the estimation error.

1) **Decorrelator:** From (28) and (32), we can show that

\[
E \left[ \left| x - \hat{x} \right|^2 \right] = E \left[ \left| x - H^{-1}F^H \tilde{X}^{-1} F (CHx + z) \right|^2 \right] = E \left[ \left| H^{-1}F^H \Lambda_B F H x - H^{-1}F^H \tilde{X}^{-1} F z \right|^2 \right] \quad (36)
\]

where \( \Lambda_B = \text{diag} \left( b_c(1), b_c(e^{j\frac{2\pi}{N}}), \ldots, b_c(e^{j\frac{2\pi(N-1)}{N}}) \right) \), with

\[
b_c(x) = \sum_{i=0}^{N-1} c_i x^i - \sum_{i=0}^{N-1} c_i, x^i = \sum_{i=0}^{N-1} (c_i + c_i) x^i.
\]

Equation (36) further gives

\[
E \left[ \left| x - \hat{x} \right|^2 \right] = E \left[ \left| H^{-1}F^H \Lambda_B F H x - H^{-1}F^H \tilde{X}^{-1} F z \right|^2 \right] = \sigma_z^2 \cdot \text{tr} \left[ D^{-1} \Lambda_B DD^H \Lambda_B^H (D^{-1})^H \right] = \sigma_z^2 \cdot \text{tr} \left[ H^{-1} \left( F^H (\Lambda_A^{-1})^{-1} F \right) (H^{-1})^H \right] = \sigma_z^2 \cdot \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \left| \left[ D^{-1} \Lambda_B D \right]_{ik} \right|^2 + \sigma_z^2 \cdot \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \left\{ f_c(e^{j\frac{2\pi}{N}}) \right\}^{-2} \sum_{k=0}^{N-1} \left| h_k \right|^2 \quad (37)
\]

where \( \text{tr} (\cdot) \) denotes the trace of a matrix; \( D \) is defined as \( D = FH \).

2) **Interference Canceler:** From (9) and (34), we have

\[
E \left[ \left| x - \hat{x} \right|^2 \right] = E \left[ \left| x - H^{-1}c_0^{-1} \left[ Wc + z - W^1 \hat{c}^1 \right] \right|^2 \right] = E \left[ \left| c_0^{-1} H^{-1} E H x - c_0^{-1} H^{-1} H z \right|^2 \right] = \sigma_z^2 \cdot \left| c_0^{-1} \right|^2 \cdot \text{tr} \left[ H^{-1} E H H \left( H^{-1} \right)^H \right] + \left| c_0^{-1} \right|^2 \sigma_z^2 \cdot \text{tr} \left[ H^{-1} \left( H^{-1} \right)^H \right] \quad (38)
\]

where matrix \( E \) is a circulant matrix determined by the error vector \( e \), and has the same form as (29). Following the diagonalization method described in (31), \( E \) can be written as

\[
E = F^H \Lambda_B E F
\]
which, when substituted into (38), yields

\[
E \left[ |x - \hat{x}|^2 \right] = c_1^{-1} \sigma_x^2 \cdot tr \left\{ D^{-1} \Lambda_E DD^H \Lambda_E^H (D^{-1})^H \right\} \\
+ c_0^{-1} \sigma_x^2 \cdot tr \left\{ H^{-1} (H^{-1})^H \right\} \\
= c_0^{-1} \sigma_x^2 \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \left| \left[ D^{-1} \Lambda_E D \right]_{ik} \right|^2 \\
+ c_0^{-1} \sigma_x^2 \sum_{k=0}^{N-1} \left| h_k \right|^2 \\
\tag{40}
\]

Notice that when CPE accounts for the majority part of phase noise power, or \( \frac{\sum_i |\sigma_i|^2}{\sum_i |\sigma_i|^2} \rightarrow 1 \), it can be readily seen that both MSEs in (40) and (37) can be approximated by

\[
E \left[ |x - \hat{x}|^2 \right] \approx \sigma_x^2 \cdot \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \left| \left[ D^{-1} \Lambda_E D \right]_{ik} \right|^2 \\
+ \sigma_x^2 \sum_{k=0}^{N-1} \left| h_k \right|^2 \\
\tag{41}
\]

The interferencer canceler may be more cost effective than the decorrelator when complexity is of concern since the decorrelator requires a matrix inversion. On the other hand, the decorrelator and the interference canceler. This is because, at phase noise mitigation is accurate within this range. For large phase noise with variance above 10^{-1}, mitigation might not be very effective since the estimation errors become large. When the phase noise variance is of the order of 10^{-2} or less, we observe that the imaginary part of CPE is very small compared with the real part which is close to unity. This explains the fact that, in some applications, when the phase noise is small, the CPE can be approximated as \( 1 + j \varepsilon \), where \( \varepsilon \) denotes the imaginary part of the CPE, and we only need to get its imaginary part to correct the CPE affecting the received signals.

V. Numerical Results

The proposed approaches are evaluated in this section for Rayleigh fading channels by Monte Carlo trials. The OFDM data of each user are constructed based on the IEEE 802.11a standard, where part of the packet preamble is specifically designed for channel estimation. Channel coding is not used in our simulations since we focus on symbol error rate (SER) of an uncoded OFDM system and the SNR is denoted by the energy per sample (subcarrier signal). The phase noise variance is defined as \( 2 \pi \beta T / N \), as in (3). 16QAM modulation is employed in the simulation unless otherwise specified. The cyclic prefix has the length larger than the channel delay spread throughout the simulations. The simulation parameters are summarized in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bandwidth for each user</td>
<td>20 MHz</td>
</tr>
<tr>
<td>number of subcarriers</td>
<td>( N = 64 )</td>
</tr>
<tr>
<td>number of pilots</td>
<td>( N_p = 4 )</td>
</tr>
<tr>
<td>Modulation method</td>
<td>16QAM</td>
</tr>
</tbody>
</table>

Fig. 1-2 demonstrate the computational complexity needed for MLE and LMMSE respectively. For comparison, we have added the performance of SCIC in [18]. We see from the figures that, in order to get the best performance from LMMSE, we need to trade the computational complexity. As a result, LMMSE has the highest complexity among all schemes, even slightly exceeding the conventional SCIC scheme in [18].

In Fig. 3, we plot the estimated real and imaginary parts of the CPE and the ICI energy obtained by averaging all the estimates from Monte Carlo trials. These estimates are compared with their actual values. The estimated CPE, including real and imaginary parts, and the ICI energy, are quite close to the theoretical values if the phase noise level is less than 10^{-1}, and therefore, it is straightforward to see that phase noise mitigation is accurate within this range. For large phase noise with variance above 10^{-1}, mitigation might not be very effective since the estimation errors become large. When the phase noise variance is of the order of 10^{-2} or less, we observe that the imaginary part of CPE is very small compared with the real part which is close to unity. This explains the fact that, in some applications, when the phase noise is small, the CPE can be approximated as \( 1 + j \varepsilon \), where \( \varepsilon \) denotes the imaginary part of the CPE, and we only need to get its imaginary part to correct the CPE affecting the received signals.

Fig. 4-5 show the SER performance versus the SNR for both the MLE and LMMSE approaches when the phase noise variance is equal to 10^{-2}. It is shown that the proposed approaches outperform the conventional CPEC technique for both the decorrelator and the interference canceler cases. For the LMMSE approach, a performance gain of 1-2 dB is observed in comparison to the MLE approach. This gain clearly comes from the fact that the LMMSE uses the phase noise statistics to minimize the overall estimation errors. These two figures also indicate that there is no error propagation when using the proposed methods. For sufficiently high SNRs, the proposed methods have better performance after using decision feedback. For low SNRs less than 10dB, the AWGN noise is dominant. The performance with or without phase noise is indistinguishable, and none of mitigation methods affect the performance significantly.

VI. Conclusions

OFDM is quite sensitive to phase noise, which gives rise to common phase error as well as intercarrier interference, and
leads to performance loss. Many approaches in the literature mitigate phase noise either in the frequency domain by evaluating and then compensating for CPE or ICI, or in the time domain by directly correcting phase noise.

In the presence of phase noise, a new parametric model of OFDM signals was proposed in this paper. In terms of this model, at the receiver side, any frequency-domain subcarrier signal is described as a sum of all subcarrier signals weighted by a parameter vector. Both the maximum likelihood (ML) and the linear minimum mean square error (LMMSE) techniques were presented to estimate this weighting vector. Then phase noise was mitigated through different approaches based on the obtained estimates. It was shown that most conventional methods can be readily obtained from our approach with some approximation or an orthogonal transform. The data structure of the proposed model has further been analyzed to provide a much simpler method for implementation.

To compare the two proposed techniques, we present a theoretical analysis which was further verified by computer simulations. We showed that, when used for phase noise estimation and mitigation, both the MLE and the LMMSE approaches result in superior performance over conventional methods. Furthermore, LMMSE gives the best performance of all methods, while ML provides a much simpler yet effective way to estimate and mitigate phase noise.
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APPENDIX

As can be easily deduced from (9), the vector $w_0$ uniquely determines the shift-backward circulant matrix $W$ by

$$W = \sum_{i=0}^{N-1} a_i \Gamma_i$$

(A-1)

where the matrix $\Gamma_i$ is defined by

$$\Gamma_i = \begin{pmatrix} 1_{(i+1)} & 0 & \cdots & 0 \\ \vdots & 0 & \ddots & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 0 & \cdots & 0 & 1_{(N-i-1,N)} \end{pmatrix}$$

(A-2)

with the positions of all non-zero entries marked by the subscripts. Specifically, for $i = 0$, $\Gamma_0$ becomes the identity matrix, i.e., $\Gamma_0 = I$. In view of the structure of the matrix $\Gamma_i$, it is clear that

$$\Gamma_i = \begin{pmatrix} 0 \cdots 0 & 0 & 1 \\ 0 & \ddots & \vdots \\ \vdots & \ddots & 0 \\ 0 \cdots 0 & 1 \end{pmatrix}$$

(A-3)

Substituting (A-3) into (A-1) yields

$$W = \sum_{i=0}^{N-1} a_i A^{i+1} P$$

(A-4)

$A$ is a unitary matrix that performs the backward-shift permutation. $A$ can be diagonalized by

$$A = F^H UF$$

(A-5)
where \( \mathbf{F} \) is the DFT matrix defined by (11) and \( \mathbf{U} = \text{diag}(1, e^{j \frac{2\pi}{N}}, \ldots, e^{j \frac{2\pi(N-1)}{N}}) \). Substituting (A-5) into (A-4) gives

\[
\mathbf{W} = \mathbf{F}^H \mathbf{V} \mathbf{F} \tag{A-6}
\]

Let \( \mathbf{y} = [y_0, y_1, \ldots, y_{N-1}]^T \). We define the polynomial function

\[
f(y, x) = \sum_{i=0}^{N-1} y_i x^i \tag{A-7}
\]

Then, the matrix \( \mathbf{V} \) in (A-6) can be expressed as

\[
\mathbf{V} = \text{diag}[g_0, g_1, \ldots, g_{N-1}] \tag{A-8}
\]

where \( g_k = e^{-j \frac{2\pi k}{N}} f_{\omega_0} \{ e^{-j \frac{2\pi k}{N}} \} \). Equivalently, (A-8) can then be expressed in a matrix form

\[
\mathbf{V} = \sqrt{N} \text{diag}(\mathbf{U} \mathbf{F} \omega_0) \tag{A-9}
\]
Fig. 4. The SER performance of the proposed generalized approaches using decorrelator versus the conventional CPEC approach, where the phase noise variance equals $10^{-2}$, and the number of pilots equals 4.

Fig. 5. The SER performance of the proposed generalized approaches using interference canceler versus the conventional CPEC approach, where the phase noise variance equals $10^{-2}$, and the number of pilots equals 4.

Fig. 6. Mean square error of LMMSE and MLE, using interference canceler, with the phase noise variance of $10^{-2}$. 