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Abstract

Link adaptation is an important issue in the design of cognitive radio networks, which aims at making efficient use of system resources. In this paper, we propose and investigate a joint adaptive modulation and power allocation algorithm in cognitive radio networks. Specifically, the modulation scheme and transmit power are adjusted adaptively according to channel conditions, interference limit and target signal-to-interference-plus-noise ratio (SINR). As such the total power consumption of cognitive users (CUs) is minimized while keeping both the target SINR of CUs and interference to primary user (PU) at an acceptable level. Simulation results are provided to show that the proposed algorithm achieves a significant gain in power saving.
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1. Introduction

With the increasing number of various bandwidth-consuming wireless services, spectrum for available bands becomes more and more scarce. Moreover, these bands are not occupied or underutilized by licensed users most of the time, which leads to the waste of bandwidth resources and low spectral efficiency. One solution to this problem is that cognitive (unlicensed) users (CUs) are allowed to have opportunistic access to these idle bands or to the active ones without causing harmful interference to the primary (licensed) user (PU), in order to improve the bandwidth utilization. This technology is called cognitive radio [1,2]. The major advantage of cognitive radio technology is its ability to search for available spectrums in its surrounding environment and adjust its transmit parameters accordingly to enhance the system performance. The transmit parameters, for example, include modulation scheme, beamforming vector, center frequency, transmit power and so on. The whole process can be summarized as “sense-cognition-adaptation”.

In wireless network, a fundamental characteristic is the interference introduced by multi-user or co-channel transmission at the same time or over the same frequency radio channel. It is well-known that power allocation [3,4] is an effective way to mitigate interference by means of updating transmit powers according to the target SINR. Besides, the effective use of transmit power can not only minimize the interference introduced by other transmit nodes to enhance the capacity, but also conserve energy to prolong battery life. In [3], the author proposed a simple distributed power allocation algorithm, in which the power level at next iteration only depends on target and actual SINR as well as current power level. The goal is to minimize the total power consumption subject to the target SINR requirement. Further studies are shown in [5-8]. In [5], the joint optimization of beamforming and power control is studied in the downlink of a cognitive radio network. The objective of the proposed algorithm is to minimize the total transmit power while satisfying the target SINR constraint of CUs and maximum tolerable interference to PU. However, this work can not be extended to the energy-constrained wireless networks, in which there is a constraint of maximum transmit power for each CU. Literature [6] proposes a cross-layer framework for joint scheduling and power control combined with adaptive modulation in ad hoc networks, which can be viewed as the situation where only CUs share the same frequency band with the absence of PU. Therefore, the proposed algorithm can not be applicable to the case of the co-existence of PU and CUs in the same
frequency band, since it does not consider the interference introduced to PU caused by CUs. While literature [7] and [8] only consider the problem of adaptive modulation and power control of a single CU in the presence of PU.

In contrast to previous work in [5–8], we consider the scenario where one PU and multiple CUs share the same frequency band in wireless networks. So far as we know, little attention has been paid to the topic of joint adaptive modulation and power allocation in cognitive radio networks, in which the protection of PU and the quality of service (QoS) of CUs are assured. In this contribution, our goal is, therefore, to jointly optimize the modulation schemes as well as transmit powers in order to minimize the total power consumption while keeping both the interference to PU and target SINR of CUs at an acceptable level. More specifically, we perform a two-stage power allocation processing for the proposed algorithm: First, transmit powers are allocated to all CUs with the same modulation scheme, under the constraint of target SINR of CUs and a given interference limit to PU; Second, each CU with adaptive modulation scheme adjusts its transmit power based on the first allocated power, in order to reduce the total power consumption.

The rest of this paper is organized as follows: Section 2 describes the system model and basic assumptions. In Sections 3, we develop the proposed algorithm for joint adaptive modulation and power allocation in cognitive radio networks. Performance analysis of the proposed algorithm is investigated in Section 4. Section 5 concludes this paper.

Notation: All vectors and matrices are denoted in bold letters. \( \mathbf{I}_N \) stands for \( N \times N \) identity matrix. \( A(i, j) \) denotes the \( (i, j) \) th element of the matrix \( A \). The operators \((\cdot)^T\), \((\cdot)^{-1}\) and \((\cdot)^T\) represent pseudo inverse, inverse and transpose, respectively.

2. System Model

The cognitive radio network under consideration is composed of one PU and \( N \) CUs, which are modeled as a collection of separate \( (N+1) \) transmit-receive pairs with a single channel, as illustrated in Figure 1. All CUs are allowed to transmit at the same time and share the same frequency band by adopting code division multiplexing access (CDMA). The transmission mode for each CU is half-duplex in order to avoid self-interference [9] caused by one node simultaneously transmitting and receiving. The channel propagation model is characterized by path loss, which is given by [10]

\[
PL(d) = PL(d_0) + 10\alpha \log_{10}\left(\frac{d}{d_0}\right) dB \quad d \geq d_0
\]

where \( d_0 \) and \( d \) are the reference and transmitter-receiver (T-R) distance, respectively. \( \alpha \) denotes path loss exponent, which depends on propagation circumstance.

Then, the actual SINR for \( i \) th CU can be expressed as

\[
SINR_i = \sum_{j, i' \neq i, j} \frac{G_{i,j} P_j}{\sum_{j, i' \neq i, j} G_{i,j} P_j + G_{i',j} P_{i'}} + \eta \geq \gamma
\]

where \( P_i \) and \( P_0 \) denote power level of \( i \) th CU and primary user, respectively. \( G_{i,j} \) is the channel gain over CU \( i \), \( G_{j} \) and \( G_{i,j} \) represent the channel gain between CU \( j \) transmitter, primary user’s transmitter and CU \( i \) receiver, respectively. \( \eta \) is the background noise power and \( K \) denotes the spreading gain. \( \gamma \) is the target SINR for all CUs and the constraint \( SINR_i \geq \gamma \) guarantee the QoS for \( i \)th CU. On the other hand, the total interference introduced to PU is given by

\[
\xi_0 = \sum_{i=1}^{N} G_{i,j} P_i \leq \xi
\]

where \( G_{i,j} \) represents the channel gain between CU \( j \) transmitter and PU’s receiver and \( \xi \) denotes the maximum tolerable interference for PU.

Throughout this paper, we make the following assumptions:

1) The system consists of an access point (AP) [11] for dialogues with CUs through a dedicated control channel, and the global information of channel gains is assumed to be available at AP.

2) The local information of channel gains and SINR measurements at the receivers of all CUs are sent to their respective transmitters via a dedicated feedback channel.

3) All CUs are well synchronized, and are assumed to be immobile or move slowly so that the corresponding channel gain remains constant during the convergence of transmit power.

Figure 1. System model with one PU in dashed line and \( N \) CUs in solid line.
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3. Joint Adaptive Modulation and Power Allocation

The objective of this algorithm is to assign constrained transmit powers and available modulation schemes to all CUs, in order to minimize the total power consumption while satisfying the target SINR constraint of CUs. Besides, we should also consider maintaining the interference introduced to the primary user within a given interference limit, since CUs coexist with the PU in the same frequency band. Therefore, we can formulate the following constrained optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{N} P_i \\
\text{subject to} & \quad \text{SINR}_i \geq \gamma \\
& \quad \xi_i \leq \xi
\end{align*}
\]  

(4)

where \( P_i \in [0, P_{\text{max}}] \) and \( P_{\text{max}} \) is the maximum transmit power.

In what follows, transmit powers which satisfy both the constraint (5) and (6) are calculated by AP and sent to all CUs, in which the modulation scheme is the same and chosen to guarantee the existence of positive powers. Then, the modulation scheme (or equivalently, target SINR) is modified based on the initial SINR for each CU, in order to maintain a certain BER requirement. It will be shown that, based on the modified target SINR for each CU, the total power consumption is greatly reduced by iteratively updating transmit power of each CU, while both the QoS and interference constraint can also be satisfied.

3.1. First Power Allocation

The constraint (5) can be expressed in the following way

\[
P_i - \sum_{j \neq i} \frac{\gamma G_{ij} P_j}{KG_i} \geq \frac{\gamma (G_{ii} P_i + \eta)}{G_i}
\]

(7)

Note that the target \( \gamma \) is the same for all CUs in this stage. Let \( \mathbf{P} = (p_1, p_2, \ldots, p_N)^T \), rewrite (7) with equality in the matrix form, we can obtain

\[
(I_N - \gamma \mathbf{F}_1) \mathbf{P} = \mathbf{U}_1
\]

(8)

where \( \mathbf{F}_1 \) and \( \mathbf{U}_1 \) are given by in the following

\[
\mathbf{F}_1(i, j) = \begin{cases} 
G_{ij} / KG_i & i \neq j, i, j = 1, 2, \ldots, N \\
0 & i = j 
\end{cases}
\]

\[
\mathbf{U}_1 = (\frac{\gamma (G_{11} P_1 + \eta)}{G_{11}}, \frac{\gamma (G_{21} P_2 + \eta)}{G_{22}}, \ldots, \frac{\gamma (G_{NN} P_N + \eta)}{G_{NN}})^T
\]

Meanwhile, we can also rewrite constraint (6) with equality in the matrix form as

\[
\beta \mathbf{F}_1 \mathbf{P} = \mathbf{U}_2
\]

(9)

where \( \mathbf{F}_2 = (G_{ij}, G_{ij}, \ldots, G_{ij}) \) is a \( 1 \times N \) vector and \( \mathbf{U}_2 = \xi \). Note that, in equation (9), \( \beta \geq 1 \) is a constant, and the interference constraint of PU can be easily satisfied by increasing the value of \( \beta \), because the powers allocated to all CUs are kept at a low level. However, it does not mean that large \( \beta \) will satisfy the target SINR requirement for all CUs. Combine (8) and (9), the constraints (5) and (6) can be finally expressed in the matrix form as follows

\[
\begin{bmatrix}
I_N - \gamma \mathbf{F}_1 \\
\beta \mathbf{F}_1
\end{bmatrix} \mathbf{P} = 
\begin{bmatrix}
\mathbf{U}_1 \\
\mathbf{U}_2
\end{bmatrix}
\]

(10)

where \( \mathbf{F} \) is a \( (N + 1) \times N \) matrix and \( \mathbf{U} \) is a \( (N + 1) \times 1 \) column vector. Note that the equation (10) has a feasible solution, i.e., there exists a positive power vector \( \mathbf{P} \), if the following condition holds

\[
\gamma < \frac{1}{\lambda_{\text{max}}(\mathbf{F}_1)}
\]

(11)

where \( \lambda_{\text{max}}(\mathbf{F}_1) \) stands for the maximum eigenvalue of matrix \( \mathbf{F}_1 \). Otherwise, no CUs can be admitted to share this frequency band with PU. As for the value of \( \gamma \), we will give details in the next section. Once \( \mathbf{F} \) and \( \mathbf{U} \) are determined, the powers first allocated to CUs are given by

\[
\mathbf{P}^{(i)} = \min(\mathbf{P}_{\text{max}}, \mathbf{F}^T \mathbf{U})
\]

(12)

where \( \mathbf{P}_{\text{max}} = (p_{\text{max}}, p_{\text{max}}, \ldots, p_{\text{max}})^T \) is a \( N \times 1 \) column vector and \( \mathbf{F}^T = (\mathbf{F}^T \mathbf{F})^{-1} \mathbf{F}^T \).

Remarks:

1) Equation (10) is overdetermined, and (12) is its least square (LS) solution to the optimization problem of (4) with constraints (5) and (6).

2) The first allocated transmit powers \( \mathbf{P}^{(i)} \) and fixed modulation scheme (or \( \gamma \)) are obtained at AP, and this information is sent from AP to the transmitter of corresponding CU through the dedicated control channel.

### Table 1. Constellation size and corresponding minimum required SINR for target BER\(_0\) = 10\(^{-3}\) [6].

<table>
<thead>
<tr>
<th>Constellation size (M)</th>
<th>SINR</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>179.85</td>
</tr>
<tr>
<td>32</td>
<td>113.90</td>
</tr>
<tr>
<td>16</td>
<td>45.11</td>
</tr>
<tr>
<td>8</td>
<td>27.65</td>
</tr>
<tr>
<td>4</td>
<td>9.55</td>
</tr>
<tr>
<td>2</td>
<td>4.77</td>
</tr>
</tbody>
</table>
It should be noted that the protection of PU and QoS of CUs are both met without the maximum power constraint. However, due to the fact of power-constrained CUs, the target SINR constraint of all CUs may not be satisfied. In the following, we will address this issue in detail.

3.2. Adaptive Modulation

Adaptive modulation enables the system to support high data rate by varying the number of bits per symbol in accordance with the instantaneous SINR, while keeping a target BER requirement. The transmission rate of MCU for M-ary quadrature amplitude modulation (M-QAM) is given by [6]

\[ R_k = \log_2(1 + k \cdot \text{SINR}_k) \]  \tag{13}

where \( k = -\frac{1.5}{\ln(5 \cdot \text{BER}_0)} \) and \( \text{BER}_0 \) is the target BER requirement. Note that transmission rate obtained in equation (13) is contiguous and should be quantized to a finite number of integer values in practical situation. The minimum required SINR corresponding to the target \( \text{BER}_0 \) for M-QAM can be obtained by [6]

\[
\text{SINR} = \begin{cases} 
\frac{I_2 + J_2 - 2}{3} \left( \text{erfc}^{-1} \left( \frac{\text{BER}_0 \cdot \log_2 M - M}{2M - I + J} \right) \right)^2, & \text{rectangular QAM} \\
\frac{2(M-1)}{3} \left( \text{erfc}^{-1} \left( \frac{\text{BER}_0 \cdot \log_2 \sqrt{M}}{\sqrt{M} - 1} \right) \right)^2, & \text{square QAM}
\end{cases}
\]  \tag{14}

where \( I = \sqrt{2M} \) and \( J = \frac{M}{\sqrt{2}} \). As a result, the minimum required SINRs corresponding to \( \text{BER}_0 = 10^{-3} \) for \( M = 2, 4, 6, 8, 16, 32 \) and 64 can be calculated and the results are shown in Table 1.

According to Table 1, \( \gamma \) is determined in such a way that the maximum SINR is chosen from available ones which satisfy the condition (11), in order to achieve high data rate. However, the actual SINR based on the initial allocated power for each CU cannot satisfy the minimum required SINR for certain \( \text{BER}_0 \) at the same time. Therefore, the modulation scheme, i.e. target SINR \( \gamma \), should be modified for each CU. To be specific, assuming that the set \( \Omega \) is composed of SINRs in Table 1 which are no more than \( \gamma \), then the modified target SINR for each CU denoted as \( \gamma' \), is chosen in such a way that the corresponding required SINR in \( \Omega \) is no more than its actual SINR. In the worst case, if the actual SINR falls below 4.77, the corresponding CU will abort transmission. For instance, if \( \gamma = 9.55 \) and the CUs’ actual SINRs based on the first allocated powers are 10, 5 and 3, respectively, then \( \Omega = [4.77, 9.55] \), and therefore \( \gamma_3 = 9.55 \), \( \gamma_2 = 4.77 \) and \( \gamma_1 = 0 \) (no transmission), respectively. Note that, in this case, the constraint (5) is changed into \( \text{SINR} \geq \gamma' \). Therefore, the modified target SINR constraint of all CUs can be satisfied.

3.3. Second Power Allocation

Since both the QoS and interference constraint are satisfied as discussed before, we consider reducing the total power consumption for all CUs. Let \( \gamma = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_\Omega) \) be a diagonal matrix of size \( N \times N \), then the equation (8) can be rewritten in the following form as

\[ P(k+1) = \text{diag}(\gamma_i) P(k) + U_i \]  \tag{15}

where \( P(k+1) \) and \( P(k) \) denote power level at next and current iteration, respectively. Then, the optimal transmit power can be obtained by iteration of [3]

\[ P_i(k+1) = \min(P_{\text{max}}, \frac{\gamma_i}{\text{SINR}(k)} P_i(k)) \]  \tag{16}

Note that the above algorithm terminate with convergent power if \( |P_i(k+1) - P_i(k)| \leq \zeta \), where \( \zeta > 0 \) is a negligibly small error. Based on \( P^{(1)} \) and \( \gamma \), it can be known that the total power consumption will be reduced after second power allocation using equation (16), in which the initialized power is \( P^{(1)} \). The following theorem supports our conclusion.

**Theorem:** Given \( P^{(1)} \) and corresponding \( \text{SINR}^{(1)} \) which satisfy \( \text{SINR}^{(1)} \geq \gamma_i, i = 1, 2, \ldots, N \), then there exists a steady-state \( P_{\text{ss}}^{(2)} \) to achieve \( \gamma_i \) such that \( \sum_{i=1}^{N} P_{\text{ss}}^{(2)} \leq \sum_{i=1}^{N} P_i^{(1)} \) while satisfying both the QoS and interference constraint.

**Proof:** It can be known from equation (16) that, if SINR for each CU satisfies the condition \( \text{SINR}(k) \geq \gamma_i \), then we have

<table>
<thead>
<tr>
<th>Table 2. Simulation parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of CUs (N)</td>
</tr>
<tr>
<td>Noise variance (( \eta ))</td>
</tr>
<tr>
<td>Negligible error (( \zeta ))</td>
</tr>
<tr>
<td>Reference distance (d_0)</td>
</tr>
<tr>
<td>Path-loss factor (( \alpha ))</td>
</tr>
<tr>
<td>Processing gain (K)</td>
</tr>
<tr>
<td>Maximum power (P_{\text{max}})</td>
</tr>
<tr>
<td>Constant (( \beta ))</td>
</tr>
<tr>
<td>Maximum tolerable interference (( \xi ))</td>
</tr>
<tr>
<td>Maximum number of iteration</td>
</tr>
</tbody>
</table>
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\[ P_{i}^{(k+1)} = \min(P_{\text{max}}, \frac{\gamma_i}{\text{SINR}(k)}) \]
The iteration will terminate if \( \text{SINR}_{i}^{(2)} = \text{SINR}_{i}^{(1)(k)} = \gamma_i \), so the QoS constraint of CUs is satisfied. That is to say that there is no negligible change in \( P_{i}^{(1)}(k) \) such that \( |P_{i}^{(1)}(k+1) - P_{i}^{(1)}(k)| \leq \xi \). Therefore, the convergent power \( P_{i}^{(2)} = P_{i}^{(1)}(k) \leq P_{i}^{(1)}(1) = P_{i}^{(1)} \). As a result, we have \( \sum_{i=1}^{N} P_{i}^{(2)} \leq \sum_{i=1}^{N} P_{i}^{(1)} \), and the interference constraint of PU is also satisfied with \( \xi_{0} = \sum_{i=1}^{N} G_{ij} P_{j}^{(iv)} \leq \xi_{0} = \sum_{i=1}^{N} G_{ij} P_{j}^{(iv)} \leq \xi \).

### 4. Simulation Results

In this section, we provide numerical results to demonstrate the effectiveness of the proposed algorithm in reduction of the total power consumption while satisfying both the QoS constraint of CUs and interference constraint of PU. Besides, we analyze the effect of different \( P_{0} \) on the proposed algorithm.

In our simulation, we consider the cognitive radio network placed in a \( 10m \times 10m \) square area, in which transmit nodes are located uniformly and the corresponding receive nodes are random placed within \( 6m \times 6m \) square area centered around them. The specific parameters used in this simulation are listed in Table 2, in which the channel gain can be expressed as \( G_{ij} = d_{ij}^{-4} \), where \( d_{ij} \) is the distance between jth CU’s transmitter and ith CU’s receiver.

#### 4.1. Performance Analysis

First, we examine the performance of proposed algorithm with respect to power saving. Figure 2(a) shows the convergence property of transmit power for each CU in the second power allocation stage with \( P_{0} = 5W \), in
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**Figure 2.** Convergence of transmit power and actual SINR for each CU in the second power allocation stage, where \( P_{0} = 5W \). (a) Transmit Power (dB). (b) Actual SINR (dB).
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**Figure 3.** Convergence of transmit power and actual SINR for each CU in the second power allocation stage, where \( P_{0} = 10W \). (a) Transmit power (dB). (b) Actual SINR (dB).
which the initial powers are $P_{0}^{(1)} = (1, 1, 0.006, 0.0773, 1, 0.9601, 1, 1, 0.0065)$ in W according to equation (10), and the convergent powers are $P_{0}^{(2)} = (0.8079, 0.2538, 0.0002, 0.0086, 0, 0.1626, 0.7089, 0, 0.0025)$ in W. From Figure 2(a), we can find that the total power consumption is greatly reduced after second power allocation with adaptive target SINR.

Then, we investigate the SINR performance of the proposed algorithm. Based on $P_{0}^{(1)}$, the actual SINRs for all CUs are $\text{SINR}^{(1)} = (5.6153, 8.5909, 260.7868, 15.5663, 0.1612, 45.7656, 6.6999, 0.0398, 24.4918)$. $\gamma$ is set to be 9.55 so that the constraint (11) is satisfied, and $\Omega = (4.77, 9.55)$. Therefore, the adjusted target SINRs for all CUs in the second power allocation stage are set to be $\gamma' = (4.77, 4.77, 9.55, 9.55, 0, 9.55, 4.77, 0, 9.55)$. We notice that the target SINRs of two CUs are equal to 0, which means that the corresponding CU will not transmit. Figure 2(b) shows the convergence property of the actual SINR for each CU, in which the actual SINRs for the admitted CUs converge to 4.77 and 9.55, respectively. In other words, the constellation size $M$ is chosen to be 2 and 4, accordingly.

Finally, we examine the performance of the proposed algorithm in terms of the interference constraint of PU. According to equation (3), the actual interferences introduced to PU in the first and second power allocation stage are 8.8 mW and 4.8 mW, respectively, which are far less than the interference limit $\xi = 1$ W. This is mainly due to the maximum transmit power limit for each CU.

4.2. Impact of Different $P_{0}$

In our previous study, a constant $P_{0}$ is chosen for all simulations. To be more practical, we study the impact of different $P_{0}$ on the system performance.

As expected, with the increasing value of $P_{0}$, the interference introduced to all CUs will increase accordingly. This means the first allocated power $P_{0}^{(1)}$ will be increased for each CU in order to satisfy the target SINR constraint. For instance in Figure 3(a), $P_{0}^{(1)} = (1, 1, 0.0018, 0.1003, 1, 1, 1, 1, 0.0082)$ in W. Besides, the convergent powers are $P_{0}^{(2)} = (0, 0.3813, 0.0003, 0.0153, 0, 0.2909, 0, 0, 0.0048)$ in W.

Meanwhile, the increased interference caused by PU will certainly affect the SINR performance for each CU. In this case, the SINR constraint of some CUs will be violated. Therefore, the initial SINRs of these CUs decrease and corresponding target SINRs should be adjusted accordingly, which can be seen from Figure 3(b). In Figure 3(b), we can find that two CUs’ target SINRs are reduced from 4.77 to 0 compared with Figure 2(b). That is to say these CUs abort transmission. Specifically in Figure 3(b), the actual SINRs for all CUs are $\text{SINR}^{(1)} = (2.9760, 6.7423, 50.5086, 19.2122, 0.1538, 29.2723, 3.3640, 0.0204, 16.3146, 29.2723, 3.3640, 0.0204, 16.3146)$, $\gamma = 9.55$ and $\Omega = (4.77, 9.55)$. Therefore, the adjusted target SINRs for all CUs in the second power allocation stage are $\gamma' = (0, 4.77, 9.55, 9.55, 0, 9.55, 0, 0, 9.55)$.

Furthermore, A close observation of Figure 2 and Figure 3 shows that the convergence of transmit power and actual SINR for each CU requires only several iterations with different $P_{0}$, which is quite acceptable.

As mentioned before, some CUs are turned off in the second power allocation stage, in which their QoS can not be guaranteed due to the interference from PU. It would be also interesting to study the relationship between the number of admitted CUs and $P_{0}$. As can be seen from Figure 4, the number of accepted CUs decreases with the increasing value of $P_{0}$ in general. This is because more CUs’ QoS requirements can not be satisfied and switched off accordingly. In this case, the total power consumption after second power allocation decreases roughly with the decreasing number of admitted CUs. However, we also notice that the number of admitted CUs remains the same for $P_{0} = 15$ and 20 W, which means more power consumption is needed when $P_{0} = 20$ W than the case of $P_{0} = 15$ W. It can be known that, when $P_{0}$ is large enough, there is no CUs that can be admitted by the system.

5. Conclusions

In this paper, we have proposed and investigated a joint adaptive modulation and power control algorithm in cognitive radio networks. Our goal is to minimize the total power consumption while keeping the interference introduced to PU below a given limit and satisfying the SINR constraint of CUs. Specifically, the proposed algorithm is implemented in a two-stage power allocation
processing with fixed and adaptive modulation, respectively, which has been proved to greatly improve the power efficiency. Simulation results are shown to confirm the effectiveness of the proposed algorithm.
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